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ABSTRACT Due to the rising tensions surrounding the energy industry in response to the depletion of
non-renewable energy sources and pollution of the environment, it is especially important to improve the
energy utilization rate of integrated energy systems (IESs). Exergy is an important index to measure energy
quality. Therefore, this paper proposes an IES operation optimization method based on exergy analysis and
an adaptive genetic algorithm. First, based on the energy network theory, a unified expression of the exergy
transfer process is given, and the energy level factor is introduced to evaluate the energy quality. Second,
the steady-state expression of different forms of exergy in the energy transfer line is given. Third, the exergy
economic model of the IES is established by combining exergy analysis, and the solution process of the
adaptive genetic algorithm is given. Finally, the operation optimization simulation and analysis of an IES in
Bali are carried out to verify the effectiveness of the exergy analysis method and feasibility of the simulation
method.

INDEX TERMS Exergy analysis, energy networks, exergy economic loss, energy utilization rate,
self-adaptive genetic algorithm, integrated energy system.

NOMENCLATURE
A. INDEX
i Type of energy ii = e (electricity), h (heat), p

(pressure)
m Starting section of energy transfer line
n End section of energy transfer line

B. CONSTANTS
L Inductive element
C Capacitive element
R Resistive element
χi0 Static value of intensive quantity
εi Energy level coefficient
A Sectional area of line
L Line length
ρi Density of energy transfer medium

The associate editor coordinating the review of this manuscript and

approving it for publication was Bin Zhou .

c Specific heat capacity of heat transfer
medium

λ Energy transfer coefficient
D Diameter of energy transfer pipeline
cxe Electrical exergy price
ηp Efficiency of circulating water pump
cxh Heat exergy price
Sel Number of power network lines
Shl Number of thermal network lines
ce Electrical energy price
ch Heat energy price
PGmine / ≤ PGmaxe Lower/upper active power output of

power generator
QGmin
e /QGmax

e Lower/upper reactive power output of
power generator

χemin/χe max Lower/upper magnitude of nodes
θemin/θemax Lower/upper phase angle of nodes
ϕ
lmax
e Upper electric current of pipeline
Tapimin/Tapimax Lower/upper transformer ratios
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STap Transformer ratio set
PGmin
h /PGmax

h Lower/upper thermal outputs of
gas-fired boilers

χh min/χh max Lower/upper water temperature of each
node

Plmin
h /Plmax

h Lower/upper heat power of thermal lines
ϕp min/ϕp max Lower/upper volume flow of thermal

lines

C. VARIABLES
8i Generalized displacement (e.g., charge 8e,

entropy 8h, volume 8p)
ϕi Generalized extensive flow (e.g., electric current

ϕe, entropy flow ϕh, volume flow ϕp)
χi Generalized intensive quantity (e.g., electric

potential χe, temperature χh, pressure χp)
Xi Generalized momentum (e.g., flux Xe,

temperatureXh, pressure Xp)
Ei Energy (e.g., electrical energy Ee, heat energy Eh,

pressure energy Ep)
Exi Exergy (e.g., electrical exergy Exe, heat exergy

Exh, pressure exergy Exp)
Ji Generalized displacement flow density
JExi Exergy flow density

σi Generalized displacement source strength
xg The function of generalized displacement source

strength with line length
1Px Change of exergy power (e.g., 1Pxe, 1Pxh,

1Pxp)
1P Change of energy power (e.g.,1Pe, 1Ph, 1Pp)
JE Electrical exergy price
kp Transfer coefficient of generalized displacement

volume
f Friction coefficient of fluid flow
Closs Total loss of energy network exergy economy
Ple Active power of electrical line
Qle Reactive power of electrical line
χ ′h Difference between node temperature and ambi-

ent temperature of thermal network χ ′h = χh−χ0

I. INTRODUCTION
A. BACKGROUND
Due to increasing concerns regarding the environmental pol-
lutants produced by coal-fired power generators and the
low-efficiency energy utilization of conventional electrical
power grids, which focus on electrical energy utilization
but ignore other kinds of energy utilization (e.g., heating
energy) [1], many researchers are searching for more envi-
ronmentally friendly and less costly ways to supply energy.
The integrated energy system (IES), which integrates cogen-
eration units, heat pumps, and LiBr absorption refrigera-
tors [2], [3], is considered a promising way to optimize the
structure of energy utilization. The core part of the IES is a
set of cogeneration units, which supply electricity to residents

while simultaneously meeting heat demands with recovered
waste heat produced in the power generation process. The
energy efficiency of an IES can reach over 80% by integrating
various forms of power generation into the same regional net-
work [4]. Thus, IESs can realize complementary utilization of
different types of energy and greatly improve the efficiency
and flexibility of the system through cascade utilization of
different types of energy.

Research on IESs can be categorized into four topics: com-
ponent modelling, IES planning, IES operation optimization
and IES control [5]. Precisely setting up a model of compo-
nents for an IES provides the foundation for the other three
research topics. The goal of IES planning is to determine the
optimal capacity sizing and location of generation units to
satisfy the long-term requirement of thermal and electricity
loads subject to the constraint of the investment budget [6].
After IES planning, IES operation optimization aims to opti-
mize the outputs of electric and thermal power to obtain the
solution with the best combination of high energy efficiency,
low operational cost, and low emissions [7]. Finally, the IES
control strategy ensures the IES operates safely and steadily
in real-time conditions [8]. It is worth pointing out that the
strategies of both long-term planning and short-term con-
trol are associated with the operational optimization stage
either directly or indirectly. Thus, appropriately determining
the optimal operational solution is one of the key problems
in IESs.

B. LITERATURE REVIEW
Considerable research has been conducted on the oper-
ation optimization of IESs [9]. Nikmehr and Najafi-
Ravadanegh [10] set up the optimal economic operational
model of IESs to minimize the total cost of generation
and greenhouse gas emissions. However, thermal supply
and demand are not taken into consideration in the model.
Wang et al. [11] proposed a joint-operation model by flex-
ibly scheduling various energy units to satisfy electric and
thermal load demands. Xu et al. [12] further modelled the
interaction power among multiple IESs and established the
optimal energy management model for small-scale IESs.
Similarly, for small-scale IESs, Tahir et al. [13] evaluated
the potential operation risk with the conditional value at risk
theory and formulated a stochastic risk-constrained economic
dispatch model. In contrast, Jadidbonab et al. [14] viewed the
whole of China as a typical large-scale IES and employed the
EnergyPLAN simulation tool to optimize the combination of
electricity and heating sources in the China IES. However,
the above studies all made the strong assumption that the
losses of cooling/heating energy and electricity energy during
transmission could be neglected to facilitate the solution of
the models. Ge et al. [15] appropriately assessed these energy
losses in the transmission process and integrated them into
the objective function of the coordinated operation model.
Due to the nonconvex nonlinear terms of energy losses,
a genetic algorithm (GA) with the penalty function method
was employed to solve the proposed model.
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Nevertheless, most existing studies [9]–[19] related to the
optimal operation of IESs simply establish the objective func-
tion based on the first law of thermodynamics [20], which
indicates that the total value of energy remains unchanged
during the energy conversion process, without considering
the attributes of energy quality and direction. Thus, the
obtained strategies generally fail to accurately reflect the
difference of energy quality. Note that the second law of ther-
modynamics [21] holds that the transfer of energy is direc-
tional and irreversible. According to the principle of energy
degradation, when a system is spontaneous, the direction
of the reaction must change along the direction of the total
energy quality reduction of the system. For example, elec-
trical energy can be entirely converted into thermal energy
through the effect of resistance, whereas the same quantity
of thermal energy fails to be converted into electrical energy
with 100% efficiency regardless of the conversion method
used. It can be intuitively concluded that electrical energy
is of higher quality than thermal energy. To quantify the
quality of different types of energy, exergy is defined as the
largest theoretical energy potential that can be employed to do
useful work [22], [23]. Based on this definition, the exergy
efficiency of a practical residential IES was calculated by
Ebrahimi et al. [24]. Wang et al. [25] assessed the exergy
performance in three kinds of prime movers in IES (e.g., gas
turbine, gas engine and diesel engine). Abbasi et al. [26]
compared energy loss with exergy loss in a solar thermal
integrated IES and illustrated that while the quantity of energy
loss rose, the quantity of exergy loss decreased. Furthermore,
a sensitivity analysis of energy and exergy performance was
conducted to find the effect of key parameters on the IES
by Mohammadi and Mehrpooya [27]. Although some works
have investigated the exergy in IESs, obtaining the optimal
IES operation strategy while considering exergy has not been
fully studied. Furthermore, since the expression of exergy
may be rather complex, incorporating exergy into an IES
operation model can greatly increase the computational load
of solving the model. Effectively solving the complex model
is still an exasperating problem.

C. CONTRIBUTIONS
To address the above problem, a novel operation IES model
considering exergy is proposed, and an adaptive GA is
employed to effectively solve the proposed complex model.
Considering the above background and literature review,
the main contributions of this paper are summarized as
follows:

1) The exergy index is defined to evaluate the quality of
different types of energy in the IES.

2) To the best of the authors’ knowledge, this is the first
study to propose a novel operational IES model based
on the exergy losses in the transmission process to
produce an optimal operational solution with higher
efficiency and quality of energy utilization. In contrast,
most previous models [9]–[19] use energy losses as the
optimization objectives.

3) An adaptive GA is employed to effectively solve the
proposed nonlinear nonconvex optimization model.

The remainder of this study is organized as follows:
Section II introduces the theory of energy networks in IESs,
including the unified description of variables, the generalized
description of energy and exergy, the generalized transfer
equation of exergy and the solution equation of the energy
network. In Section III, the transfer equations of specific
forms of exergy in different energy transfer lines are given,
including electrical exergy, heat exergy, and pressure exergy.
In Section IV, the exergy economic model of the IES is estab-
lished, and the objective function of exergy economic loss,
network constraint, energy coupling element model, and the
GA solution method under adaptive elitist retention strategy
are given. The performance and effectiveness of the proposed
method are evaluated in Section V based on numerical results
obtained for an IES in Barry Island. The conclusions and
contributions are presented in Section VI.

II. PROPOSED ENERGY NETWORK
In an IES, different energy subnetworks (e.g., electric power
networks, heat networks, and gas networks) provide dif-
ferent energies to users, so these networks can be collec-
tively referred to as an ‘‘energy network’’. The relationships
between an energy network and its subnetworks can be com-
pared with the transmission of information over the Internet
and a local area network. For example, users do not know
where the information is sent when using the network, and
energy-coupling elements (e.g., generators, pumps, and heat
exchangers) in the IES are equivalent to routers. Based on this
physical level, the following basic theory of energy network
is developed.

A. STATE VARIABLE DESCRIPTION OF ENERGY NETWORK
According to whether it is related to the quantity of matter,
the parameters describing the state of the system can be
divided into extensive and intensive properties. Among them,
an extensive quantity is closely related to the quantity of a
substance and has an additive property, whereas an intensive
quantity is not closely related to the quantity of a substance.
For example, in a thermal network, entropy is an exten-
sive quantity, and temperature is an intensive quantity; in a
hydraulic network, volume flow is an extensive quantity, and
pressure is an intensive quantity; and in an electric network,
charge is an extensive quantity, and electric potential is an
intensive quantity. Therefore, according to the constitutive
relationships between variables in different networks, con-
stitutive relationships among variables of different energy
subnetworks are shown in Fig. 1.

As shown in Fig. 1, according to the constitutive
relationships among the variables of different energy subnet-
works, four variables can be identified: generalized displace-
ment, generalized extensive flow, generalized momentum,
and generalized intensive quantity. Generalized displacement
is equal to the product of the generalized intensive quantity
and capacitive element; generalized extensive flow is equal
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FIGURE 1. Constitutive relationships among variables of different energy
subnetworks.

to the derivative of generalized displacement with respect
to time; generalized momentum is equal to the product of
the generalized extensive flow and inductive element; and
generalized intensive quantity is equal to the derivative of
generalized momentum with respect to time, and the product
of the generalized extensive flow and resistive element.

B. GENERALIZED TRANSFER MODEL OF ENERGY AND
EXERGY
The differential of any form of energy potential function is
equal to the product of the differential of the corresponding
basic intensive quantity and the conjugate basic extensive
quantity, that is, any form of energy can be expressed by the
same mathematical expression, which provides a mathemat-
ical basis for the unified study of the transfer and conversion
process of different forms of energy in theory. Therefore, the
differential equation of energy is shown in (1).

dEi = χid8i. (1)

However, in the process of energy utilization, we should
not only pay attention to the change of energy ‘‘quantity’’
but also to the change of energy ‘‘quality’’. Exergy refers
to the part of energy that can do useful work, reflecting
the quality of energy. According to the first law of ther-
modynamics, energy is conserved, and the value of energy
is greater than or equal to exergy. According to the second
law of thermodynamics, it is found that energy transfer has
obvious directionality. For example, electric energy can be
completely converted into heat energy, but heat energy cannot
be completely converted into electric energy. It can be seen
that exergy will inevitably and irreversibly degenerate into
unavailable energy in the process of energy transfer and
conversion, and this energy loss to the environment is called
exergy loss. The exergy of the system comes from the strength
difference between the system and the environment. Thus,
the generalized differential formula of any form of exergy is
obtained as shown in (2).

dExi = (χi − χi0)d8i. (2)

The energy level factor is introduced to evaluate the quality
of energy according to static thermodynamics. The energy

level factor corresponding to the ith form of energy in the
system is equal to the ratio of the corresponding exergy
differential to the energy differential, as shown in (3).

εi =
dExi
dEi
= 1−

χi0

χi
. (3)

The analysis shows that the higher the energy level, the
greater the value of energy utilization. For example, in an
electric power network, the static state value of electric inten-
sity quantity is zero, so the electric energy level is one, and
the electric energy is equal to the electric exergy. In a thermal
power network, the temperature static state value is not equal
to zero, and the lower the temperature in the network, the
smaller the energy level, the lower the thermal energy content
and the lower the thermal energy utilization value.

C. GENERALIZED TRANSFER EQUATION OF EXERGY
1) EXTENSIVE QUANTITY TRANSFER MODEL
The strength difference is a generalized force, which can
promote the flow of the extensive quantity. Therefore, the
calculation formula of the extensive amount of unit time
flowing through unit area is as follows:

Ji = −ki∇χi, (4)

where ki is the transmission coefficient of the extensive quan-
tity. We can easily obtain the formula of extensional flow:

ϕi = JiA. (5)

Combining (4) and (5), we can deduce the resistance of
the extensive extension of the steady-state process, which is
expressed by the resistance element. The resistive element Ri
is equal to the generalized force divided by the extensor.

ϕi = −ki∇χiA

⇒ Ri =
∫ L

0

1
kiA

dl =
L
kiA

. (6)

The exergy flux density is obtained by multiplying the left
and right sides of equation 4 (χi − χi0). In addition, after
introducing the energy level factor, the expression of exergy
flux density is as follows.

JExi = − (χi − χi0) ki∇χi = −χikiεi∇χi = −λiεi∇χi, (7)

where λi = χiki is the energy transfer coefficient.

2) EXERGY TRANSFER EQUATION IN A LINE
Combining the continuity axiom and Lagrange method, the
dynamic equilibrium equation of exergy transfer is obtained
as follows.

ρi
dExi
dt
= −∇ · JExi + Ji · ∇χi + (χi − χi0) σi, (8)

where the left side of the equals sign is the change of exergy
with time in unit volume. On the right side of the equals
sign, the first item is the exergy of the net inflow volume
element boundary, the second item is the exergy generated by
the mutual conversion of different forms of exergy promoted
by the intensity difference, and the third item is the exergy
generated with the basic extensive quantity source.
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D. ENERGY NETWORK EQUATION
Considering the extensive flow and intensive quantity of each
branch in the energy network as variables, these variables are
subject to two kinds of constraints: topological constraints
and component constraints. According to these two kinds of
constraints, the values of variables can be calculated.

1) TOPOLOGICAL CONSTRAINTS
The generalized Kirchhoff’s law, including Kirchhoff’s law
of extension (KEL) and Kirchhoff’s law of intensity (KIL),
is established in the energy network by analogy based on cir-
cuit science. KELmeans that in a centralized energy network,
the algebraic sum of the branch extensive flow of all outgoing
nodes is equal to zero for any node at any time. KIL means
that in a concentrated energy network, the algebraic sum of all
branch intensive quantities is equal to zero at any time along
any loop.

KEL and KIL add topological linear constraints to the
energy network. These constraints are only related to the
connections between components, not to the properties of
components, that is, whether or not the components are linear
or time invariant, the constraints are always tenable.

2) COMPONENT CONSTRAINTS
According to the characteristics of the elements in the energy
network, the relationship between the extensive flow and the
intensive quantity can be formed. For example, the relation-
ship between the extensive flow and the intensive quantity of
the linear resistive elements must satisfy χi = Ri · ϕi.

According to the topological and component constraints,
the energy network equation can be established, and the
network state variables can be solved.

III. CHARACTERISTIC TRANSMISSION LAW OF EXERGY
IN A LINE
In an IES, the energy transfer lines are usually cylindrical.
Therefore, by integrating the left and right sides of (8) at the
same time, the transfer equation of exergy from section m to
section n of the cylindrical energy transfer line is obtained as
follows. For brevity, the subscript i is omitted.

dEx
dt
= (χm − χ0) ϕm − (χn − χ0) ϕn

+

∫ n

m
ϕdχ +

∫ n

m
(χ − χ0) dxg. (9)

For the time invariant system, the left and right sides of the
equation are equal to zero. The first and second terms on the
right side of the equation are the exergy loss of the energy
flow process in a line, as shown in (10).

1Px = (χm − χ0) ϕm − (χn − χ0) ϕn

= −

∫ n

m
ϕdχ −

∫ n

m
(χ − χ0) dxg. (10)

From (10), it can be deduced that the loss consists of two
parts, i.e., the energy loss 1E in the transfer process and the

energy loss caused by irreversibility χ01ϕ.

1Px=χmϕm−χnϕn+χ0 (ϕn − ϕm) = 1P+ χ01ϕ. (11)

Since the power at the entrance section m of the line is
Pxm = AJEx , combining with (7), the variation rule of the
intensive quantity along the line can be deduced as follows.

Pm = AJE = −Aλ∇χ

⇒ χn = χm −
L
Aλ

Pm = χm −
R
χm

Pm. (12)

Combining (11) and (12), the exergy power loss equations
of different energy transfer processes and the intensity dis-
tribution equations along the energy transfer line in a time
invariant energy network are derived as follows.

A. ELECTRICAL ENERGY NETWORK
In a power network, electrical exergy represents the ability
of the electrified system to make the most useful work to the
relevant object under the action of an electric field. Generally,
the earth is taken as the zero potential point, the static state
value of the potential χe0 is equal to zero, and the electric
energy level is equal to one, so the electrical exergy change
is the same as the electrical energy change, as shown in the
following formula.

1Pxe = 1Pe

⇒ Pxen = Pxem − Re

(
Pxem
χem

)2

,
(13)

where Re = L
keA

, in which ke represents conductivity.
Cylindrical metal wire is often used for common cables

and overhead lines in the project, and the current is essentially
formed by the electronic flow. Therefore, under the condition
of time invariant (DC), the distribution of the basic intensive
quantity (voltage) along the line in the process of power
transmission also satisfies (12). Then:

χen = χem − Re
Pem
χem

, (14)

where the subscript e indicates that the basic quantity corre-
sponds to the electric energy transmission state.

B. HEAT ENERGY NETWORK
In this section, the incompressible fluid is used as the heat
transfer medium to analyze the heat transfer law in the line.
The specific heat capacity can be regarded as a fixed value in
the case of little temperature change. The calculation formula
of entropy increase for the heat transfer line of incompressible
fluid is as follows.

1ϕh = cρϕp ln
χhm

χhn
. (15)

In the process of heat transfer between pipe section m and
n, the calculation formula of heat energy change is as follows.

1Ph = cρϕp (χhm − χhn) . (16)

158756 VOLUME 8, 2020



H. Chen et al.: Optimal Operation of IES Based on Exergy Analysis and Adaptive GA

Combining (11), (15) and (16), the calculation formula of
heat exergy loss in the line is obtained as follows.

1Pxh = 1Ph + χh01ϕh

= cρϕp

(
χhm − χhn + χh0 ln

χhm

χhn

)
, (17)

where χh0 is the temperature silent value, which is generally
considered equal to the ambient temperature.

The temperature at the end of the heat transfer line χhn
in (17) can be obtained by the temperature drop formula of
the heat transfer line, as shown in the following formula.

χhn = χh0 + (χhm − χh0) exp
(
−
λhL
cρϕp

)
, (18)

where λh is the heat transfer coefficient of the insulated heat
transfer line.

C. PRESSURE ENERGY NETWORK
In this section, the steady-state laminar flow of incompress-
ible fluid is used to analyze the loss of pressure exergy in the
line. Although the static value of pressure is not equal to zero,
because the volume source of incompressible fluid is equal to
zero, the change of pressure exergy is equal to the change of
pressure energy. The expression of pressure exergy loss is as
follows.

1Pxp = 1Pp = ϕ2pRp, (19)

where Rp is the fluid flow resistance which is calculated as
Rp = L

kpA
=

8ρϕvLf
D5π2

(
kg/(m4

· s)
)
.

IV. OPERATION OPTIMIZATION MODEL OF IES
CONSIDERING EXERGY
In this section, the IES operation optimization model con-
sidering the exergy loss of different types of energy during
the transmission process is established to obtain the optimal
operational strategy with higher efficiency and quality of
energy utilization.

A. OBJECTIVE FUNCTION
In detail, the objective function includes the exergy loss costs
of electricity, heat, and pressure in the IES. Note that the cost
for different types of exergy loss is different, which is also
considered in this paper and expressed as follows.

minCloss = cxe(
∑
i∈Sel

1Pixe+
∑
i∈Shl

1Pixp

/
ηp)

+ cxh
∑
i∈Sel

1Pixh. (20)

Note that, since the pressure exergy loss 1Pixpcan be
directly reflected by the electrical exergy loss 1Pixe, the cost
corresponding to the pressure exergy loss can be expressed
by that of the electrical exergy loss after the pressure power
is converted into electrical power. Here, ηp denotes the con-
version coefficient of pressure power and electrical power,

which is equal to the efficiency coefficient of the circulating
water pump.

It is worth pointing out that the values of cxe and cxh
can greatly influence the obtained solution. To avoid over
subjectively determining their values, a relatively objective
approach based on energy level factor ε and the cost of
producing energy is proposed, which is expressed as follows.{

Pxe = (1− χe0
χe

)Pe
cePe = cxePxe

εe=(1−
χe0
χe

)
−→ cxe =

1
εe
ce, (21){

Pxh = (1− χh0
χh

)Ph
chPh = cxhPxh

εh=(1−
χh0
χh

)
−→ cxh =

1
εh
ch, (22)

where ce and ch represent the costs of producing electrical
energy and thermal energy, respectively. In particular, since
the value of the electrical energy level factor εe is equal to
one, we can obtain that cxe = ce.

B. ELECTRICAL RESTRAINT
The active power PGe and reactive power QGe outputs of gen-
erators are limited within lower and upper bounds, expressed
as follows.

PGmine ≤ PGe ≤ P
Gmax
e . (23)

QGmin
e ≤ QGe ≤ Q

Gmax
e . (24)

Themagnitude χe and phase angle θe of load nodes are also
limited within a reasonable range to ensure the safe operation
of the electrical energy network.

χemin ≤ χe ≤ χe max. (25)

θemin ≤ θe ≤ θemax. (26)

The apparent power flow on each energy transmission line
should be no more than its capacity value.

Pl2e + Q
l2
e ≤
l∈sel

χ2
e ϕ

l2
emax. (27)

For the electrical energy network with transformers, the
transformer ratios Tapi, which are important decision-making
variables, should be subject to the following the upper and
lower limits of regulation of transformer tap:

Tapimin ≤ Tapi ≤ Tapimax, i ∈ STap. (28)

Finally, the power balance constraints related to the active
power and reactive power in each node should be satisfied to
ensure the stability of frequency and voltage.

Pe,k
k∈Ne
= χU ,k

∑
g∈k

χU ,g
(
Gkg cos θkg + Bkg sin θkg

)
, (29)

Qe,k
k∈Ne
= χU ,k

∑
g∈k

χU ,g
(
Gkg sin θkg − Bkg cos θkg

)
, (30)

where Ne is the quantity of nodes in the power network; k
represents the node number of the power network, and g ∈ k
means node g is the associated node of node k; Pe,k and
Qe,k are the net injected active power and the net injected
reactive power of node k , respectively; and Gkg, Bkg and θkg
are the conductance, susceptance, and phase angle difference
between nodes k and g, respectively.
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C. HYDRAULIC-THERMAL RESTRAINT
Note that the thermal outputs of gas-fired boilers PGh are
limited by lower and upper bounds. Thus, the outputs of each
node in a heat energy network should be kept within a limited
range.

PGmin
h ≤ PGh ≤ P

Gmax
h . (31)

Similarly, the water temperature of each node in a heat
energy network should be enforced within a limited range due
to their limited ranges.

χh min ≤ χh ≤ χh max. (32)

Note that the service life of thermal lines is associated with
the heat power plh transmitted through the lines. Thus, the heat
power should also meet the constraints of its minimum and
maximum power limits.

Plmin
h ≤ Plh ≤ P

lmax
h . (33)

In addition, the space of the lines is limited, and thus water
flow within the lines should not exceed the largest values.

ϕp min ≤ ϕp ≤ ϕp max. (34)

Similar to the electrical energy network, the heat power
balance constraint in each node is required to satisfy the heat
demands.

Ph,a
a∈Nh

− Ph,b
b∈Nh

= 1Ph,d
d∈Nhl

, (35)

where Nh is the number of nodes in the power network; Nhl is
the total number of thermal lines in the heat network; d is the
line number of the thermal network; a and b are the associated
input node number and associated output node number of line
d , respectively; Ph,a is the net inflow thermal power of node
a and Ph,b is the net outflow thermal power of node b; and
1Ph,d is the heat loss of pipe d .

There are also heat balance constraints at the mixing nodes.

ρ
∑
dj∈Sd

ϕ
dj
p,aχ

′

h,a =
∑

aj∈Sa,dj∈Sd

ρϕ
dj
p,aχ

′

h,aj , (36)

where bj is the inflow pipe associated with node a; Sd
is the collection of all pipes associated with the node aj; aj
is the inlet node of the inflow pipe associated with node a;
Sd is the set of hybrid nodes aj; and χ ′h,a is the difference
between the temperature of node aχh,a and the ambient tem-
perature χh0.

D. ENERGY-COUPLING EQUIPMENT
1) CHP UNITS
According to whether the thermal power ratio of the com-
bined heat and power (CHP) unit changes, it can be divided
into two types: constant thermal power ratio Zconst (such as
gas turbines and reciprocating internal combustion engines)
and variable thermal power ratio Zvriable (such as extraction

turbines). The relationships between the heat and electricity
produced are shown in (38) and (39).

Zconst =
PGh
PGe
, (37)

Zvriable =
PGh

ηeFin − PGe
, (38)

where ηe is the condensation efficiency of the CHP unit and
Fin is the fuel input rate.

2) WATER CIRCULATING PUMP
The circulating water pump converts the electrical energy into
the pressure energy, which is used to overcome the resistance
encountered in the transmission process of the thermal quality
in the thermal network. The calculation expression of the
electrical power consumed by the circulating water pump
Ppump is as follows:

Ppump =
ϕpgχp
106ηp

, (39)

where ϕp is the mass flow rate of the hot working medium
in the pump; g is the acceleration of gravity; χp is the pump
pressure at the outlet of the circulating water pump; and ηp is
the pump efficiency coefficient.

E. GENETIC ALGORITHM BASED ON ADAPTIVE ELITIST
RETENTION STRATEGY
Note that the proposed model is a complex, non-convex,
non-linear optimization problem that can be expressed as the
following general form.

min f (X) (40)

s.t.

{
gv(X) ≥ 0, v = 1, 2, · · ·V
ho(X) = 0, o = 1, 2, · · ·O

(41)

whereX denotes the decision-making variables, including θe,
χe, ϕp, χh, 1Pxe, 1Pxh, and 1Pxp; the expressions of f (·),
gv(·), and ho(·) represent the objective function, inequality
constraints, and equality constraints, respectively. Conven-
tional algorithms cannot solve this model. Here, an artificial
algorithm, i.e., an adaptive GA, is developed to solve the
proposed model. GA does not have strong requirements for
the convexity, continuity, or differentiability of the model to
be solved, and it can seek the global optimal solution with
random methods. GA regards the solution set of the problem
as a population and improves the quality of the solution
through continuous selection, crossover, variation, and other
genetic operations. The detailed convergence performance of
the GA is proved in the work of He and Kang [28]. The
solving process is provided as follows.
Step 1: Set the input data of energy networks and param-

eters of the GA. The input data mainly include the load
demands of electrical power and thermal power, and the
parameters of transmission lines in electrical, heat, and pres-
sure energy networks. The parameters consist of the popula-
tion Pop, probability of mutation pm, probability of crossing
pc and maximum of the genetic iteration Tmax.
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Step 2: Initialize the population of the GA. The popula-
tion consists of a series of individuals (i.e., decision-making
variablesX), represented as (X1,X2, . . . ,XPop). Note that all
generated individuals should be located in feasible regions of
the model.
Step 3: Perform crossover operation based on probability

of crossing pc. First, the individuals in the population are
extracted at the probability pc and randomly divided into
pairs. Then, for each pair (X i,X j), we perform the following
operation:

X i∗
= cX i

+ (1− c)X j, (42)

X j∗
= cX j

+ (1− c)X i, (43)

where c is a randomly generated parameter located in (0, 1).
Note that if the newly generated individuals X i∗ and X j∗

are not located in feasible regions of the model, a new
value of c should be randomly generated, and the above
process (43)–(44) should be repeated until the obtained X i∗

and X j∗ are located in feasible regions.
Step 4: Commit mutation operation according to proba-

bility of mutation pm. First, we sample the population that
finishes the crossover operation with probability pm. Then,
for each sampled individual X i, the following operation is
committed:

X i0
= X i

+ Dd, (44)

where d represents the direction of mutation, and its value
is restricted within (−1, 1); D denotes the amplification.
Similar to Step 3, the newly obtained individuals X i0 should
be located in feasible regions. Otherwise, new values of d
and D should be changed randomly until X i0 are located in
feasible regions.
Step 5: Sort the individuals in the obtained population.

Note that, since the proposed model minimizes the objective
function, the fitness function y is set by

y = 1
/
Closs. (45)

After the calculation, the individuals in the newly obtained
population are reordered in ascending order based on the
values of the corresponding fitness function y.
Step 6: Select the individuals in the current population.

In this step, the evaluation function is first calculated.{
q(i) = q(i− 1)+ yi, 1 ≤ i ≤ Pop
q(0) = 0

(46)

Then, the current population is filtered by adopting the
Roulette method. In detail, we first generate a random param-
eter rq within (0, 1), and if rqq(Pop) ∈ [q(i− 1), q(i)], then
the ith individual X i is selected as a member of the next
population. By repeating this operation Pop times, a new
population can be obtained.
Step 7: Judge whether the current loop iteration T is larger

than the threshold Tmax. If not, go back to Step 2 and perform
Steps 2–6. Otherwise, output the optimal solution X∗ as well

FIGURE 2. Genetic algorithm flowchart with elite retention strategy.

as the corresponding objective function C∗loss. The flowchart
is provided in Fig. 2.

It is worth pointing out that, compared with standard GA,
two improvements of the GA are proposed to accelerate the
speed of finding the optimal solution, stated as follows.

Improvement 1: In the standard GA, the selected process
mostly uses the Roulette method, which selects individuals
with higher fitness values y by generating random values.
However, due to statistical errors, individuals with higher
fitness values y may also be excluded, leading to subopti-
mal results. Here, an elite retention strategy is employed to
prevent individuals with high fitness values y in the current
population from being eliminated in the next population.
In detail, the individuals with high fitness that appear in the
evolution process are collected and directly copied to the
next generation of population without crossing and mutating
steps. The new generation of populations treated with the
elite retention strategy are reordered, and the correspond-
ing number of individuals with the lowest fitness are elim-
inated to ensure the number of populations. Although the
increase in the number of population elites can accelerate
the convergence of the algorithm, too large of an increase
will reduce the diversity of the individuals, resulting in the
algorithm prematurely falling into local solutions. Therefore,
in this paper, only the best individuals of the population are
reserved as elites to ensure that the solution is approximately
optimal.

Improvement 2: The standard GA usually assumes
that the crossover probability and mutation probability are
constants pre-set before the optimization. In this paper, a flex-
ible GA is adopted to improve the global searching perfor-
mance and convergence speed of the algorithm. The detailed
formulation of the flexible approach can be expressed as
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TABLE 1. The detailed settings of the algorithms.

follows.

pc =

pcmax −
(pcmax − pcmin)(y′ − yavg)

ymax − yavg
y′ ≥ yavg

pcmax y′ < yavg,
(47)

pm =

pmmax −
(pmmax − pmmin)(y− yavg)

ymax − yavg
y ≥ yavg

pmmax y < yavg,
(48)

where ymax and yavg denote the maximum and average fitness
of the population in the GA, respectively; y′ is the larger fit-
ness of the two individuals to be crossed; y is the fitness of the
mutated individuals; pcmax and pcmin are the maximum and
minimum values of the crossover probability, respectively;
and pmmax and pmmin are the maximum and minimum values
of the mutation probability, respectively. Thus, through the
adaptive adjustment formula of crossover probability and
mutation probability, for the individuals with below-average
fitness, the higher crossover probability and mutation proba-
bility are used to eliminate the solution with a higher proba-
bility, whereas for the individuals with above-average fitness,
the lower crossover probability and mutation probability are
employed to retain the solution with a higher probability in
the next generation. The detailed settings of the algorithms
are provided in Table 1.

V. CASE STUDY
In order to study the operation optimization of IESs consid-
ering the economic exergy loss, we conduct a case study.
We select the Bali electricity-heat interconnection IES as the
subject of the study, and its topology is shown in Fig. 3. The
system consists of a 33-node thermal network and a 9-node
power network. The water supply and return pipes of the ther-
mal network are symmetrical. The power network is equipped
with a transformer and operates in an isolated network. The
system is supplied with energy by three cogeneration units
with a lithium bromide absorption chiller. The No.1 and No.3
CHP units are gas turbines, and the No.2 CHP unit is a set of
extraction steam turbines. Three circulating water pumps are
connected at the outlet of the CHP units to drive the flow of
working water. The thermal load of the thermal network and
the electrical load of the power network are known based on
the information provided in [29].

It is assumed that node e9 is the slack node of the power
grid, node h1 is the slack node of the heat grid and the ambient
temperature is 10◦C. The control variables are the outlet

FIGURE 3. The topology of the Bali electricity-heat interconnection IES.

FIGURE 4. Convergence curve of exergy economic loss.

temperature of three heating nodes, the voltage amplitude
of three power nodes, and the transformer ratio. The state
variables include the voltage amplitude and phase angle of
the grid line nodes and the mass flow and temperature of each
node in the heat supply network.

A. ITERATIVE CONVERGENCE CURVE
Wemark the exergy economic loss value corresponding to the
optimal individual selected in each iteration with a triangle
symbol and then connect the triangles to draw the conver-
gence curve as shown in Fig. 4. It can be seen from the
figure that the exergy economic loss curve of this example
basically reaches convergence after 10 iterations, with good
convergence ability and fast convergence speed.

B. STATE VARIABLE ANALYSIS
The optimal value of the objective function and control vari-
able can be obtained by the improved GA. By decoding the
optimal gene individuals, the changes of voltage amplitude
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FIGURE 5. Comparison of voltage amplitude and phase angle before and
after optimization.

FIGURE 6. Comparison of mass flow rate of nodes before and after
optimization.

and phase angle, line mass flow, node supply temperature,
and node return temperature of each node before and after
optimization are shown in Fig. 5, Fig. 6, Fig. 7, and Fig. 8,
respectively.

It can be seen from Fig. 5 that the voltage amplitude of
nodes increases after optimization, but the amplitude of each
node only changes slightly, with the maximum value being
only approximately 0.02V. The optimized node voltage phase
angle is closer to the zero phase, which causes the line loss
to be reduced. The optimized results are obviously more
conducive to reducing the power loss of the system with a
high exergy price.

In Fig. 6, the mass flow of the line is drawn in the form
of a histogram, and the positive and negative values in the
figure represent the flow direction of themass flow of the line.
It can be seen that after optimization, the mass flow in the line
basically remains the same; only part of the linemass flow has
a small increase. As the control variable in the heat supply
network of this example is the outlet temperature of the CHP
unit, it is necessary to further analyze the temperature of each
heat node.

In Fig. 7, the node supply temperatures before and after
optimization are represented by a black line chart and a blue

FIGURE 7. Node supply temperature before and after optimization.

FIGURE 8. Node return temperature before and after optimization.

line chart, respectively. After optimization, the supply tem-
peratures of all heating nodes are reduced to varying degrees.
The decrease of node temperature indicates the weakening
of heating capacity. In Fig. 8, the return temperature of each
node is basically unchanged, which is because the outlet
temperature of the thermal load in this calculation example
remains unchanged, so only a small number of intermediate
nodes and heat source nodes will have a small change in the
return temperature.

According to the analysis of the comparison diagram
before and after the optimization of the state variables of the
IES, when the thermal network supplies heat energy, the node
temperatures change greatly, whereas the mass flow in the
line changes little. This is because the difference between
the unit supply temperature and the ambient temperature is
large, so it is more economical and reasonable to optimize
the thermal exergy of the system. Therefore, when the supply
temperature of the unit is not much different from the ambient
temperature, such as in summer, quantities regulation can be
used to optimize the pressure exergy of the system.

C. EXERGY ECONOMIC ANALYSIS
After adopting the IES optimization model, the system opti-
mization results are shown in Fig. 9(a) under the condition
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FIGURE 9. Comparison of exergy economic loss in Bali Island before and after optimization.

that the system parameters have little change. The exergy
economic loss of the original island IES is 33.05 ¥/h, which
is 23.34 ¥/h after optimization. The total exergy economic
loss of the system is reduced by 29.4%, which effectively
improves the energy utilization efficiency of the IES and
proves the effectiveness of the proposed method.

Fig. 9(b) shows the proportion of exergy economic loss
before optimization, and Fig. 9(c) shows the proportion of
exergy economic loss after optimization. It can be seen from
Fig. 9(b) and Fig. 9(c) that the proportion of economic loss of
electrical exergy decreases from 32% to 4%, the proportion of
economic loss of pressure exergy increases slightly from 6%
to 9%, and the proportion of economic loss of thermal exergy
increases from 62% to 87%. It is worth noting that the eco-
nomic loss of thermal exergy basically remains unchanged
before and after optimization. From this analysis, it can be
seen that the IES optimization based on the exergy economic
standard mainly focuses on the optimization of electrical
energy, which is caused by the higher unit price of electrical
energy, because the work ability of electrical energy power is
much stronger than the lower grade thermal energy.

D. EFFECT OF AMBIENT TEMPERATURE ON EXERGY
ECONOMIC ANALYSIS
It is assumed that the price of heat energy is constant at differ-
ent ambient temperatures. Since the ambient temperature will
affect the energy level of thermal energy, the corresponding
heat exergy price is different according to formula 22. Com-
bined with formula 20, it can be seen that the objective func-
tion also changes with the ambient temperature. Therefore,
we give a temperature sensitivity analysis of thermal exergy
loss, pressure exergy loss, and electrical exergy loss in the
energy network, as shown in Fig. 10.

As the temperature changes from 0◦C to 20◦C (in steps
of 5◦C), the total exergy loss in the energy network is gradu-
ally decreasing, of which the thermal exergy loss accounts
for the bulk. When the ambient temperature increases, the
heating demand of the unit is weakened, and the heat energy
loss in the network is also significantly reduced. Although
the work capacity of heat energy is also weakened, the
irreversible loss of heat energy wasted to the environment
increases with the increase of ambient temperature, but this

FIGURE 10. Effect of ambient temperature on thermal/ pressure/
electrical exergy loss.

FIGURE 11. Effect of ambient temperature on unit heat exergy price and
total exergy economic loss.

part of the loss is relatively small. Therefore, according to
formula 17, the total exergy loss in the network is gradually
reduced.

According to formula 22, the heating exergy price at dif-
ferent ambient temperatures can be obtained, as shown in
the blue line with blue triangle marks in Fig. 11. When the
price of thermal energy is constant, the energy level factor
of thermal energy decreases with the increase of ambient
temperature, while the price of thermal exergy is to the
contrary. In the case of decreasing heat exergy loss and
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increasing heating exergy price, the change of total exergy
economic loss with ambient temperature is simulated as
shown in the orange dashed-dotted line in Fig. 11. Because
the thermal exergy loss decreases less with increasing ambi-
ent temperature, the increase of thermal exergy price is larger,
and the electrical and pressure exergy losses account for a
small proportion. Therefore, according to formula 20, the
total exergy economic loss increases with increasing ambient
temperature. The conclusion of this section is based on the
analysis that the price of heat energy remains unchanged and
will change under different ambient temperatures. The lower
the ambient temperature, the greater the output of heating unit
and the more exergy is lost by the network, but the lower the
heating price. However, when applied to specific production
and life scenarios, different assumptions must be made for
reanalysis.

VI. CONCLUSION
This paper proposes a novel unified modeling theory to
analyze the degradation of the energy transfer process in
IESs, which lays a theoretical foundation for maximizing
the energy efficiency of IESs. First, a method based on
energy network theory is proposed to develop a unified rule
of exergy transfer in different energy subnetworks: starting
from energy network theory, and based on the idea of energy
axiomatization, the steady-state transfer process of exergy
in a thermal network and a fluid network is described in
the form of an equivalent circuit, and the unified modeling
of power networks, heating networks, and fluid networks is
completed. Then, the calculation method of branch losses of
different attributes of a comprehensive energy system under
given conditions is given: the transfer law of a specific form of
exergy in a cylindrical energy transfer line is given, including
electrical exergy, thermal exergy, and pressure exergy. Then,
considering the different values of exergy at different times
and locations, a single period operation model of IES is estab-
lished. Finally, based on the adaptive GA, the optimization
result with the minimum exergy economic loss of IES as the
objective function is solved quickly. Simulation results show
the effectiveness of the proposed model and optimization
method.

The exergy analysis method proposed in this paper is con-
cise and unified, and the convergence effect is good through
the adaptive GA. This analysis and simulation method can
be extended to larger and more complex IESs. Through the
optimization results of exergy loss analysis, it will be more
accurate to point out the key parts of the energy consumption
process to improve the energy efficiency of the system and
provide reasonable energy guidance. The intelligent algo-
rithm used in this paper easily deals with a strong nonlinear
system, but the randomness of the population will bring
uncertainty to the solution, so we must solve the problem
many times to obtain the optimal value. This can be solved
by other mathematical algorithms. Future work will seek the
comprehensive evaluation method of IES optimization per-
formance based on the principle of exergy economics theory.
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