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ABSTRACT The Information Dispersal Algorithm (IDA) has become a key component in several fault-
tolerant massive storage systems. From a theoretical point of view, it is a linear transformation over a finite
field on the vectors that make up a given file. Direct transformation adds redundancy, splitting the initial file
into a new set of files called dispersals. The inverse transformation recovers the original file from a subset
of dispersals. This piece of research demonstrates the impact of input and output (I/O) operations on direct
and inverse transformations. Different alternatives to control the exchange of elements between RAM and
disk were evaluated, which is the key operation to build a vector in memory and store its entries in a file.
First, the impact of the working finite field was tested; second, the impact of the use of a buffer for exchange
between the RAM and the hard disk, and finally, several instances of the algorithm with which to evaluate
the impact of parallelism were simultaneously deployed. The results demonstrate that the combination of
these factors may have an important effect on the speed of both direct and inverse procedures.

INDEX TERMS IDA, fault tolerance, reliability, massive storage.

I. INTRODUCTION
The information dispersal algorithm (IDA) [1] has drawn the
attention of an increasingly large community of researchers
from academia and industry alike. This may be due not only
to the elegance of its approach, but also to the possibilities it
opens up for communications and storage applications. In this
latter area, in particular, IDA offers the opportunity to build
massive storage systems in which the difference between
raw or gross capacity and effective capacity is reduced, while
supporting the same level of fault tolerance found in other
copy or replica-based systems. Besides, being a parameter-
izable algorithm, it allows for the identification of different
trade-offs between redundant information and the robustness
of the solutions that are built.

On the other hand, to the extent that the algorithm has left
the research laboratory to be incorporated into production
systems, a more detailed study of its associated costs has also
been initiated. However, our research revealed that many of
these studies focus on the computational complexity of the
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algorithm for some particular working conditions, in which
some kind of fast algorithm can be applied.

In contrast, this study initially addressed the importance
held by the order of the working finite field, but the exper-
iments demonstrated that this offer is only a possibility to
control file reading and writing operations, which have the
greatest impact on the costs involved. This paper presents
the results obtained from a series of experiments in which
the importance of exchange operations on the algorithm’s
performance has been recognized.

The rest of this document is organized as follows:
Section II reviews works focused on IDA and its potential.
Section III presents a description of the theoretical founda-
tions of the algorithm is presented, as well as the analysis
of the complexity of its operations. Section IV describes the
agenda of experiments included in this study and analyzes
the results. Finally, section V brings together the most out-
standing findings and presents a set of conclusions, as well
as future work directions.

II. RELATED WORK
After the original publication of the IDA, Rabin him-
self proposed extending the scope of his initial work and
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suggested some applications for storage [2]. The use of cod-
ing techniques to optimize storage space has gained relevance
in recent years, to the extent that systems of greater capacities
are being built and the gap between raw capacity and effective
capacity is being reduced [3].

Some authors also suggest the possibility of using the
algorithm not only to optimize storage capacity, but also to
lower energy consumption [4]. Another work proposes send-
ing a file through a channel with delay problems, varying the
parameters of the algorithm to send a quantity of redundant
information that depends on the state of the channel [5].

Among the massive storage systems that use IDA or a sim-
ilar approach, Scality [6], a commercial product for massive
storage recently acquired by HPE, could be mentioned. There
is also Cleversafe [7], a storage project recently acquired by
IBM. Furthermore, the organization in charge of developing
CEPH [8] announced the use of coding techniques similar to
IDA to optimize large-scale storage. In turn, RedHat offers a
version of CEPH that incorporates these features. In addition,
the Babel system [9], which uses an IDA implementation of
its own, is also worth mentioning.

In [10]–[12], there is a set of solutions for building efficient
and flexible end-to-end cloud storage. Information integrity
is preserved based on the IDA implementation embedded
in parallel processing patterns. In [13], the authors propose
the construction of a storage system mounted on a Hadoop
platform, incorporating IDA as the coding technique.

With regard to the reduction of the algorithm’s complexity,
a couple of works can be found that emphasize the improve-
ment of the costs associated with arithmetic operations, using
an approach reminiscent of the Fast Fourier Transform (FFT)
[14], [15]. A couple of works that use an information theory
perspective to study a generalization of IDA and the limits of
these types of constructions [16], [17] are alsoworthmention-
ing. Authors in [18] propose a data recovery algorithm based
on modular arithmetic resembling the IDA method applied
to distributed storage. Results show significant benefits con-
cerning processing time. Authors in [19] use a Reed-Solomon
code which is closely related to IDA in order to improve
data integrity and availability in cloud storage systems. This
solution is also an effective alternative to data replication.
In [20], the authors analyze IDA’s limitations in supporting
secure storage, proposing alternative schemes. Finally, in [21]
the original Rabin’s IDA is further modified to improve com-
putational performance, security, and integrity by combining
the All-Or-Nothing Transform with the Optimized Cauchy
Reed-Solomon code.

III. THEORETICAL ASPECTS
Let F be an arbitrary file of size 8|F | (bits). Using IDA, F is
transformed into n files, called dispersals, each of which has
a size 8|F |/m (bits), such that any m of them are sufficient to
recover the original file. Also 1 < m < n. It is evident that
the total amount of information that is produced is 8n|F |/m
(bits). In other words, an excess of information equal to
8|F |(n/m− 1) (bits) is produced. The amount in parentheses

is called the stretching factor or stretching, for short. Let
k = n − m be the fault tolerance or the number of missing
dispersals that can be tolerated. Then, the same value of k can
be achieved with different stretching values. Thus, it would
seem interesting to tolerate a fixed number of faults with the
least stretching possible. Later on, this paper will argue that
as far as the robustness of a storage system based on this
approach is concerned, this option is not necessarily the best.

A. THE LINEAR TRANSFORMATION
In practice, IDA comprises two complementary processes:
dispersion and recovery. Dispersion uses a transformation
matrix A over a finite field made up of n rows andm columns.
Any combination of m out of n rows in A builds a set
of linearly independent vectors. These vectors make up a
square submatrix that is invertible. This property is achieved,
for instance, using the construction of a Vandermonde
matrix [14].

The input file F is also regarded as a succession of vectors
Eb1, Eb2, . . . , EbL over the same field as A. Each vector has m
coordinates, i.e. has m dimensions. Using a linear transfor-
mation, which is the core of the dispersion process, each
vector Ebi, i = 1, . . . ,L, is turned into a new vector Eci of n
coordinates, according to the following operation,

AEbi = Eci. (1)

Supposing m coordinates are selected from Eci in a com-
pletely arbitrary way in order to produce a new vector Edi,
this is equivalent to saying that Eci loses k = n − m of its
coordinates or, alternatively, is obtained from Ebi through the
following linear transformation,

BEbi = Edi, (2)

inwhichB is built through choosingm rows ofA, exactly from
the same positions of the coordinates of Eci as contained in Edi.
From the properties of A, we know that the m rows in B are
linearly independent. Therefore, B is invertible. Ultimately,
Ebi can be rebuilt according to the following operation,

Ebi = B−1Edi. (3)

This transformation is referred to as the inverse algorithm, but
it is better known as the recovery process.

This research investigates the impact of finite fields
GF(28) and GF(216) as working fields. The first case com-
prises the set of 8-bit strings, whereas, the second one com-
prises the set of 16-bit strings. The reason for focusing on
these lengths is that the basic reading and writing operations
in any computer are carried out by using elements with a
length which is a multiple of 8 bits. ForGF(28), a polynomial
generator g(x) = x8 + x6 + x5 + x4 + 1 was used, whereas,
for GF(216) a generator g(x) = x16 + x12 + x3 + x + 1 was
used, and both are primitive polynomials.

Finally, it is worth mentioning that the elementary arith-
metic operations on the selected working fields were imple-
mented based on two complementary methods called the dis-
crete logarithm and antilogarithm, respectively [22].With this
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approach, any basic operation can be carried out in constant
time.

B. COMPLEXITY
Focusing first on the case of GF(28), as the working field,
for dispersion, the input file F is understood as a sequence of
vectors. Each vector has m entries or coordinates and each
entry has 8 bits. Therefore, if F has |F | bytes, it can be
decomposed into L1 vectors such that

L1 = |F |/m.

Next, each vector is multiplied by matrix A, which has n
rows and m columns. Therefore, for each vector, n times m
products and n times m − 1 additions are calculated, which
means that the following is obtained for the entire file

nmL1 = n|F | products,

n(m− 1)L1 ≈ n|F | additions.

Finally, each vector Ebi is transformed into a new vector Eci,
with n entries. The first coordinate of Eci is written in the first
dispersal, the second coordinate in the second dispersal, and
so on, for each of its n coordinates. Since there is a vector Eci
for each vector Ebi and each coordinate of Eci produces a writing
operation, the total number to be executed is

nL1 = n|F |/m writings.

As for the readings, the analysis is reduced to the fact that the
input file is read in 8-bit units, i.e., bytes, and therefore the
total of operations that are carried out is

|F | readings.

Instead, during recovery, the first step is the construction
of matrix B of sizem×m, which has to be inverted. Inversion
has an O(m3) complexity. To make up vector Edi of m entries,
an 8-bit element is read from each of the surviving dispersals.
Each recovered vector Ebi comes from a vector Edi multiplied
by the inverse of B. Therefore, if there are L1 vectors Ebi, there
will be the same number of vectors Edi, each having m entries.
In other words, the total of readings to carry out will be

mL1 = |F | readings.

The multiplication of matrix B−1 and vector Ebi implies, for
each row of the matrix,m individual multiplications andm−1
additions, therefore since there are m rows, m2 products and
m(m−1) additions are obtained. However, knowing that there
are as many vectors Edi as L1, there will be a total number of

m2L1 = m|F | products,

m(m− 1)L1 ≈ m|F | additions.

Finally, each of the original vectors Ebi with m 8-bit entries
is recovered. Therefore, m writings were performed for each
Ebi, and there are L1 vectors of this type, which accounts for

mL1 = |F | writings.

As for GF(216), this time, input file F is also understood
as a sequence of vectors. Each vector hasm entries or coordi-
nates, but now each entry has 16 bits. Therefore, if F has |F |
bytes, it can be decomposed into L2 vectors such that

L2 = |F |/2m.

From this point forward, the analysis only changes by the
factor L2, instead of L1, which means that for dispersion the
following overall number of operations are carried out,

nmL2 = n|F |/2 products,

n(m− 1)L2 ≈ n|F |/2 additions,

nL2 = n|F |/2m writings,

|F |/2 readings.

As for recovery, there are

m2L2 = m|F |/2 products,

m(m− 1)L2 ≈ m|F |/2 additions,

mL2 = |F |/2 writings,

mL2 = |F |/2 readings.

To summarize, during dispersion, the cost of arithmetic
operations does not depend on m, but only on n. As for I/O
operations, a total of |F | bytes are read, and n|F |/m bytes are
written, which means that outputs are very sensitive to the
n/m ratio. That is, for a fixed n, the cost is maximum when
m → 1 and becomes marginal when m → n. This decay
comes from factor 1/m.

Instead, during recovery, the cost of the arithmetic opera-
tions depends linearly on m only. Notice that when m → n,
stretching is reduced but it is necessary to process a larger
number of dispersals to recover the original file. Meanwhile,
for I/O operations, a total of |F | bytes are read and the same
number of bytes are written. Therefore, the I/O operations
have a fixed cost.

IV. EXPERIMENTS AND RESULTS
This paper presents the experiments developed to assess the
direct and inverse algorithms’ performance and the impact of
different factors on their execution times. These experiments
were gathered into subsets called families in order to organize
the results. A family of experiments is defined by all the
possible combinations of parameters n and m, where 1 <

m ≤ 14, 2 < n ≤ 15, and 1 < m < n. Each family
of experiments was executed for both GF(28) and GF(216),
thereafter referred to as IDA8 and IDA16, respectively. This
design aims to contrast the effect of the working field order
within each family. Each experiment corresponds to a partic-
ular combination of parameters n and m. Let Cj = (mj, nj) be
the j-th individual experiment. Then the set of all combina-
tions is ordered lexicographically, that is, C1 = (3, 2),C2 =

(4, 2),C3 = (4, 3), . . . ,C79 = (15, 2), . . . ,C91 = (15, 14),
as it is described in Table 1. It is also important to point out
that all of the families were carried out under the same envi-
ronment, that is, the same hardware and software were used
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as reported in Table 2. Besides, the HDD was reformatted
for each family of experiments and the file system cache was
emptied at the beginning of each experiment.

TABLE 1. Combination of parameters (n, m) for each experiment Cj .

TABLE 2. Common experimental conditions.

A. FAMILY 1
All the corresponding experiments were performed on a
120 MB file. A procedure called pseudo IDA was also devel-
oped. It consists of reading and writing the same amount
of information involved in either the direct or inverse algo-
rithms, but without performing any type of processing. In this
way, the I/O times are measured exclusively. If they are
subtracted from the total times, then the time taken by the
execution of the arithmetic operations can be identified.
A new performance measure called processing speed was
also established. It was defined as the amount of information
received (from either the source file or the surviving disper-
sals) expressed in megabits, divided by the time it takes to
process this information in order to generate the output file(s)
(dispersals or recovered file, respectively).

With regard to the time involved, arithmetic operations are
practically negligible compared to R&W operations which
turn out to be very expensive. In fact, it was discovered that
arithmetic operations do not take more than 2 percent of the
total time. It was also observed that working on 16 bits shows
a small advantage over the 8-bit field, but this benefit vanishes
compared to I/O times. As for the graph corresponding to
the dispersion (direct) algorithm, a sawtooth pattern arises,
which can be explained by the amount of information that is
produced. During dispersion, a file of |F | bits is read and the

algorithm produces n dispersals of |F |/m bits each, yielding a
total of n|F |/m bits to be written back to the disk. This means
that a quantity of redundant information is generated. Mean-
while, for the recovery algorithm, the input is m dispersals
of |F |/m bits each, which totals |F | bits, and the output is
the recovered file, which also has |F | bits. If the R&W oper-
ations have the greatest impact on the performance of both
algorithms, the redundant information that must be written
explains the aforementioned pattern, which only occurs in the
case of the direct algorithm. Based on this analysis and for
the sake of brevity, only the dispersion results will be shown
(Fig. 1).

FIGURE 1. Family 1, dispersion processing speed.

B. FAMILY 2
From the preceding results, a bottleneck related to the trans-
formations involved in (1) and (3) was found, corresponding
to the dispersion and recovery processes, respectively. In both
cases, before the matrix-vector multiplication is carried out,
it is necessary to assemble an input vector by reading each of
its entries from a file, which is stored in a disk and, finally, this
multiplication produces an output vector the entries of which
must be written into a file, back to the disk. This bottleneck
can be explained as a consequence of the difference between
the speed of arithmetic operations and the speed of the disk
and RAM exchange. Instead of exchanging one single entry
at a time, it was decided to upload/download a chunk of the
file using two intermediate buffers in RAM. A swap buffer
was implemented in order to bring file chunks from the disk
and another one to take file chunks to disk. This way, vector
manipulation is separated into two decoupled steps: vector
assembly/disassembly on RAMand chunk exchange between
buffers and disk. All the corresponding experiments for both
IDA8 and IDA16 were performed, but this time such an
important improvement on the processing speedwas achieved
that a bigger file was used to measure the involved times more
accurately. A 1 GB file was therefore chosen.

Results show that the buffers have an important impact on
the total times of direct and inverse algorithms so that larger
files can be processed in less time, compared to the previous
family of experiments. In this scenario, arithmetic operations
have a comparable duration in relation to I/O operations.
In this set of experiments, the difference between using 8 or
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16 bits as vector entries is more important and it is clear how
IDA16 outperforms IDA8. The processing speed grows by a
factor of 100 (roughly) compared to the speed measured in
the preceding family.

The chunk size has an optimal value that is around 100kB.
This can be explained as a trade-off (as can be conjectured)
between two conflicting operations involved in the disk: read-
ing/writing or carrying information. A very small chunk size
implies poor reading and fast carrying. Meanwhile, a very
large chunk size implies the contrary. It should be mentioned
that the sawtooth patterns are now observed in dispersion as
well as recovery. This is evidence of the weight or importance
of arithmetic operations that are now found in the same
proportion as I/O operations (Fig. 2).

FIGURE 2. Family 2, dispersion processing speed for the optimal chunk
size.

C. FAMILY 3
In this set of cases, all the corresponding experiments were
performed on the same file as the preceding family. Nev-
ertheless, there was a need to evaluate the impact of the
underlying HW which provides a 12-cores CPU and can
implicitly support parallelism. That is, as many concurrent
executions of the algorithm as i times the number of cores
(i = 1, 2, 4) were launched. This approach was found to
reduce the idle times associated with I/O operations. The
difference in speed between 8 and 16 bits appeared to be
minimal whenmwas rather small. Also, the processing speed
increased again by a factor of 3 - 5 times, compared to the
results of the preceding set of experiments. Finally, the pro-
cessing speed did not change significantly when the number
of concurrent instances of the algorithm was increased from
12 to 48 threads (Fig. 3).

D. ANALYSIS
In all the cases that were addressed, the cost of inverting
the matrix involved in the recovery process had a negligible
impact on the overall performance of the inverse algorithm.
This can be explained by the fact that despite the complexity
of matrix inversion, which is a cubic function of m, it cannot
be compared with the massive volume of the other arith-
metic operations that, as was seen, hinge on the size of the
source file.

FIGURE 3. Family 3, dispersion processing speed for 12 threads.

Themost expensive case for dispersion occurred for a fixed
value of n and m = 2, which at the same time induced
the (local) minimum value on the cost of recovery and vice
versa. That is, for a fixed value of n and m → n, the cost
of dispersion reached its local minimum, while the recovery
obtained its local maximum. This implies that, from a land-
scape view, the overall most expensive case on dispersion
always happened under the combination (15, 2), whereas the
most expensive case of recovery always happened under the
combination (15, 14). Furthermore, we must consider that
there are alternative ways to address the costs of the algorithm
since this study shows the performance for each value of
n ∈ [3, 15] and the corresponding possibilities for m. For
an IDA-based storage system, a value of n as big as 15 does
not seem convenient, as will be argued later. Indeed, a value
of between 5 and 10 can provide all the advantages of the
algorithmwithout reaching the limit of the costs that has been
demonstrated.

Finally, it seems pertinent to think about what could be
considered a good combination of m and n. For a fixed
k = n − m, it is possible to have different combinations of
n and m but, although m → n would seem a good option
because the stretching is significantly reduced, the probability
that k or more faults occur increases with n.
Consider, for example, two instances of IDA with param-

eters (5, 3) and (15, 13), respectively. Both offer the same
tolerance, but the second case also provides a lower cost in
redundancy (their stretching values being 0.666 vs 0.153,
respectively). The second case offers a better stretching, but
the probability that there are two ormore failures as a function
of n should be considered. This is obtained by modeling the
probability of faults with a binomial distribution in which p
is the probability that a storage component crashes. Given
n components, the probability that two or more faults occur
must be calculated, but this is the complementary probability
that zero or one failures occur. The result is a function that
grows with the value of n. The conclusion is that although it
seems interesting to increase n, while bounding the number
of failures that can be tolerated (n− m), the downside is that
this criterion can lead to greater risk. It is also important to
consider, as has already been established, that a large value
of n implies longer processing times. Therefore, alternative
m→ n, in which n takes a very large value (e.g. > 10) does
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not seem very convenient, since the cost of processing rises
but, above all, the risk in which the storage system is set also
rises, especially when their components age and increase their
probability to fail.

V. CONCLUSION
I/O operations play the most important role in IDA perfor-
mance and can be improved in several ways: i) by defining
a vector’s coordinates in units greater than 8 bits in order to
accelerate data exchange; ii) by building a swap device that
decouples RAMusage fromHD (e.g., using a buffer or a solid
state disk); and iii) by using some form of parallelism. Amea-
sure called processing speed was defined in order to compare
the effect of each of these mechanisms in an objective and fair
way. The aggregate effect of all the aforementioned factors is
a speed that increases 500 times on average, from the first
to the last family of experiments. A method to characterize
the cost of I/O exchange and separate it from the cost of
arithmetic operations was built. It was found that there is an
optimal value in the size of the chunk exchanged between disk
and swap buffers that does not depend on the working field,
file size, or parallelism, but seems to be determined by the
HD profile. Findings apply to all algorithms involving linear
transformation (e.g., FFT).

As far as I/O operations are concerned, dispersion costs
strongly depend on the combination of parameters m and n,
which may produce an excess of redundant information to be
stored, whereas recovery always works with the same amount
of data, regardless of these parameters. This explains why this
approach has a deeper effect on dispersion, but nonetheless is
still important for recovery.

The results obtained in the experiments are perfectly
explained through the complexity calculations presented pre-
viously. However, there is a scale factor that can be extremely
relevant, which is determined by the technology that supports
the processing and the exchange of vectors that make up the
input and output files.

It is important to mention that all the elementary arith-
metic operations carried out in this work were based on
discrete logarithm and antilogarithm methods, which grant
each basic operation a fixed execution time. This was a key
requirement for the study.With this approach, two tables were
constructed based on the powers of the generator element
of the working field. The most serious drawback was the
size of its supporting data structures, since the main interest
lies in the atomic strings with a length which is a multiple
of 8 bits. Therefore, for IDA8 each table had 28 entries and
for IDA16, 216 elements. The possibility of working with a
higher order field was not considered due to the involved
complexity of constructing its corresponding tables. Even
though there exist alternative computational methods, which
are commonly used in cryptography, for instance, they are
beyond the initial scope.

Finally, this study provides the designer with criteria to
choose the combination of working conditions that best suits
the needs for a particular application. At the same time, this

piece of research has demonstrated that there is a large area
of opportunity related to I/O operations. Future research will
study the impact of the file system and its influence on the size
of the swap buffer. It is also worth considering the impact of
an alternative disk unit, such as a solid state disk (SSD).
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