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ABSTRACT With the development of intelligent manufacturing and the customized product demand of cus-
tomers, manufacturing enterprises are urgently required to carry out high-efficiency, high-quality, flexibility
and low-cost manufacturing to enhance the competitiveness of enterprises. Intelligent job shop scheduling
problem is the core decision of intelligent manufacturing production management. Many-objective job
shop scheduling algorithms can effectively solve this problem. However, existing optimization algorithms
cannot effectively solve many-objective flexible job shop scheduling problem. This paper establishes the
many-objective job shop intelligent scheduling model with complex constraints, and proposes an improved
intelligent decision optimization algorithm named NSGA-III-APEV based on NSGA-III. This algorithm
uses the penalty-based boundary intersection distance that takes into account both convergence and diversity
simultaneously to define the distance between the population individual and the reference vector in the
association operation. This paper exploits the penalty-based boundary intersection distance-based elimi-
nation mechanism to preserve individuals and reduce the computational cost in the individual preservation
strategy.Meanwhile, the adaptivemutation strategy based on consanguinity is employed in genetic operators.
The presented method effectively improves the convergence and diversity of the population. Finally,
NSGA-III-APEV with other algorithms was compared through benchmarks. Experimental results demon-
strated the effectiveness and superiority of the improved method. The feasibility of the improved method in
solving the many-objective flexible job shop scheduling problem are verified by engineering examples.

INDEX TERMS Adaptive mutation strategy, elimination mechanism, many-objective flexible job shop
scheduling problem, many-objective optimization, NSGA-III.

I. INTRODUCTION
With the development of artificial intelligence technologies
such as big data and machine learning, global manufactur-
ing is turning to be intelligent. Intelligent manufacturing
is a major trend and a key topic of manufacturing devel-
opment [1]. Its related technologies are not limited to the
manufacturing process but cover the whole process of market
analysis, production management, sales and after-sales. Intel-
ligent manufacturing can optimize products, their production
and service process, and obtain high quality, flexibility, high
efficiency and low consumption of the product manufacturing
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process. Intelligent job shop scheduling is the core decision
of intelligent manufacturing production management and the
basis of the intelligent manufacturing system.

The intelligent manufacturing system under the multi-
variety and small-batch production model becomes more
complicated. In order to realize high-quality, flexibility,
high-efficiency and low-consumption of the product manu-
facturing process, traditional job shop scheduling methods
are not suitable for solving the current scheduling problem.
It is necessary to comprehensively consider and optimize
multiple objectives in the scheduling process. A reasonable
multi-objective flexible job shop scheduling scheme can
reduce cost, improve production efficiency, reduce energy
consumption, improve product quality, and improve the
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intelligent manufacturing level of enterprises. The research
on the multi-objective flexible job shop scheduling prob-
lem (MOFJSP) under the new intelligent manufacturing
mode has high theoretical significance and practical applica-
tion value.

The intelligent job shop scheduling problem belongs to
a multi-objective optimization problem (MOP), which is a
typical NP-hard problem. Due to its high complexity, it is
difficult to solve this issue [2]. Flexible job shop schedul-
ing problem (FJSSP) was proposed by Brucker and Schlie.
So far, there are various ways to solve the FJSSP. MOFJSP
in engineering is characterized by complexity, dynamics, and
randomness [3]. Generally, the algorithms for the MOFJSP
can be divided into two types: traditional methods and
intelligent methods. Traditional methods include optimiza-
tion methods (mathematical programming, gaussian elimina-
tion, etc.), simulation methods and heuristic rule scheduling
methods [4], [5]. This type of methods is inefficient and
can only solve small-scale scheduling problems. Due to the
advancement of computer science, intelligent methods can
well perform the optimization process of MOFJSP. Com-
pared to traditional methods, intelligent methods can solve
the large-scale scheduling problems more effectively.

There are many intelligent computing methods such as
the artificial neural network (ANN), evolutionary computa-
tion (EC) and swarm intelligence (SI). Intelligent computing
methods provide new ideas for solving complex problems and
their rise is closely related to the formation of computational
complexity theory.

Particle swarm optimization (PSO), invented by
Dr. Eberhart and Dr. Kennedy, is a random search algorithm
based on group collaboration developed by simulating the
foraging behavior of birds. It is considered to be a type of
SI. Based on PSO method, Singh et al. [6] established a
multi-objective shop scheduling model including completion
time, delay and operation time, and applied a multi-objective
PSO algorithm (MOPSO) to optimize the model. The results
outperform NSGA-II and MOEA. Carvalho et al. [7] pro-
posed the diversity PSO (DIPSO) for the problem of local
convergence in PSO. This algorithm not only improves the
diversity of the algorithm but also ensures convergence.

Ant colony optimization (ACO) was proposed by Marco
Dorigo in his doctoral thesis in 1992. It was inspired by
the behavior of ants in finding paths during the process of
finding food. Huang et al [8] established a flexible workshop
scheduling model including the objectives of earliness and
delay time. They improved the ant colony algorithm and
proposed the 2PH-ACO algorithm to solve the scheduling
model. The experimental results showed that this method is
superior to ACO.

Artificial bee colony (ABC) is an optimization method
proposed by imitating the behavior of bees. It is a specific
application of cluster intelligence. Its main feature is that it
does not need to understand the special information of the
problem. Yuguang et al. [9] established a flexible job shop
scheduling model with completion time, machine workload

and the weighted agreement index and proposed a modified
artificial bee colony algorithm (MABC) based on local search
operator.

Another intelligent computing method is variable neigh-
borhood search (VNS), the main idea of which is to
use multiple different neighborhoods for system search.
Zheng et al. [10] established a fuzzy job shop scheduling
model with completion time and maximum machine work-
load, and proposed a hybrid PSO algorithm and variable
neighborhood search algorithm (MOSNS). Li et al. [11]
established a job shop scheduling model with the completion
time, total workload of machines and critical machine work-
load. The improved hybrid genetic algorithm and VNS algo-
rithm (VNS + GA) can better optimize scheduling model.
Tabu search, proposed by Fred Glover in 1986, is a modern

heuristic algorithm. Tabu search is a search method used to
escape the local optimal solution. Jia et al. [12] established a
job shop scheduling model including the maximum comple-
tion time, total workload of machines and critical machine
workload, and proposed a path relinking algorithm based on
the Tabu search (PRMOTS). This method has better comput-
ing performance. The above algorithms are shown in Table 1.

TABLE 1. The recent and popular algorithms.

Evolutionary Algorithm (EA) is a kind of population-based
algorithm, with the characteristics of self-organization,
self-adaptation and self-learning. It can obtain multiple
Pareto optimal solutions in a single operation without the
limitation of problem properties. Therefore, it is often widely
used to solve MOFJSP [13], [14].

Because genetic algorithms have relatively strong global
search capabilities, they show good performance in solving
large-scale complex optimization problems. Genetic algo-
rithms not only show better performance in solving con-
tinuous problems, but also have more mature applications
in discrete problems. Typical discrete problems include the
workshop scheduling problem studied in this paper. It is not
constrained by problem continuity and derivability.

In 2002, amulti-objective optimization algorithm (MOEA)
named NSGA-II was proposed by Deb. It can better solve
the MOFJSP and show superior performance compared to
the NSGA algorithm [15]. By considering the transportation
constraints, Dai et al. [16] established a model of MOFJSP
with two objectives, i.e., minimization of energy consumption
in job shop and minimization of completion time. The model
was optimized by an improved NSGA-II approach. Gen et al.
established a multi-objective job shop scheduling model
that minimized the total equipment load, completion time,
and equipment maximum load. The improved genetic
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algorithm based on the fitness allocation mechanism can
better optimize the MOFJSP [17]. Yuan et al. [18] estab-
lished a flexible job shop scheduling model with objectives
of critical workload, completion time and total machine load.
Meanwhile, a new memetic algorithm was proposed to opti-
mize the scheduling model. Dai et al. [19] established a
workshop scheduling model that optimizes workshop energy
consumption and completion time. A genetic-simulated
annealing algorithm was proposed to optimize the schedul-
ing model, and a reasonable scheduling scheme was finally
obtained.

The above-mentioned literatures mainly focus on
low-dimensional MOFJSP and the number of optimiza-
tion objectives in the scheduling model is generally either
2 or 3. Moreover, the objectives of scheduling optimization
are generally completion time and equipment load. In the
multi-variety and small-batch production mode, intelligent
manufacturing production scheduling also involves some
realistic goals. Themanagement expects to reduce production
cost and make the best use of existing resources. The manu-
facturing department wants to improve production efficiency
and reduce energy consumption while the sales department
wants to meet the customer’s delivery date requirements.
Different scheduling objectives indicate the decision criteria
of each department for the scheduling reference scheme, and
the many-objective flexible job shop scheduling problem
(Ma-OFJSSP) contains the optimization of four or more
objectives [20]. It is of great theoretical and engineering
significance to study the Ma-OFJSSP.

The common used MOEAs based on Pareto advantage can
effectively deal with low-dimensional MOFJSP, but there are
still some other problems in solving Ma-OFJSSP. Firstly,
the search capability is degraded. With the increase of the
optimization objective, the number of non-dominated indi-
viduals increases exponentially. Consequently, it reduces the
selection pressure in the evolutionary process. Secondly,
the number of non-dominated solutions covering the entire
Pareto front increases exponentially. Therefore, the method
to deal with the low-dimensional MOFJSP is not suitable for
solving Ma-OFJSSP.

For the many-objective optimization problem (MaOP),
in 2014, Deb et al. [21] proposed the NSGA-III based on
the framework of NSGA-II. The difference between the two
algorithms is mainly the change of selection mechanism.
The diversity of the population is maintained by reference
points, and the effectiveness of NSGA-III for the MaOP is
demonstrated by solving the benchmark test. This approach
can effectively maintain the capability of diversity but ignores
convergence toward the Pareto front. At the same time,
the computational complexity of environmental selection
can also be minimized [22], [23]. Because NSGA-III is a
centralized optimization algorithm, the computational time
cannot meet the requirements of online real-time scheduling
for large-scale industrial many-objective scheduling prob-
lem. Especially in complex production environments where
multiple disturbances often occur, online scheduling needs

to be adjusted in real time. Therefore, the application of
NSGA-III is limited for large-scale industrial real-time
scheduling problem.

To sum up, the NSGA-III is proved to be suitable for
solving the MaOP. However, firstly, it needs to improve in
terms of convergence and diversity since the balance between
convergence and diversity is not effectively taken into account
in NSGA-III. Secondly, the computational complexity of its
environmental selection is quite high. Thus, NSGA-III cannot
directly and effectively solve the Ma-OFJSSP. As far as we
know, how to improve NSGA-III to solve the Ma-OFJSSP is
still an open problem.

For the many-objective optimization problem, so far,
the performance of the new MOEAs is mainly verified
through benchmark problems, but the theory is rarely applied
to specific fields to solve practical engineering problems.
In theory, the Ma-OFJSSP is a many-objective optimization
problem. To solve the Ma-OFJSSP, we propose an improved
decision optimization algorithm (named NSGA-III-APEV).
The main contributions are as follows:

1) This paper establishes a high-dimensional many-
objective job shop intelligent scheduling model with complex
constraints.

2) Based on NSGA-III, we propose an improved intelligent
decision optimization algorithm (named NSGA-III-APEV).
This proposed algorithm uses the penalty-based boundary
intersection distance (PBI distance) that can take into account
both convergence and diversity to define the distance between
the population and the reference vector in the association
operation. We use a PBI distance-based elimination mech-
anism to preserve individuals and reduce the amount of com-
putation in the individual preservation strategy. The adaptive
mutation strategy based on consanguinity is applied to genetic
operators. This presentedmethod improves diversity and con-
vergence of the population efficiently.

3) We apply the proposed NSGA-III-APEV algorithm
to solving the practical Ma-OFJSSP. Compared with exist-
ing methods, experimental results demonstrate the superi-
ority and feasibility of the proposed algorithm in solving
the Ma-OFJSSP.

The remainder of this paper is organized as follows.
Section 2 introduces the related work. Section 3 intro-
duces the model of many-objective flexible job shop
scheduling. In Section 4, we present the proposed method
NSGA-III-APEV in detail. In Section 5, we employ the
proposed NSGA-III-APEV algorithm to solve the practical
Ma-OFJSSP. The conclusions are drawn in Section 6.

II. RELATED WORK
Ma-OFJSSP belongs to the many-objective optimization
problem. Compared with other methods, EA has better
performance for the Ma-OFJSSP. In general, EAs can be
divided into three categories, i.e., Pareto dominance based
EAs, performance indicators based EAs and decomposition
based EAs.
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For the Pareto dominance based EAs, Hadka et al. [24]
proposed the Borg multi-objective evolutionary
algorithm (MOEA) including ε-dominance. He et al. [25]
used fuzzy domination to modify the Pareto dominance
relationship. This improved method increased the selection
pressure in the solution process and improved the conver-
gence. Li et al. [26] introduced a density estimation strategy
to evaluate the diversity and increase the selection pressure
in the solution process under the condition that the Pareto
dominance relationship remains unchanged. Zhang et al. [27]
introduced the evolution algorithm based on the Knee point,
which improves convergence and computational efficiency.
Although the abovemethods have good convergence, the lack
of population diversity protection mechanism usually results
in local optimization and cannot obtain excellent scheduling
schemes in solving Ma-OFJSSPs.

The performance indicators based EAs indicate that
various evaluation indicators are added to the MOEA.
Tian et al. [28] introduced a new MOEA on the basis of
the inverted generational distance indicator. Cai et al. [29]
proposed a unary diversity indicator based on reference
vectors (DIR) to reveal the diversity of the Pareto Front,
and the experiment verified the superiority of the method.
These methods can effectively balance diversity and con-
vergence. However, such methods lead to a sharp increase
in the computational complexity of the many-objective
evolutionary algorithm, and cannot efficiently solve
the Ma-OFJSSPs.

Decomposition based EAs transform the MOP into
a series of single-objective optimization sub-problems.
Zhao et al. [30] designed a new decomposition-based evo-
lutionary algorithm which constructed a high-quality initial
population and adaptive select mechanism for the MOFJSP.
Li et al. [31] proposed an improved EA based on decom-
position which merged dominance and decomposition for
many-objective optimization. Zhang et al. [32] added the DE
operator to MOEA / D, effectively improving the quality of
Pareto Front. Asafuddoula et al. [33] proposed an improved
EA(I-DBEA)on the basis of decomposition. The decompo-
sition technology can effectively enhance the convergence,
but its distribution is largely dependent on the contour char-
acteristics of the aggregation function, and different types
of problems are sensitive to the selection of the aggregation
function.

Yuan et al. [34] enhanced the convergence and diver-
sity of the NSGA-III algorithm by applying a new domi-
nance relationship (θ−DEA). Bi et al. [35], [36]introduced
a many-objective EA (NSGA-III-OSD) based on objec-
tive space decomposition by combining MOEA/D-M2M
space decomposition and NSGA-III. Masood et al. [37]
proposed an hybrid algorithm on the basis of Genetic Pro-
gramming (GP) and NSGA-III for Ma-OFJSSP.
Li et al. [38] proposed an hybrid Ts algorithm based on
pareto (HPTSA) for Ma-OFJSSP. Gao et al [39]presented
non-dominated sorting on the basis of dominance degree
for NSGA-III.

III. FORMULATION OF MANY-OBJECTIVE FLEXIBLE JOB
SHOP SCHEDULING PROBLEM MODEL
The many-objective flexible job shop scheduling problem
(Ma-OFJSSP) of the intelligent manufacturing system can be
described as: n jobsJ = {Ji} (i ∈ [1, n]) in the job set J are
processed on m machines in the machine set M . Each job Ji
contains qi operations, and each operation can be processed
on pij machines among m machines. There is a technological
constraint relationship between all the operations of each job.
Let Okij represent the jth operation of the jobJi processed
on the kth machine, and tkij represent the processing time
of operationOij in machineMk . The scheduling goal of the
intelligent manufacturing system is to determine a suitable
processing machine for each operation, and to arrange all the
operations allocated on each machine, and finally to make the
set optimization goal optimal.

The production scheduling problem in this study
simultaneously considers the optimization of five objective
functions, expressed as f1 to f5, namely maximum comple-
tion time, delivery delay time, total equipment load, total
energy consumption and processing quality, respectively. The
notations in the mathematical model have been pre-defined
in Table 2.

TABLE 2. The notations information.

The specific definition of the high-dimensional flexible job
shop scheduling model with the five optimization objectives
can be expressed as:

minF = (f1, f2, f3, f4, f5)T (1)

1) Completion time f1. The maximum completion time is
the embodiment of the production efficiency of the manufac-
turing system and one of the important performance indexes
of the FJSSP.

f1 = max (Ci |i = 1, 2, · · · n ) (2)

2) Total equipment load f2. The scheduling goal of the
equipment load is to uniformly distribute the processing
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process of all the jobs on each equipment, and improvethe
probability of equipment utilization. The total equipment load
is defined as the sum of the processing time of all equipment.

f2 =
m∑
k=1

n∑
i=1

qi∑
j=1

akij × t
k
ij (3)

3) Energy consumption f3. Energy consumption in intelli-
gent manufacturing system mainly includes equipment pro-
cessing energy consumption and equipment no-load energy
consumption. The energy-based scheduling goal is to lower
the energy consumption in manufacturing process and
achieve green manufacturing.

f3 =
m∑
k=1

Ek =
m∑
k=1

(EJk + E
K
k ) (4)

Processing energy consumption is expressed as follows:

EJk =
n∑
i=1

qi∑
j=1

(
akij × t

k
ij

)
× Pk (5)

No-load energy consumption is expressed as follows:

EKk =

Ck − Sk − n∑
i=1

qi∑
j=1

(
akij × t

k
ij

)× PDk (6)

4) Delay time f4. The delay time for job processing is the
backward delay time in the specified job delivery time. The
scheduling goal based on the delay time is to reduce latency
and deliver on time based on delivery time.

f4 =
n∑
i=1

max (Ci − DDi, 0) (7)

5) Processing quality f5. When the same operation of a job
is processed on different equipment, the processing quality is
different. The scheduling goal based on processing quality is
to reduce the failure rate of all jobs. Processing quality can be
written as

f5 =
n∑
i=1

qi∑
j=1

OkijLijk (8)

The constraints can be expressed as follows:

Sijk + Tijk ≤ Sij+1p (9)

Sij +M × Fijk ≥ Sjk + Tjk (10)

Sij +M ×
(
1− Fijk

)
≥ Sjk + Tjk (11)

m∑
k=1

Xijk = 1 (12)

Sijk ≥ 0, Tijk ≥ 0, tri,j−1,j ≥ 0 (13)

Eq.(9) indicates that the last operation can only be started
after the previous operation is finished. Eq.(10) and Eq.(11)
indicate that the same machine can only process one job at a
time. Eq.(12) indicates that a job can only be processed on one
machine at a time. Eq.(13) represents a positive constraint.

IV. IMPROVED NSGA-III TO MANY-OBJECTIVE FLEXIBLE
JOB SHOP SCHEDULING PROBLEM
Firstly, overview of NSGA-III was introduced. NSGA-III has
been proposed based on the framework of NSGA-II, and the
difference between the two algorithms is mainly the change
of selection mechanism. Finally, NSGA-III-APEV was intro-
duced in detail.

A. OVERVIEW OF NSGA-III
A set of uniformly distributed reference points is generated,
and the scale of the reference points is H . A parent popula-
tionPt with size N is initialized. Operating populationPt with
genetic operators (selection, mating, mutation) can obtain an
offspring population Qt with size N. Merging the population
Pt and the population Qt can obtain the population Ut with
size 2N.Wewant to choose N individuals from the population
Ut such that the populationUt via non-dominated sorting can
obtain different non-dominated layers F1, F2, etc. Individuals
with non-dominated layers are added to the new population
St until the size of St is greater than or equal to N. If the
last non-dominated layer is Fl , the individuals in St

/
Fl are

directly added to the next generation parent populationPt+1.
The remaining individuals need to be selected from Fl until
the size of St reaches N according to the diversity preservation
strategy.

Individuals are selected by reference point-based niche
technology in NSGA-III. The specific process is as follows:
Normalizing the objective values of the population can solve
the problem of inconsistent dimensions of different objective
functions. At this time, the reference point becomes the ori-
gin, and a reference point vector is constructed. Individuals in
a population St are associated with various reference points
by calculating the vertical distance of each individual to all
reference vectors. Then, Niche Preservation Operation can be
employed to choose individuals from Fl until the number of
individuals in Pt+1 reaches N.
The niche preservation operation is given as follows: the

individuals in St
/
Fl are associated with each reference point,

and the number of individuals associated with the jth refer-
ence point is recorded as pj. The reference point with the least
number of associations is found. The following two situations
are discussed:

case 1: (1)If pj = 0, there are some individuals associated
with this reference vector in Fl , then the individual with the
smallest distance can be found, it is extracted from Fl and
added to Pt+1, we add one to the number of pj. (2)If pj > 0,
from the individuals associated with the reference point in the
Fl , we randomly select one individual that is added to Pt+1.
case 2: If no individual is associated with the reference

point in Fl , the reference point is deleted.
The operation is performed repeatedly until the require-

ment of the population size is met.

B. THE PROPOSED ALGORITHM NSGA-III-APEV
In this subsection, the proposed algorithm(NSGA-III-APEV)
is presented in detail. Firstly, we introduce the overall
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structure of the proposed algorithm, and then the encoding
method of the scheduling problem, the normalization opera-
tion, the adaptive penalty distance, the adaptive elimination
mechanism, adaptive mutation strategy and fuzzy decision,
are introduced separately.

1) FRAMEWORK OF THE PROPOSED ALGORITHM
First, H uniformly distributed reference points are generated.
We define the encoding method of production scheduling
problems. A parent population Pt with size N is initialized.
Operating population Pt with genetic operators (selection,
mating, mutation) can obtain an offspring populationQt with
size N. The mutation operation in the genetic operator uses
an adaptive mutation strategy based on consanguinity. Merg-
ing the population Pt and the population Qt can obtain the
population Ut with size 2N.

We need to choose N individuals from the population,
so the population via non-dominated sorting can obtain dif-
ferent non-dominated layers F1, F2, etc. For the Ma-OFJSSP,
after several iterations, the number of individuals in the first
dominating layer of the population will exceed N. Therefore,
if the number of individuals in the first dominating layer is not
more than N, we use environmental selection of NSGA-III
to get N individuals of the next generation parent population
Pt+1. Otherwise, we use an elimination mechanism to obtain
N individuals of the next generation parent population. The
distance between the individual and the reference vector is
calculated by using the PBI distance in association operation.
When the correlation operation is carried out, the operation
is conducted repeatedly until the requirement of iterations
is met. Finally, we obtain a scheduling solution set, and use
fuzzy decision method to select the appropriate scheduling
solution. The flowchart of NSGA-III-APEV is illustrated
in Fig.1.

2) THE ENCODING AND DECODING METHOD
In the intelligent manufacturing system scheduling problem,
considering the emergence of process sequencing and equip-
ment allocation, this paper adopts a double integer encoding
method based on process and equipment, as depicted in Fig.2.

Encoding based on process: the length of chromosome x
in each process is the total number of all processes to be pro-
cessed. Each gene of the chromosome represents the ith work-
piece number, and the occurrence number of the workpiece
numberqi represents the qith operation of the workpiecei.

Encoding based on equipment: the length of each equip-
ment chromosome y is equal to the length of the process chro-
mosome. Each gene of the equipment chromosome indicates
the optional equipment serial number of the corresponding
process chromosome.

Decoding procedure can transform chromosomes into
scheduling schemes based on coding information and cod-
ing rules. The scheduling schemes are generally repre-
sented by Gantt charts. Decoding is not a simply reverse
coding operation. Different decoding methods produce dif-
ferent scheduling solutions. The decoding process of the

FIGURE 1. The flowchart of NSGA-III-APEV.

FIGURE 2. Double integer encoding method.

optimization method mentioned in this article can be divided
into two steps. The first step is to determine the processing
equipment corresponding to each process according to the
equipment encoding of the chromosome, and to convert the
equipment-based encoding into a machine matrix and a time
matrix; The second step is to determine the processing order
of different processes on each equipment, and to convert the
process-based encoding into the sequence of the process.

3) ADAPTIVE NORMALIZATION
Adaptive normalization is used to solve the problem of incon-
sistent dimensions belonging to different objective functions.
Firstly, we need to calculate the minimum of each objec-
tive dimension I , and the corresponding minimum on the
ith objective is Zi. The set of Zi is the ideal point set.
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Extreme points can be obtained by using the following the
achievement scalarizing function:

ASF (x, ω) =
M

max
i=1

f ′i (x)
/
ωji (14)

where ωji =
(
ωj1,ωj2,ωj3, · · ·ωjM ,

)T is the axis direction of
the objective axisfj. Then ωji satisfies the following formula:

ωji =

{
10−6, i 6= j;
1, i = j.

(15)

The corresponding intercept can be calculated by con-
structing M-dimensional hyperplanes based on
M-dimensional extreme points. For each individual x in the
population, the ith dimension of the normalized objective
function is expressed as:

f ni (x) =
fi (x)− Zmin

i

ai − Zmin
i

, i = 1, 2, · · ·M (16)

4) ADAPTIVE PENALTY DISTANCE
NSGA-III ignores the convergence of the population in
the environment selection. Therefore, when we define the
distance between population and reference vector, this
paper uses the penalty-based boundary intersection distance
(PBI distance) that can take into account both convergence
and diversity. Let f n (x) =

(
f n1 (x) , f

n
1 (x) , · · · f

n
M (x)

)T is
the normalized vector of individual objective values, L be
the reference direction, dj,1(x) denote the projection distance
of f n (x), and dj,2(x) denote the vertical distance of f n (x),
as indicated in Fig.3. Their mathematical expression can be
expressed as follows:

dj,1(x) =
∥∥∥(f n(x)Tωji)∥∥∥/∥∥ωji∥∥ (17)

dj,2(x) =
∥∥f n (x)−dj,1(x) (ωji/∥∥ωji∥∥)∥∥ (18)

Then, the PBI distancecan be expressed by d(x) =
dj,1(x) + θdj,2(x), where dj,1 is used to evaluate the conver-
gence, dj,2 is used to evaluate the diversity, and θ is a preset
penalty parameter.

5) ADAPTIVE ELIMINATION MECHANISM
Due to the large number of optimization objectives, the num-
ber of non-dominant solutions in the population increases
exponentially in the process of solving theMa-OFJSSP. After
several iterations, the number of non-dominated solutions in
the first layer will exceed N. In NSGA-III, the environment
selection operator is repeated N times, it results in a decrease
of computing efficiency. In order to improve computing effi-
ciency in environment selection, the adaptive elimination
mechanism is proposed as shown in Algorithm 1.
Case 1: If the population size of the non-dominated layer

F1 <N. The environment selection operator utilizes the selec-
tion mechanism of NSGA-III.
Case 2: If the population size of non-dominated layer

F1 >N, the number of individuals associated with reference

FIGURE 3. The schematic of distance dj,1 and dj,2.

point j is expressed as pj. Firstly, we need to find the refer-
ence point associating with the largest number of population
individuals. In the population individuals associated with this
reference point, we find the individual with the largest PBI
distance and delete it. Then, the count of pj is decreased by 1.
The operation is cycled continuously until the requirement
of the population size is met. Compared with the NSGA-III,
the calculation efficiency is greatly improved in environment
selection.

Algorithm 1 Adaptive Elimination Mechanism
Input: Ut , St , H reference points
Output: the parent population Pt+1
1: if |St |=N then
2: Pt+1 = St
3: else
4: if |F1|>N then
5: repeat
6: Associate individuals with reference points
7: Find the reference point j with maximal pj
8: Eliminate iwith the largest PBI distance from
Ij

9: until |St |=N
10: Pt+1 = St
11: else|F1|<N
12: repeat
13: Use the selection mechanism of NSGA-III
14: until |St |=N
15: Pt+1 = St
16: end if
17: end if
18: return Pt+1

6) ADAPTIVE MUTATION STRATEGY
Due to the continuous crossover and reproduction of closely
related genes, the population converges too quickly. In order
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to increase the diversity of the population and avoid converg-
ing on local optima, the genetic operator adopts the adaptive
mutation strategy which can obtain the close relative index of
the crossed chromosomes and themutation rate of individuals
by calculating the consanguinity of two crossed individual
chromosomes. We can improve the diversity of the popula-
tion effectively by mutation operation based on the mutation
rate. Calculation method of the adaptive mutation strategy is
shown in Algorithm 2.

Algorithm 2 Adaptive Mutation Strategy
Input: two crossed individual chromosomesP1,P2 and ini-

tial mutation probabilityM
Output: the mutation probability m
1: float t =0
2: for i = 0→ n− 1 do
3: if P1[i] == P2[i] then
4: t ++
5: end if
6: end for
7: s=t/n
8: m = M*s
9: return m

(1) Mutation operation of process gene segment. We ran-
domly select a process gene on the process gene segment and
insert it in other positions, as indicated in Fig.4.

FIGURE 4. Mutation operation of process gene segment.

(2) Mutation operation of equipment gene segment.
We randomly select 3 gene positions and change the corre-
sponding optional equipment numbers.

7) FUZZY DECISION
In an intelligent manufacturing system, the number of opti-
mization objectives for Ma-OFJSSP is usually no less than 4.
The NSGA-III-APEV algorithm in solvingMa-OFJSSP ends
up with the Pareto Set. The decision-maker needs to find the
appropriate production scheduling solution from Pareto Set.
We apply fuzzy decision to find the best compromise solution
of Ma-OFJSSP and use the fuzzy subordinating degree func-
tion to deal with each objective function. The mathematical
expression of the subordinate degree ui for the ith objective
function is expressed as follows:

ui =
Fmax
i − Fi

Fmax
i − Fmin

i

(19)

where Fmax
i and Fmini represent the maximum and minimum

of the ith function respectively.

According to Eq.(20), the subordinate degree of the
ith non-dominant solution is normalized, and the non-
dominant solution with the maximum subordinate degree is
the best compromise solution (BCS).

uopt =

∑objs
i=1 u

n
i∑N

n=1
∑objs

i=1 u
n
i

(20)

where objs represents the number of all optimization
objectives, N represents the number of all non-dominated
solutions.

V. EXPERIMENT RESULTS AND ANALYSIS
In this section, we apply the proposed NSGA-III-APEV algo-
rithm to the Ma-OFJSSP of FJSSP benchmarks and discrete
machine tool component production line and machining pro-
duction line. We verify the effectiveness and superiority of
the proposed algorithm in engineering practice.

A. FJSSP BENCHMARKS
1) CASE INTRODUCTION AND PARAMETER SETTING
We choose 10 BRdata FJSSP benchmarks(Mk01-Mk10) to
test the performance of the algorithm. NSGA-III-APEV,
NSGA-III, Discrete MOPSO and NSGA-II are used for opti-
mization, and each algorithm runs independently 30 times.
We used Wilcoxon rank sum test to evaluate performance of
the algorithms. The confidence level was set at 0.05. Due to
lack power data in the benchmark example, Table 3 shows the
equipment power information. The workshop fixed power is
set to 20. The calculation formula for the delivery date of each
job is as follows:

Di = δ
qi∑
j=1

max
{
tkij
}

(21)

TABLE 3. The equipment power information.

Table 4 shows the operating parameter settings of each
intelligent optimization algorithm.

Because the visualization of Pareto Front is difficult
for Ma-OFJSSP, two performance metrics are selected
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TABLE 4. Parameters setting.

to evaluate performance of intelligent scheduling decision
algorithms. IGD can evaluate convergence and diversity
simultaneously. The smaller is the IGD value, the better is
the comprehensive performance of the algorithm. Hypervol-
ume (HV) can evaluate convergence and diversity simul-
taneously. The larger is the HV value, the better is the
comprehensive performance of the algorithm.

The scheduling optimization experiment are run on
MatlabR2016b software at a computer with Windows 10,
Intel (R) Core (TM) i7-7700HQ and 8G RAM.

2) RESULTS AND ANALYSIS
Table 5 and Table 6 show that the performance metrics
value obtained by the NSGA-III-APEV are better than
NSGA-III, MOPSO and NSGA-II. The NSGA-III-APEV
algorithm can improve the convergence and diversity of the
population when we solve Ma-OFJSSP. The utilization of
NSGA-III-APEV is beneficial to obtain a reasonable schedul-
ing scheme.

It can be seen from the analysis of the above results
that the convergence and diversity of the population are
improved though the use of NSGA-III-APEV. NSGA-III
focuses on diversity and ignore population convergence in
environment selection. Furthermore, as the objective dimen-
sion increases, the selection pressure of NSGA-III based on
Pareto dominance is not enough. Considering the two factors,
NSGA-III-APEV uses the penalty-based boundary intersec-
tion distance (PBI distance) that can take into account both
convergence and diversity to define the distance between
the population individual and the reference vector in the
association operation. Since NSGA-II uses crowded dis-
tance to select individual and the obtained solution is not
uniformly distributed on the non-dominated layer for the
many-objective scheduling optimization problem, the popu-
lation converges to local optima.

For the population diversity, based on NSGA-III,
NSGA-III-APEV adds an adaptive mutation strategy, which
calculates the individual mutation rate based on the close
relative index of the crossed chromosomes. Therefore, it can
effectively avoid the rapid convergence caused by the con-
tinuous crossover of the close relative genes and improve
the population diversity. For the many-objective scheduling
problem, the selection operation of the crowded distance
in the NSGA-II algorithm cannot effectively maintain the
population diversity. Because the reference points set by the
NSGA-III algorithm are widely distributed on the hyper-
plane, the selected population also is widely distributed on
the really Pareto surface and the NSGA-III algorithm can
improve the population diversity.

TABLE 5. Statistical results of IGD.

TABLE 6. Statistical results of HV.

157684 VOLUME 8, 2020



Y. Sang et al.: Research on Many-Objective Flexible Job Shop Intelligent Scheduling Problem Based on Improved NSGA-III

B. ENGINEERING CASE 1
1) CASE INTRODUCTION
Consider that a factory provides high-quality optical
machines for high-precision CNC machine tools [40]. This
factory which belongs to the production mode of multiple
varieties and small batches mainly produces various tables,
vertical columns, pedestals of machine tools, etc. We choose
the core process of five typical components produced in the
workshop to verify the proposed algorithm. The scheduling
objectives are the maximum completion time, energy con-
sumption, delay time, machine load and processing qual-
ity. This scheduling problem is a typical Ma-OFJSSP. The
original data obtained in the manufacturing process includes
equipment information and operation information of the jobs,
as shown in Table 7 and Table 8.

TABLE 7. Operation information of the jobs.

2) RESULTS AND ANALYSIS
In the intelligent scheduling problem of discrete machine
tool component production line, because NSGA-III-APEV,
NSGA-III, MOPSO and NSGA-II, are run once randomly,
we get the minima and means of five objectives, as shown
in Table 9. The better result in Table 9 is shown in bold.
It can be found from Table 9 that the means of four objective

TABLE 8. The equipment information.

TABLE 9. Objective values obtained using four algorithms.

functions obtained by the NSGA-III-APEV algorithm are
superior to those of the other three methods, and the minima
of three objective functions obtained by NSGA-III-APEV
are superior to those of the other three methods. The above
results show that the convergence of NSGA-III-APEV is
improved and the utilization of NSGA-III-APEV can obtain
a reasonable scheduling scheme.

Fig.5 shows the evolutionary trajectory of the two per-
formance metrics with respect to function evaluations when
the four algorithms are exploited to solve the machine tool
component production line scheduling problem. The HV
indicators of the four algorithms gradually increase with the
increase of the functional evaluation time, while the IGD indi-
cator gradually decrease with the increase of the functional
evaluation time. Fig.5 shows that the convergence perfor-
mance of these three algorithms is stable. In Fig.5, the HV
evolution curve of the NSGA-III-APEV is higher than the
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FIGURE 5. The evolutionary trajectory of the two performance metrics.

other curves. The IGD evolution curve of the NSGA-III-
APEV are lower than other curves. The above results show
that the optimization effectiveness of NSGA-III-APEV is
better.

Table 10 shows the best compromise solution obtained by
the four algorithms. The best result in Table 10 is shown
in bold. Fig.6 shows the Gantt chart of scheduling scheme
for each algorithm. It can be found from Table 10 that the
best compromise solution obtained by NSGA-III-APEV is
superior to other algorithmsin terms of all objectives except
one. It has a slightly lower processing quality. Note that it is
important to optimize multiple objective functions simulta-
neously and find the best compromise scheduling scheme in
actual flexible job shop production.

TABLE 10. The best compromise solution.

Fig.6 shows the scheduling gantt chart obtained by each
algorithm. It can be found that the scheduling scheme
obtained by NSGA-III-APEV is superior to NSGA-III,
MOPSO and NSGA-II. The scheduling scheme obtained by
NSGA-III-APEV can effectively shorten the completion time
and the delay time, reduce the energy consumption and equip-
ment load of processing, and can better guide production
operation in Fig.6 demonstrates the effectiveness and supe-
riority of NSGA-III-APEV.

The computational time in the environment selection oper-
ator is shown in the Table 11.
We run 30 times and do statistical test (Wilcoxon rank

sum test) for comparing the performance of each algorithm.
Table 12 shows the mean of the two metrics.
Table 12 shows that the performance metrics obtained by

the NSGA-III-APEV are better than NSGA-III, MOPSO and
NSGA-II.

FIGURE 6. The scheduling Gantt chart obtained by each algorithm.

In one word, the NSGA-III-APEV algorithm can improve
the convergence and diversity of the population for
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TABLE 11. The computational time.

TABLE 12. Statistical results of two metrics.

the Ma-OFJSSP. This improved optimization algorithm
strengthens the balance between convergence and diversity,
and improves the quality of Pareto Set.

For computing efficiency, it is difficult for Ma-OFJSSP
to calculate the crowded distance in NSGA-II. The crowded
distance is not suitable for solving Ma-OFJSSP. Therefore,
NSGA-III no longer uses the crowded distance, but uti-
lizes a reference point-based selection mechanism, which
increases the calculation efficiency. Due to a large num-
ber of optimization objectives, the number of non-dominant
solutions in the population increases exponentially in the
process of solving the Ma-OFJSSP. After several iterations,
the number of non-dominated solutions in the first layer
will exceed N. In NSGA-III, the environment selection
operator is performed N times, resulting in a decrease of
computing efficiency. The adaptive elimination mechanism
is used to improve computing efficiency in environment
selection.

At the same time, we also analyze the computational
complexity of the proposed algorithm. Assuming that the
number of population isN and the number of objectives isM .
There are mainly the following four operations for the pop-
ulation, which are genetic operator, chromosome decoding,
non-dominated sorting and environment selection. Environ-
mental selection includes calculation of ideal points, calcula-
tion of extreme points, population normalization, association
operations, and niche preservation operation. The compu-
tational complexity of non-dominated sorting, calculating
the ideal point, calculating the extreme points and popula-
tion normalization are O

(
N logM−2N

)
, O (MN ), O

(
M2N

)
and O (N ), respectively. During the association operation,
the number of reference points is H (H = N ), so the compu-
tational complexity of the association operation is O

(
MN 2

)
.

The computational complexity of genetic operator is O (N ).
The computational complexity of chromosome decoding
is O (N ). According to the above computational complexity
analysis, the worst computational complexity of the proposed
algorithm is O

(
MN 2

)
.

C. ENGINEERING CASE 2
1) CASE INTRODUCTION AND PARAMETER SETTING
A machining production line has the characteristics of mul-
tiple varieties and small batches. Each component contains
multiple processes. The process route of each workpiece is
different. Each process can be processed on multiple equip-
ment and each equipment can process multiple processes.
The number of optimization goals is more than 4, so the
scheduling problem of machining production line is a typ-
ical high-dimensional flexible workshop scheduling prob-
lem. The operation information of machining jobs in the
machining production line is shown in the Table 13, and the
processing equipment information is shown in the Table 14.
The transfer energy of each operation is 2Kw. Energy con-
sumption included transfer energy. The operating parameters
and experimental conditions of the decision optimization
algorithm are the same as those benchmarks.

TABLE 13. Operation information of the jobs.

2) RESULTS AND ANALYSIS
In the intelligent scheduling problem of machining pro-
duction line, NSGA-III-APEV, NSGA-III, MOPSO and
NSGA-II, are run once randomly, we get the minima and
means of five objectives, as shown in Table 15. The better
result in Table 15 is shown in bold. From the comparison
results, we can find that the means of five objective functions
obtained by the NSGA-III-APEV algorithm are superior to
those of the other three methods, and the minima of three
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FIGURE 7. The evolutionary trajectory of the two performance metrics.

TABLE 14. The equipment information.

TABLE 15. Objective values obtained using four algorithms.

objective functions obtained by NSGA-III-APEV are supe-
rior to those of the other three methods. The above results
show that the convergence of NSGA-III-APEV is improved
and the utilization of NSGA-III-APEV is beneficial to obtain
a reasonable scheduling scheme.

TABLE 16. The best compromise solution.

TABLE 17. The computational time.

Fig.7 shows the evolutionary trajectory of the two perfor-
mance metrics with respect to the number of function eval-
uations when the four algorithms are exploited to solve the
machine tool component production line scheduling problem.
The HV indicators of the four algorithms gradually increase
with the increase of the functional evaluation time, while the
IGD indicator gradually decrease with the increase of the
functional evaluation time. Fig.7 shows that the convergence
performance of these three algorithms is stable. In Fig.7,
the HV evolution curve of the NSGA-III-APEV is higher
than the other curves. The IGD curve of the NSGA-III-APEV
are lower than other curves. The above results show that the
optimization effectiveness of NSGA-III-APEV is better.

Table 16 shows the best compromise solution obtained by
the four algorithms. The best result in Table 16 is shown
in bold. Fig.8 shows the Gantt chart of scheduling scheme
for each algorithm. It can be found from Table 16 that the
best compromise solution obtained by NSGA-III-APEV is
superior to other algorithms, with only slightly lower process-
ing quality and equipment load, and other objective values
are better than other algorithms. It is important to optimize
multiple objective functions simultaneously and find the best
compromise scheduling scheme in actual flexible job shop
production.

Fig.8 shows the scheduling gantt chart obtained by each
algorithm. It can be found that the scheduling scheme
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FIGURE 8. The scheduling Gantt chart obtained by each algorithm.

TABLE 18. Statistical results of two metrics.

obtained by NSGA-III-APEV is superior to NSGA-III,
MOPSO and NSGA-II. The scheduling scheme obtained
by NSGA-APEV can effectively shorten the completion
time and the delay time, and reduce the energy consump-
tion, and can better guide production operation in prac-
tice. Fig.8 demonstrates the effectiveness and superiority of
NSGA-III-APEV. The computational time in the environment
selection operator is shown in the Table 17.

We run 30 times and do statistical test (Wilcoxon rank
sum test) for comparing the performance of each algo-
rithm. Table 18 shows the mean of the four metrics.

Table 18 shows that the performance metrics obtained by
the NSGA-III-APEV are better than NSGA-III, MOPSO and
NSGA-II. The NSGA-III-APEV algorithm can improve the
convergence and diversity of the population for the Ma-
OFJSSP. This improved optimization algorithm strengthens
the balance between convergence and diversity, and improves
the quality of Pareto Set.

VI. CONCLUSION
In order to realize the high-efficiency, high-quality,
high-flexibility and low-consumption of the product man-
ufacturing process, this paper studies the Ma-OFJSSP
of intelligent manufacturing systems and establishes the
many-objective flexible job shop schedulingmodel with com-
plex constraints. We propose an improved intelligent decision
optimization method (named as NSGA-III-APEV) based on
NSGA-III. This algorithm uses the penalty-based bound-
ary intersection distance (PBI distance), which takes into
account both convergence and diversity, to define the distance
between the population and the reference vector in the asso-
ciation operation. We use a PBI distance-based elimination
mechanism to preserve individuals and increase the compu-
tational efficiency in the individual preservation strategy. The
adaptive mutation strategy based on consanguinity is applied
to genetic operators. We obtain excellent scheduling schemes
in solving two practical Ma-OFJSSPs. Compared with other
methods, the proposed NSGA-III-APEV algorithm improves
the convergence and the diversity of the population, strength-
ens the balance between convergence and diversity, and
improves the quality of Pareto set. The NSGA-III-APEV
algorithm can ensure that the decision-maker obtains a more
suitable production scheduling scheme. Experiment results
demonstrate the feasibility and superiority of the proposed
method in solving the Ma-OFJSSP of intelligent manufactur-
ing systems.

The occurrence of interference events, such as the inser-
tion of emergency orders and machine failure, makes the
original scheduling scheme unfeasible. Therefore, in future
research, we will study how to carry out dynamic schedul-
ing in the presence of interference events. As the scale of
scheduling problem increases, the requirement for scheduling
decision-making optimization algorithm increases, so it is
necessary to study how to obtain Pareto front with good
convergence and uniform distribution under the premise of
ensuring the computational efficiency.
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