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ABSTRACT The main work of human motion gesture recognition is to recognize and analyze the behavior
of human objects in the video. Although the current research in the field of humanmotion gesture recognition
has achieved certain results, the human motion gesture recognition in real life scenes has great effects
due to factors such as camera movement, target scale transformation, dynamic background, viewing angle,
and illumination. This article first proposes a new method of constructing human motion posture features
to describe human behavior. This method is based on deep convolutional neural network features and
topic models. Experiments have verified that compared with the traditional feature map extracted from the
convolutional neural network fully connected layer, the feature map extracted from the convolutional neural
network convolutional layer is not only lower in dimension but also has higher discrimination. Secondly,
based on the feature map of the convolutional neural network, the training map downsampling strategy is
used to overcome the interference caused by the object’s scale change and shape change. Finally, based on the
basketball gesture recognition method, the behavior performance of the legs and arms in 9 basketball actions
of walking, running, jumping, standing dribbling, walking dribbling, running dribbling, shooting, passing
and receiving is analyzed. As well as the corresponding signal waveform characteristics, a two-stage data
division method for basketball is proposed. The unit action data is extracted for analysis to realize feature
extraction. In order to select the most suitable classifier for basketball gesture recognition, the constructed
feature vector uses four Different classifiers are trained to construct different classifiers to realize the division
of actions.

INDEX TERMS Convolutional neural networks, training images, human motion gesture recognition,
classifier, feature vector.

I. INTRODUCTION
Under the current technical background, video humanmotion
gesture recognition is widely used in smart wearable devices,
security monitoring, human-computer interaction, sports
training and competition, military, medical care and other
fields. Video human motion gesture recognition technology
has broad application prospects and great commercial value,
such as smart sports bracelets and watches, pedometers, fall
prevention devices for the elderly, smart home appliances,
VR glasses and other many devices such as series games have
a certain market share. In the current era of big data and the
background of the Internet era, with all kinds of ubiquitous
electronic devices, especially smart phones that everyone can
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keep in their hands 24 hours a day, it can collect information
from all walks of life, all ages, and even all classes. Video
human body motion posture data will be very rich. Useful
information can be obtained in such a huge ‘‘database’’, so as
to play its value and make due contributions to all aspects
of human life. In the wave of this new era, researchers are
using video humanmotion posture data to analyze and extract
information and ultimately improve the quality of human
life, solve practical problems in human life, and meet human
material and spiritual needs, which will give humans Life
brings great convenience and a stronger sense of happiness.
In summary, the research on the recognition of humanmotion
gestures in video is very necessary.

Early video human motion gesture recognition mainly
researched the recognition of simple single-target behaviors
such as head motion, hand motion, body posture, and
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facial expressions. At present, everyone’s research content
is gradually turning to the research of multi-target, complex
motion, and complex background video human motion
gesture recognition. The classic video human motion gesture
recognition methods are mainly as follows: (1) template
matching method [1], [2]; (2) state space method [3];
(3) semantic-based method [4]. The template matching
method is to match the test sequence with the reference
sequence frame by frame or perform fusion matching. The
template matching method is easy to implement, has low time
complexity, and has a better effect on identifying behaviors
with obvious differences. However, because the template
matching method is easily affected by factors such as light
and deformation, the recognition of some behaviors that are
not very different will change It’s quite difficult [5], [6]. The
deep convolutional features of video frames are extracted
through deep neural networks; then a pyramid-like structure
of video feature expression is constructed, and then the
feature expression of the entire video sequence is obtained;
finally, the video is classified and recognized by the
classifier [7], [8]. A multi-source deep neural network model
is constructed, which non-linearly represents image features
from different sources, and estimates the human body’s action
posture by extracting high-level human joint features from
video information [9]. By fine-tuning the deep convolutional
neural network trained on the Imagen net dataset, several
feature fusion strategies are proposed based on the idea
of fusing the features of the convolutional neural network.
Compared with the classic traditional methods, this method
has improved the recognition rate by 5 to 6 percentage
points, and the feature extraction time has been greatly
reduced [10], [11]. Hoping to improve the application of
deep learning methods in video classification and video
human motion posture, a 3D VGG-Net model is proposed.
By adding time dimension convolution on the basis of
traditional two-dimensional convolution, two-dimensional
convolution is extended to three-dimensional [12], [13].
The researchers replaced the 3∗3 convolution kernel in the
VGG-Net model with 3∗3∗3, and then directly performed
convolution operations on the video stream. This work has
changed the recognition mode of the traditional video human
motion gesture recognition method, and directly realized
the video end-to-end classification and recognition, but the
training of the entire network is very time-consuming and
memory resources [14], [15]. Based on the VGG-Net model,
combined with the traditional optical flow characteristics,
the optical flow graph is also regarded as an image, and
a dual data stream deep convolutional neural network is
proposed [16], [17]. By using the trajectory features in
the traditional method, by tracking the trajectory of the
optical flow, the convolutional features are concentrated in
the areas where the motion is more significant, and then the
extracted features are subjected to a one-step down-sampling
operation to obtain the final convolutional feature map, Using
linear SVM as a classifier for action recognition [18], [19].
It is proposed to use Recurrent Neural Network (RNN) to

establish a time series model for video sequences. First,
the convolutional neural network is used to extract the deep
convolutional features of each frame of the video; then the
features extracted by the convolutional neural network are
sent to the length Time memory network [20]; finally train
the convolutional neural network and the long-short-term
memory network at the same time. The recognition rate of
this model on the standard database is much higher than
the traditional method. Considering that the video sequence
exists in segments, different videos Segments contain dif-
ferent semantic information. Based on this idea, a deep
segmentation model is proposed. When building a sequence
model, the video is divided into many segments, and then
features are extracted for each segment. The importance of the
features of different video segments is not the same, so when
building the model, the researchers also took into account the
importance of the features of different segments [21]–[23].
The DSMmethod has obtained very good recognition results
on multiple behavioral data sets. Deep learning Some simple
non-linear models can be used to transform the original data
into more abstract, more complex, higher-level expressions,
and more complex functions can be learned through enough
model combinations [24], which can be substituted The
feature extraction process of video human motion gesture
recognition. The core of deep learning is that the features
of each layer are not designed by manual engineering,
but a process of autonomous learning from data [25].
In recent years, deep learning has focused on human faces.
Recognition, image recognition, speech recognition, natural
language processing and many other fields and directions
show strong and excellent learning ability. In the field of
video human motion gesture recognition, deep learning can
improve video human motion gesture recognition through
automatic feature extraction The efficiency of this greatly
simplifies the cumbersome feature engineering [26], [27].
Convolutional neural networks are usually used to process
data in the form of multiple arrays, such as color images
composed of three two-dimensional arrays, which contain
three color channels. Pixel intensity, which is commonly
referred to as ‘‘R, G, B’’ three color channels [28]. Many data
forms are multi-dimensional arrays, for example, language
signals are one-dimensional signal sequences, and image
audio signals are two-dimensional data signals. Video and
three-dimensional images belong to three-dimensional data
signals. Convolutional neural network is a deep feedforward
artificial neural network, which has four key ideas, namely
local connection, weight sharing, pooling sampling, and the
superposition of multiple processing layers., It has significant
performance in image processing [29]–[31]. In recent years,
convolutional neural networks are often used in the research
of video human motion gesture recognition, and its research
results also prove that convolutional neural networks are very
suitable for processing video human bodies. Motion gesture
is recognition data [32]–[34]. Judging from the current
development of video human motion gesture recognition,
the feature extraction step may no longer have major
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innovations and changes, and choose to use convolutional
neural networks to jump After this step [35], [36], letting
the computer automatically learn the characteristics it needs
is the development requirement and trend of behavior
recognition. In the work, based on smart phone the human
body’s daily behavior recognition is the background, and
the convolutional neural network is optimized to make it
more suitable for the behavior recognition data to carry out
detailed experiments, comparative studies and discussions.
Through the above discussion, it can be found that the
video human motion gesture recognition algorithm based on
deep learning not only has excellent generalization ability
than the traditional video human motion gesture recognition
algorithm, but also avoids the cumbersome process of
traditional manual feature extraction. The model performs
feature learning instead of manual feature selection based
on prior knowledge, and achieves better accuracy than
traditional manual features. Therefore, it is very valuable
to conduct research on human body recognition algorithms
based on deep learning.

Firstly, extract the CNN features of the video frame;
secondly, in order to better describe the object, the extracted
CNN features are down-sampled in the training image to
enhance their feature expression ability. Video sequence
representation based on the LDA topic model: first generate
a visual vocabulary for each frame of the video to construct
a visual dictionary; then use the LDA topic model to
describe the video topic, so as to obtain the topic histogram
of each video, complete the coded representation of the
video sequence. The preprocessing process is of the video
human motion gesture recognition data set in the UCI
public database. It explains in detail several experimental
schemes designed, describes the CNN architecture in each
experimental scheme, clarifies the reason and purpose of the
design, and the principle of the designed CNN architecture
and network parameter settings. The definition of basketball
posture, the corresponding definition of the actions to
be classified in basketball, to prepare for the recognition
of basketball actions; next is the data division part, first
analyze the basketball actions, and then summarize the
data according to the analysis results Classification method:
Finally, according to the characteristics of the different
waveforms of the upper and lower limbs of the basketball
action, the corresponding key data is extracted, and the
classification method is designed to complete the gesture
recognition of the basketball action.

II. VIDEO HUMAN MOTION GESTURE RECOGNITION
ALGORITHM BASED ON TRAINING IMAGE CNN
FEATURES AND LDA TOPIC MODEL
A video human motion gesture recognition algorithm
framework based on CNN features of training images is
constructed. The main steps of the framework include: the
first step is to input each frame of the video into a pre-trained
CNN model to extract the output feature map; the second
step, in order to overcome the interference caused by the

target’s scale, it is proposed A training graph pooling strategy.
Based on the extracted CNN feature graphs, a CNN feature
of the training graph is constructed for each input image;
the third step is to be able to dig out the potential semantic
relationships in the video through the LDA topic model
Obtain the ‘‘topic’’ of each visual feature, and then obtain the
topic histogram of the entire video; the fourth step, based on
the topic characteristics of the video, use the SVM classifier
to classify. The convolution part of the pretrained model is
drawn as two left and right blocks, and the feature map
calculated on the left layer is separated, but the data used
in the previous layer depends on the connected dotted line,
as shown in the first layer and second layer after the input
layer The border between them is separated, whichmeans that
the 128map on the right layer is calculated by the 48map on
the layer. The frame diagram is shown in Figure 1:

FIGURE 1. Video human motion gesture recognition algorithm
framework based on CNN features of training images.

A. TRAINING IMAGE CNN FEATURE CONSTRUCTION
The VGG-16 deep convolutional neural network includes
13 convolutional layers, 6 maximum pooling layers and
3 fully connected layers. The 13 convolutional layers are
divided into 6 convolutional blocks, and each convolutional
block is followed by a maximum pooling layer. The first
two fully connected layers have 4,098 channels. The third
fully connected layer has 1000 channels for classification.
The activation functions of all hidden layers use the rectified
linear unit ReLU. Table 1 is the network configuration
parameters of each layer of VGG-16.

After comparison experiments, the output of the last fully
connected layer (4096 dimensions) of VGG-16 was not
selected as the CNN feature map, but the output feature map
of the last convolutional layer of VGG-16 after maximum
pooling ( 7∗7∗512 dimensions) as the CNN feature of
the input video frame. Figure 2 shows the CNN feature
visualization heat map obtained by extracting some video
frame sample pictures on the VGG-16 in the experimental
data set. The darker part of the figure indicates that the
feature response is relatively strong. It can be seen from the
visualized heat map that a large number of activation areas of
the feature map are concentrated on the human object, which
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TABLE 1. Network configuration of VGG.

FIGURE 2. Visualized heat map of VGG-16 convolutional layer output.

proves that the VGG-16 model trained on ImageNet also has
a good feature description ability on the video human motion
gesture recognition data set.

Assume a convolutional neural network with K layers and
graph J. The picture J is fed into the K-layer convolutional
neural network, and feature maps obtained by convolution of
different kernels can be obtained. Therefore, the convolution
feature map can be expressed by the following formula:

Gj =
{
Gji : j = 1 . . .M , i = 1 . . .Cj

}
(1)

Among them, Gj represents the j-th feature map on the
i-th convolutional layer, and Cj represents the number of
convolution channels, that is, the number of convolution
kernels. The global maximum pooling on the convolutional

layer (seeking the maximum response value on the Jth
convolutional feature map) can be expressed by the following
formula:

NGj = max(fi(m1.m2)),m1.m2 ∈ Gj (2)

The maximum pooling operation describes the local
maximum response of the feature map, and the average
pooling describes the overall response on the feature map.
The research objects in the image generally appear in
different shapes, spatial coordinates and scales. The pure
pooling operation does not fully consider the spatial and scale
information of the target object in the image, so this article
proposes a multi-scale pool to overcome the changes in the
scale space of the target. The definition of the multi-scale
pooling strategy is as follows:

Ni =
[
NGi,j : j = 1 . . .Cj

]
(3)

B. VIDEO REPRESENTATION BASED ON LDA TOPIC
MODEL
Generally, the length of each video in the behavioral video
data set is different. Generally, classifiers require the same
input dimensions, so the video length needs to be normalized.
Among them, the most common approach is to use the
bag-of-words model for normalization. Through the ‘‘bag of
words’’ model, videos of different lengths can be converted
into a word frequency vector of uniform length. However,
the ‘‘bag of words’’ model does not take into account the
relationship between vocabulary and vocabulary, that is,
the semantic relationship. The LDA topic model is based on
an improvement of the ‘‘bag of words’’ model, which can
discover hidden topic information in documents or videos
through semantic miningmethods. So instead of just knowing
which words appear, you can find those words related to the
topic appearing in the document or video. The LDA topic
model can overcome the interference caused by synonyms
and polysemous words. For example, the word ‘‘apple’’
can represent both Apple mobile phones and fruits in daily
life. If the word ‘‘apple’’ appears in an article about digital
products with a high probability, the LDA topic model
distinguish its meaning well.

Each frame of the video may be a certain basic action, such
as kicking, raising a hand, or turning around. Complex actions
are composed of a combination of these basic actions. In this
article, these basic actions can be regarded as a ‘‘topic’’,
using the LDA topic model to find the combination of basic
actions (topics) of human behavior in the video. This is the
topic-based video representation. The flowchart is shown
in Figure 3. It can be seen from Figure 3 that in order to
train the LDA topic model, two more steps are needed: first,
building a visual dictionary of visual vocabulary; second,
using Euclidean distance as a metric to match the multi-scale
CNN features of each imagewith the closest match The visual
words are mapped and quantified for the visual features of the
pictures, and a word frequency matrix based on visual words
is constructed for each video.
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FIGURE 3. Flow chart of topic-based video representation.

When building a visual dictionary, you need to use
the k-means algorithm. The general k-means algorithm is
initialized randomly when initializing the cluster centers.
There are two main problems with random initialization: it
is easy to cause the algorithm to fall into a local optimal
solution; improper initialization will cause the cluster centers
to be too concentrated or too scattered, which will double the
amount of calculation.

In order to solve this problem, an optimized cluster center
initialization method is adopted. The specific process has
the following steps: the first step is to randomly select a
feature point from the feature set as the initial cluster center;
the second step is to calculate the probability that the feature
sample point 10,000 EX can be selected as the initial cluster
center by formula, Find the sample point most likely to be the
cluster center, that is, the sample point that makes the largest;
the third step, repeat the second step until k cluster centers are
found.

Pr ob =
Dis(x)∑
i
Dis(x)

(4)

Therefore, the entire algorithm flow of building a visual
dictionary is shown in Table 2. With the built visual
dictionary, the multi-scale CNN features extracted from each
video can be mapped to a unique visual word through
Euclidean distance and nearest neighbor matching algorithm.
In other words, every visual feature, whether useful or
not, will be mapped to a visual word, which also contains
interference features. In order to reduce the interference of
noise in visual features, when the visual features are mapped
to visual words using Euclidean distance, a value is set
to filter out the interference features. When the Euclidean
distance between the visual feature and the nearest cluster
center is greater than this value, the feature can be discarded,
and the feature will be retained only when the Euclidean
distance is less than this threshold. The determination of
the threshold will directly affect the generation of the word

TABLE 2. Visual dictionary construction process.

frequency matrix, which will have a great impact on the
training of the subsequent LDA model. The threshold value
in this article is obtained by summing the distances from
all samples to the cluster center, and then calculating the
average value. This method can well ensure that the obtained
threshold is more appropriate, will not cause some useful
visual features to be filtered out, and at the same time can
effectively filter out some interference features.

The training process of the smooth LDA model has four
main steps: the first step is to randomly give a topic to each
visual word in each video in the video set; the second step is
to rescan the entire video set for each word, Using the Gibbs
sampling formula, calculate the probability of each subject of
the currently sampled visual word; the third step, update the
subject of the current sampled visual word according to the
obtained probability distribution; the fourth step, repeat the
second and third steps until The distribution of topic-visual
words and the distribution of video-topics converge or reach
a preset number of iterations, and these two distribution
matrices are output to obtain a trained LDA model.

C. RESEARCH ON GESTURE RECOGNITION ALGORITHM
With the continuous development of the information age,
human-computer interaction has become a hot topic of
current research. Gesture recognition is a very important
branch in the field of human-computer interaction. The
enhancement of human-computer interaction through gesture
recognition has broad application prospects. The basis of
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attitude recognition is attitude collection. The related data
fusion and attitude calculation methods based on inertial
sensors have been specifically introduced in the previous
section. Compared with traditional optical collection meth-
ods, this method requires less equipment and is portable.
It has good performance and can adapt to posture acquisition
in complex scenes. Compatible with the posture analysis
and recognition system based on inertial sensors described
in this article, this chapter uses posture angle as the input
for posture recognition for posture recognition, mainly to
distinguish the angle between each bone, combined with
the posture from the PC side The intuitive posture obtained
by the host computer is reconstructed, the main movements
and postures are respectively recognized, and the relevant
parameters such as the number of steps in the movement are
recognized.

According to the data characteristics of the attitude angle
in the process of static and motion, static and motion can be
separated. This is a two-classification problem, that is, one or
the other. Using the earth is as a reference, the recognition
of postures first needs to distinguish two types of static
and motion. For the motion state, the main recognition is
the ‘‘walking’’ state and its derived parameters, such as the
number of steps and pace, while the static state includes
‘‘standing’’, ‘‘Lying’’, ‘‘Lying’’,‘‘Sit’’. After such division,
it can be recognized for each gesture. The collected data of
the moving state and the static state is shown in Figure 4,
and it can be seen that the data trend is obviously different,
and the degree of dispersion of the data in the moving state is
greater.

FIGURE 4. Comparison of data trends in motion and static state.

The data is windowed. The window length is 600 sampling
points, and the time domain standard deviation is extracted.
The following Figure 5 shows the standard deviation charac-
teristics of the time domain data collection data. It can be seen
from the table that as the posture changes, the corresponding
the standard deviation presents a big difference, and this
difference can be used to separate static and motion.

FIGURE 5. Time-domain standard deviation curve in motion and static
state.

The recognition of the motion state is slightly different
from the static state. The motion state presents higher
dynamics and higher requirements for the attitude angle.
By observing the user’s posture during exercise and dividing
the gait cycle, it can be obtained that the angle collected by the
sensor of the leg changes the most. By collecting data from
the sensors installed on the left and right thighs and calves,
the walking process can be Statistics of the number of steps,
step frequency, and pace.

III. RESEARCH ON RECOGNITION ALGORITHM OF VIDEO
HUMAN MOTION GESTURE
Although the collected original CNN feature value signal
value or preprocessed CNN feature value signal value can
be used in the sample set of the classifier training and
gesture recognition in the human motion gesture recognition
system, the original CNN feature value signal value can
reflect The physical meaning of human body movement is
relatively narrow, and the recognition rate is not optimistic.
Feature extraction and selection are the ‘‘bridge’’ of the two
processes of data collection and motion gesture recognition.
In the human motion gesture recognition system, the original
CNN feature value signal value is generally extracted and
selected. At the same time, feature extraction and selection
are also one of the research focuses in human motion gesture
recognition. The purpose of feature extraction and selection
is to describe the physical meaning involved in human
movement and the representation of the object. Its main
task is to extract and select the most effective feature vector
for human motion gesture recognition from the original
CNN feature value signal, so as to provide effective support
for improving the classification and recognition rate of the
system, so feature extraction and selection have a direct
impact to the recognition performance of the entire system.
The feature extraction methods of CNN feature value signals
in human motion gesture recognition can be summarized into
three categories: time domain analysis method, frequency
domain analysis method and time-frequency mixed analysis
method. Table 3 lists the more widely used features.
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TABLE 3. List of common features.

The time domain analysis method is to analyze the CNN
feature value signal from the signal time domain, and
extract the corresponding valuable features. This method is
relatively simple to extract. As shown in Table 3, the most
commonly used time-domain features are: mean, root mean
square, variance or standard deviation, signal amplitude area,
correlation coefficient between two axes, energy, etc. Among
them, many time-domain features are extracted based on
the physical meaning of the CNN feature value signal. For
example, the correlation coefficient between the axes reflects
the correlation between the signals of each two coordinate
axes, and the root mean square reflects the value of the
resultant force of the three-dimensional CNN feature values.
The frequency domain analysis method is to analyze the CNN
feature value signal from the angle of the signal frequency
domain, and extract the frequency domain feature from the
CNN feature value signal after the fast Fourier transform.
As shown in Table 3, the commonly used frequency domain
features include FFT coefficients, frequency domain direct
and so on.

There are many kinds of classification algorithms for
human motion gesture recognition, and the data acquisition
devices and acquisition schemes are also very different.
Therefore, the extraction of CNN feature value signals
cannot be standardized by a unified standard. Generally,
in response to different types of motion postures and
recognition requirements, researchers must design features
that are more compatible with the relevant recognition model
in order to achieve better recognition performance of the
system.

A. GESTURE RECOGNITION CLASSIFICATION ALGORITHM
The quality of the classification algorithm is directly related
to whether the recognition ability of the entire recognition
system can meet the requirements, and whether the recog-
nition of human motion posture can be correctly realized.
For video human motion gesture recognition based on the
CNN features of the training image, a statistical-based pattern
recognition method is usually used. This method generally

requires a large number of samples for training and learning to
establish a corresponding recognition model. The recognition
model is used to recognize the test samples. For human
motion gesture recognition, classification algorithms are
mainly used. Simple and effective classification algorithms
include: decision trees, k nearest neighbors.

Decision tree is a hierarchical structure composed of nodes
and directed edges. The tree contains three kinds of nodes:
root node, internal node, leaf node, there is one and only one
root node, which is a collection of all training data. Each
internal node in the tree divides the data set reaching the node
into 2 or several blocks according to a specific attribute. Each
end node is a clearly classified data collection. The specific
process is as follows:

(1) The tree starts from a single node N, where N represents
the training tuple in D.

(2) If the tuples in D is all of the same class, then
node N is set as a leaf node and marked with this class.
Otherwise, calculate the information gain of each attribute
according to the training set D, select the attribute with the
largest information gain as the split attribute, and calculate
its corresponding split point (split condition).

(3) Test node N with D to generate different branches.
(4) For the tuples on each branch of the classification result

of D, the algorithm uses the same process to recursively form
a decision tree.

(5) The recursive division step only stops when one of the
following termination conditions is established:

a. All tuples of partition D (provided at node N) belong to
the same category;

b. There are no remaining attributes available for further
division of tuples. At this time, using the majority voting
method, convert N into a leaf node, and mark it with the
majority class in D.

c. The given branch has no tuples, that is, the number of
branches is empty. At this point, create a leaf node with the
majority class in D.

(6) Return the result decision tree.
The k-nearest neighbor method is a supervised pattern

recognition method. When a new sample appears, first
calculate the distance between the new sample and the sample
data in each category, and then find out the k nearest neighbor
sample data. In the k data, which category of samples account
for the vast majority, the new sample is judged as which
kind. The most commonly used measure of distance between
samples is Euclidean distance. Any instance x is composed
of n feature vectors: (b1(x), b2(x) . . . bn(x)) represents the
r-th attribute value of instance x. The distance between two
instances is defined as:

d(x1, x2) =

√√√√ n∑
r=1

br (x)− br (xj) (5)

Then, the nearest sample among the k nearest neighbor
samples is selected as the category of the unknown sample,
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and the k nearest neighbor method can also be used to guess
a true value of the unknown sample.

The general steps of the k-nearest neighbor method are as
follows:

(1) Construct training set D.
(2) Choose the value of k. The k value can be completely

artificially selected. Generally, an optimal k value can be
obtained through multiple tests. The k value plays a vital role,
and the k value may directly affect the classification effect.

(3) Calculate the distance between the sample to be
classified and each sample in the training set D.

(4) The calculated distance values are arranged in ascend-
ing order, and the k nearest training samples are selected
as the approximate samples to be classified. The value of
k directly determines how many samples are selected for
category statistics.

(5) Calculate the proportion of each category in the selected
k samples, and use the majority voting method to search for
the optimal attribution category. The class with the largest
ratio will be selected as the ideal class, that is, the class of
the sample to be classified.

B. IMPROVED RANDOM FOREST’S RECOGNITION OF
HUMAN MOTION GESTURE
Recognition algorithm plays a vital role in video human
gesture recognition, and the quality of the algorithm directly
affects the recognition effect. As a combination algorithm,
the random forest algorithm has better results than the base
classifier, but it has problems such as static and easy to
fall into local optimality. A random forest algorithm for bee
mating optimization is proposed and applied to the algorithm
based on Video human motion gesture recognition based on
CNN features in training images. Using this algorithm to
recognize 5 daily behaviors and 1 abnormal behavior of the
human body has achieved very good results.

Due to the introduction of two random ideas, the random
forest algorithm avoids the problem of overfitting. The
classification accuracy is higher than its base classifier, but
at the same time it makes the algorithm less stable. On the
other hand, because the random forest algorithm is a static
algorithm, the classification model cannot be adjusted once
it is trained. Therefore, the algorithm is easy to fall into
a local optimal solution, and the global optimal solution
cannot be obtained. In view of this, this chapter proposes a
random forest algorithm for bee mating optimization. The
algorithm introduces the intelligent optimization algorithm
of bee mating to dynamically change the decision tree in
the random forest to enhance the diversity of the random
forest and improve the classification ability and stability of
the random forest. In order to prevent the algorithm from
overfitting the data set, this chapter divides the original data
set X into three equal parts: training set D, validation set M,
and test set T. The training set D is used to train the decision
tree to form a random forest (bees), and then the initial bee
colony is generated; the validation set M is used to calculate
the fitness value of the initial bee colony, and is used to

raise young bees by the worker bees; the test set T is used
to calculate the bees The fitness during the mating process
and the performance of the queen bee (the optimal random
forest) in each iteration. The young bee inherits the excellent
genes of the queen bee, so the probability of the offspring
population evolving to the optimal solution becomes greater.
On the other hand, in order to avoid premature maturity,
the mutation operator is used to represent the worker bees,
and the worker bees are used to generate new solutions
for each young bee, so as to maintain the diversity of the
evolutionary population and strengthen the algorithm’s global
optimization ability. Due to the introduction of multiple
random forests, and each iteration will adjust the decision
tree between the forests and introduce a new decision tree,
the performance of the new queen bee is better than or equal
to the previous generation queen bee, so after mfN iterations,
the best performance queen bee will be produced, And the
stability of the algorithm is strong. The specific generational
evolution process of the algorithm is shown in Figure 6.

FIGURE 6. Schematic diagram of HBMORF algorithm.

The human body gesture recognition process is as follows:
first collect the CNN feature value signals generated by the
tester during exercise, identify behavior markers, check the
collected data, and select valid data; then perform feature
extraction of these CNN feature value signals to form feature
vectors; Finally, use these feature vectors to train the model
and classify and recognize.

Feature selection uses a series of rules to obtain the relative
relationship of the importance of features. Random forest
implements feature ranking by measuring the importance
of features. Commonly used techniques include: 1) Count
the number of times each feature is used as a segmentation
feature, and use this frequency to indicate its importance;
2) When building a decision tree, the Gini index method
is used to measure the segmentation effect of nodes, that
is, the importance of features is indicated by calculating
features.

The random forest algorithm is used to conduct feature
vector use frequency experiments on the data set DataB.
When the accuracy rate is guaranteed to reach more than
90%, the use frequency of random forest attributes is shown
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FIGURE 7. Attribute usage frequency chart.

in Figure 7. As can be seen from the figure, APS and
FRS account for a relatively large proportion. According to
statistics, the total frequency of use of all attributes is 5,312,
and the frequency of use of APS and FRS is 2,620, accounting
for 49.3. Among them, ‘‘Sx is used most frequently, APSz is
the second, and both APS and FRS are used more frequently
than other features. When a feature is used as a segmentation
feature, the more important the feature is. Therefore, APS and
FRS Group feature vector is of great significance to human
body gesture recognition.

The receiver operating characteristic (ROC) curve is an
effective tool for comparing two classification models. The
curve shows the trade-off between the true rate (TPR) and
false positive rate (FPR) of a given model. The RF and CNN
feature video pose algorithms calculate the class prediction
probability when performing optimal classification voting,
and the model gives the class prediction probability of
each test tuple. Randomly select 50 test tuples (including
25 positive tuples (falling) and 25 negative tuples (walking))
from the data set DataA for classification, sort the test
tuples in descending order of probability, and calculate the
tuples TPR and FPR, the ROC curve obtained after 5th-order
polynomial curve fitting is performed on the requested data,
as shown in Figure 8. The figure shows the ROC curve of
the RF and CNN feature video pose algorithms, and the
correction line represents random guessing. The closer the
ROC curve of the model is to the correction line, the lower
the accuracy of the model. It can be seen from the figure that
the CNN feature video attitude algorithm is far from the
correction line than the RF algorithm, and the CNN feature
video attitude algorithm curve begins to encounter real
example tuples, and as the tuples move to higher numbers,
the curve rises steeply. Later, the real there are fewer and
fewer case tuples, and more and more false positive tuples,
and the curve is flat and becomes more horizontal. It can be
seen that compared with the RF algorithm, the CNN feature
video pose algorithm is more accurate and the classification
prediction effect is better.

FIGURE 8. ROC curve of RF and CNN feature video attitude algorithm.

In order to test the effect of bee colony size on the
performance of the algorithm, we used the glass dataset to
do ten experiments on each bee colony size, and obtained
the maximum accuracy of the algorithm and the relationship
between the average accuracy and the colony size, as shown
in Figure 9.

FIGURE 9. Relationship between population size and accuracy.

It can be seen from Figure 9 that the accuracy of the CNN
feature video attitude algorithm fluctuates with the change of
the colony size. Before the colony size reaches 100, as the
colony size increases, the overall accuracy rate shows an
upward trend; After it is 100, as the colony size increases,
the accuracy rate decreases as a whole; when the colony
size is 100, the maximum accuracy and average accuracy of
the algorithm are both maximum. So this chapter sets the
population size to 100.

In order to further verify the performance of the CNN
feature video pose algorithm, 10 independent experiments
were carried out according to Experiment 1 and Experi-
ment 2, each time with a different random seed to obtain the
training set and attribute subsets to generate different initial
bee colonies. The average accuracy rate is obtained from
the results of 10 experiments, and the experimental results
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TABLE 4. Comparison of classification accuracy of various classification
algorithms.

are compared with the RF and SVM algorithms, as shown
in Table 4.

From the experimental results in Table 4, we can see
that the improved random forest algorithm has a great
improvement in accuracy. In experiment 1, the maximum
accuracy rate reaches 96.5786%, which is 1.36% higher than
the maximum accuracy rate of the RF algorithm, and is
better than SVM 3.24% higher. In the second experiment,
the maximum accuracy of the CNN feature video pose
algorithm is 7.37% higher than that of the RF algorithm.
And compared with the maximum accuracy of Experiment 1,
the difference is only 3.18%, while the maximum accuracy of
the RF algorithm is 8.26%. This shows that the CNN feature
video gesture algorithm is not only accurate, but also more
robust for human gesture recognition. In Experiment 1 and
Experiment 2, the minimum accuracy of the CNN feature
video attitude algorithm is much higher than that of SVM
and RF calculation, and the difference between the minimum
accuracy rate and the maximum accuracy rate is very small,
indicating that the CNN feature video attitude algorithm
has strong stability. The human body gesture recognition of
different testers has strong adaptability.

In order to further analyze the classification results and
obtain the recognition rate of each class, the confusion matrix
related to the maximum accuracy of the RF and CNN feature
video pose algorithms in the experiment is analyzed, as shown
in Table 5, Table 6, Table 7, and Table 8. Among them, the row
represents the category of the original data, and the column
represents the predicted category.

From the comparison results of Table 5 and Table 6,
Table 7 and Table 8, it can be seen that for the recognition
rates of the six behaviors, the CNN feature video pose
algorithm is higher than the RF algorithm. Experiment 1 and
Experiment 2 used different sources of data sets for testing
models, and physical differences between testers and other
reasons will cause the CNN feature rules of the collected
training images to be different. It can be seen fromTable 5 and
Table 7 that the recognition rate of the RF algorithm for
falling behavior is less than 51%, while the recognition
rate of the CNN feature video gesture algorithm can reach

TABLE 5. Confusion matrix of the classification results of the RF
algorithm in experiment 1.

TABLE 6. Experiment 1 confusion matrix of CNN feature video pose
algorithm classification results.

TABLE 7. Confusion matrix of the classification results of the RF
algorithm in experiment 2.

about 61%; the recognition rate for standing and sitting is
lower than 41%, while the recognition rate of the CNN
feature video gesture algorithm can reach about 51%. The
recognition rate of falling is low, mainly because it is
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TABLE 8. Experiment 2 confusion matrix of CNN feature video pose
algorithm classification results.

wrongly recognized as walking and lying down behaviors,
because there are some noise data in the data collection
process; standing up and sitting down are mainly wrongly
recognized as walking and sitting down behaviors, because
these behaviors are some It is close, but the comparison of
the results shows that the CNN feature video pose algorithm
has better processing capabilities for noise data.

IV. CURVE FITTING CNN FEATURES AND K-NEAREST
NEIGHBOR VIDEO HUMAN MOTION POSE RECOGNITION
In the research of human body motion gesture recognition,
researchers generally tend to study the CNN feature data
of the human behavior training map at each moment, and
judge the type of human body motion pose at this moment.
But the posture of human body movement is not a task that
can be completed in an instant, but a coherent task with the
nature of time series. Although the human body movement
posture can be expressed as a frame in an animation, it can
also be defined as a kind of movement posture, but each
frame can more accurately reflect the transition state or final
state of a movement posture. In this chapter, it is proposed
to use polynomial least squares curve fitting to fit the CNN
feature data of the training map, and then calculate the
curve similarity between each curve, and finally combine
the k-nearest neighbor algorithm to recognize the human
body movement posture. Experimental results show that the
method achieves a good recognition effect.

The k-nearest neighbor classification algorithm is one of
the simplest machine learning algorithms. In this chapter,
the CNN feature data of the training image of human motion
posture is fitted into a curve, the curve is used as the research
object of the classifier, the concept of curve similarity is
introduced, and a k-nearest neighbor algorithm based on
curve similarity is proposed as the classification The device
classifies the curve and judges the category of the human
body movement posture.

The steps of the k-nearest neighbor algorithm based on
curve similarity are as follows:

(1) Given s groups of equal-length known classes (the
number of categories is l) training image CNN feature data
(including X, Y, Z axis three directions), and curve fitting
each group of data, a total of 3∗s fitting curve, the fitting curve
is coded by axis direction and group number. And given a set
of CNN feature data (that is, the data to be classified) of the
training image of an unknown class and perform curve fitting,
three fitting curves are obtained.

(2) Select the initial k value ((k value is optimized through
multiple tests).

(3) Calculate the curve similarity between the fitting curve
in a certain axis direction of the data to be classified and the
fitting curve in the corresponding direction of each known
class.

(4) Arrange the required similarity values in ascending
order, and select the first k curves.

(5) Use the k curves selected in step 4 to calculate the
selected ratio of each category in each axis direction.

FIGURE 10. Flow chart of human pose recognition based on CNN
features.

As shown in Figure 10, the main steps of human posture
recognition based on CNN features are divided into three
parts: First, preprocess the image data collected by the
CNN feature sensing device, then extract the corresponding
human posture image features, and finally use appropriate
The classification algorithm performs posture classification
and recognition. The application field of human gesture
recognition technology based on CNN features is very wide.
For example, in the field of games, using somatosensory
technology to obtain the player’s gestures and actions for
human-computer interaction can free game players from the
constraints of traditional game interactive devices, thereby
greatly improving the player’s gaming experience. In the
medical field, natural limbmovement detection through CNN
features can effectively reduce the workload of medical
staff, and the effect of patient rehabilitation training has
also been effectively improved. In the field of education,
by integrating human-computer interaction technology based
on CNN features into classroom teaching, it provides teachers
and students with a more natural way of human-computer
interaction.

Extracting the effective features that describe the human
posture from the image sequence is an important prerequisite
to ensure accurate recognition of actions. The effects of
different features will be greatly related to the character-
istics of the target and the environment. The description
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ability of the same feature for different types of actions
will be somewhat different, and the description ability of
different features for the same category of actions is also
uneven. Feature descriptions can be classified into global
feature descriptions and local feature descriptions according
to different characteristics, so how to use existing data
Information and recognition targets to select appropriate
feature descriptors are the key to human gesture recognition.

Global feature description is to adopt a top-down descrip-
tion method, which treats the recognition target as a whole.
Global features cover comprehensive human body informa-
tion. Because they are easily affected by image preprocessing
such as the accuracy of recognition target positioning and
background removal, global feature descriptions also have
certain limitations, such as noise, occlusion, and camera
viewing angle changes.

Local feature description is a bottom-up description
method, that is, only useful parts of the moving target
are extracted, and the observation target is regarded as
a local descriptor or a collection of local image blocks.
Compared with global features, local features will not change
with changes in environmental background noise, object
occlusion, or human motion, and they are also more stable to
actions such as scale, translation, and rotation. Local feature
extraction is generally divided into two parts: local feature
area detection and local feature area description.

Dynamic time planning was first used in speech recogni-
tion, mainly for the recognition of isolated words. In gesture
recognition, it can solve the problem of different time lengths
for different targets to complete actions. DTW is a template
matching algorithm. Through a given distance matrix, it finds
a path from the upper left corner to the lower right corner
so that the sum of the element values passed by the path is
the smallest. In view of the problems of the DTW algorithm
that has to plan a path every time it runs, there is a huge
amount of calculation and a lot of space, etc., the DTW
algorithm is improved, and a new global path window is
proposed, which reduces the amount of calculations without
reducing Correct rate, but has limitations for the problem
of body occlusion. Aiming at the shortcomings of dynamic
time warping in action recognition such as sudden changes
in time structure and sensitivity to changes in illumination,
this algorithm uses DTW to repeatedly randomly sample the
random time warping formed by image sequence sampling,
extracts the time elastic TE characteristics of sequence data,
and then uses principal components Analyze dimensionality
reduction to generate sequence subspace, and finally use
linear discriminant analysis to complete gesture recognition,
but the recognition rate for motion gestures is not high.

V. EXPERIMENTAL VERIFICATION
Experimental environment: software: operating system
Windows XP, training image CNN feature video motion
gesture recognition algorithm simulation environment:
Matlab 7.1, compared classic algorithm simulation envi-
ronment: Clementine 12.0. Hardware: Intel(R) Core(TM)

2 Duo CPU T6400@2.OOGHz, 2GB of memory. In order to
verify the feasibility and effectiveness of the training image
CNN feature video motion gesture recognition algorithm in
human motion gesture recognition, a variety of recognition
experiments are carried out in this chapter. The data involved
in the experiment include the known data set series DataK01,
DataK02, DataK03, the to-be-identified data set series
DataR01, DataR02, DataR03 and the data set DataT. The
related attributes are shown in Table 9.

TABLE 9. Description of the data set used in the experiment.

In order to verify the influence of the degree of the
polynomial on the error of the fitting curve, the CNN feature
data of the training map in the X-axis direction in the data
set DataT is used to conduct experiments on the influence of
the degree of different polynomials on the curve fitting error.
Figure 11 shows the influence of the degree of the polynomial
on R-square.

FIGURE 11. Influence of the degree of the polynomial on R-square.

The judgment criterion of the error parameter is: the closer
the R-square is to 1, the better the curve fitting effect. In the
experimental results, when the degree of the polynomial is 8,
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the value of R-square has reached 0.878, and then it grows
slowly and close to steady, until the curve appears twists and
turns at 2 o’clock, and finally begins to decline. Based on
the judgment criterion, the preferred range of the polynomial
degree in this chapter is. Analyzing the data in the optimal
range, when the degree of the polynomial is about 2, R-squaxe
is the closest to 1.

In this experiment, set the degree of the polynomial to 15,
k to 3, set the number of data points gn included in each group
of behaviors to 20, and set the X, Y, and Z axis directions to 1.
Take the DataK01 data set as the known class, and DataT01 as
the unknown class, and group each group of 20 data. The
grouping results are shown in Table 10.

TABLE 10. Data set is grouped by GN = 20.

Using the training image CNN feature video motion
gesture recognition algorithm to classify the above behavior,
the behavior recognition rate is 96.3415%. Further analyze
the classification results to obtain the recognition rate of each
classification, as shown in Table 11.

TABLE 11. Confusion matrix of long-term behavior classification time
results.

It can be seen from Table 11 that there are two groups of
walking behaviors identified as lying down and sitting still.
It can be inferred that the fluctuations of these two groups of
behaviors are relatively stable, and are similar to lying down
and sitting still, which leads to misjudgment. Another type of
sitting behavior is judged to be walking. It may be that the
tester has other actions during sitting, which may cause some
deviations in the data.

In the training image CNN feature video motion gesture
recognition algorithm, the parameters that affect the recog-
nition effect mainly include the k value, the degree of the
polynomial, and the number of data points contained in each
group of behaviors gn. In this experiment, the DataK03 data
set is used as the known class, and DataT03 is the unknown
class. The data sets are grouped into groups of 10, 15 and 20.
The grouping results are shown in Table 12.

Taking into account that the degree of the polynomial can-
not exceed the number of data points in the group, the degree
of the polynomial is 8 and gn is 10 and 15 respectively.
The experiment is carried out. The experimental results are
shown in Figure 12 Shown. It can be seen from the figure that
when gn is 15, the behavior recognition rate is higher than the

TABLE 12. Multiple grouping results of the data set.

FIGURE 12. Influence of different gn values on behavior recognition rate.

result when gn is 10. Considering the size of gn alone, it can
be seen that a higher gn value is conducive to the recognition
of human motion gestures, and the same The more CNN
feature signals of the training image acquired by the action
in the same time period, the more favorable the recognition
of the human body posture, thereby improving the posture
recognition rate. From the grouping results in Table 12, it can
be seen that the number of discarded data points when gn
is 15 is more than when gn is 10. In other words, if you
want to reduce the proportion of discarded data, you need
to increase the number of data points generated by each
behavior. The number of CNN feature signals in the training
image. However, due to the limitations of hardware devices
and other factors, one behavior can only obtain a certain
amount of training image CNN characteristic signals in a
fixed period of time.

The parameter k value is an important parameter in the
selection of k nearest neighbor algorithm, and the choice of
k value will have a significant impact on the classification
result. In order to verify the influence of the k value on the
algorithm of this article, this article carried out three sets
of experiments, respectively taking gn = 10, degree = 8;
gn = 15, degree = 8; gn = 20, degree = 15. The choice
of k value to the behavior recognition rate the results of
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FIGURE 13. Influence of different k values on behavior recognition rate.

the impact are shown in Figure 13. It can be seen from the
figure that although the recognition rate fluctuates as the
value of k changes, the overall trend is that the recognition
rate increases and then decreases as the value of k increases.
The recognition rate changes with different gn and degree
values. The behavior recognition rate of the three groups of
experiments reaches the highest valuewhen k= 5,6, but when
gn = 15, degree = 8, it has reached the highest value when
k = 3 Recognition rate.

Taking the CNN feature data of the fixed grouping training
graph for each behavior as the research starting point,
the polynomial least squares method is used for curve fitting,
and the curve is used as the research object of human motion
posture recognition. Each group of behaviors is fitted with
three curves on the X, Y. Z axis., Using k-nearest neighbor
algorithm as the classifier, introducing curve similarity as
the criterion for distance judgment in the algorithm, closely
combining human motion gesture recognition and analyzing
the recognition method in all aspects, and finally determining
the optimal k value and polynomial for parameters such as the
number of times and the number of data points contained in
each group of behaviors, the recognition rate can reach over
96%.

Each time a different random seed is used to obtain
a training set and a subset of attributes to generate a
different initial bee colony. Calculate the average accuracy
rate of 10 test results, and compare the test results with the
RF and SVM algorithms, as shown in Table 13.

TABLE 13. Comparison of accuracy rates.

VI. CONCLUSION
In this article, only the CNN method is used to extract the
local features of human behavior data segments and recognize
them. Because CNN extracts the local features of data
information, and the artificial feature method extracts global
features, it is considered that the features extracted by CNN
can be combined with artificial statistical features, and then
this combined feature is used for classification Recognition.
The six simple human behaviors are classified and studied,
namely walking, going up stairs, going down stairs, sitting
still, standing still, and lying still. Their behaviors are not
only simple but also single. It hoped to recognize some more
complex behaviors, such as running, cycling, squatting and
tying shoelaces, climbing mountains and even various sports.
It is hoped that human behavior recognition can give full
play to its characteristics and be better applied in various
fields. In the human motion gesture recognition system using
the improved random forest as the classifier, the object of
study is the data obtained by extracting the feature vector
from the feature signal value of the training image CNN.
In real life, the human body’s behavior and posture will
exist in the form of time period, including multiple training
image CNN characteristic signal values. Taking this as the
starting point of the research, the polynomial least squares
method is used for curve fitting, and the curve is used as
the research object of human motion gesture recognition, and
the curve training set and the curve test set are established.
The simple and effective k-nearest neighbor algorithm is
used as the classifier, the curve similarity is introduced as
the criterion for the distance between the two curves in the
algorithm, and the optimal classification is selected by voting.
The recognition method closely combines the research
direction of human motion gesture recognition, and designs
multiple experiments to analyze the recognition method in
all aspects, and determine the optimal k value, the number of
polynomials, and the number of data points contained in each
group of behaviors, etc. Parameters, the recognition rate can
reach more than 96%. And compared with a variety of classic
classification algorithms, the recognition rate is significantly
higher than these algorithms, indicating that the recognition
method is feasible and very effective.
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