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ABSTRACT In this article, a motion vector-based video key frame detection algorithm is proposed
to solve the problem of miss election and missing selection caused by the difficulty in detecting the
moving target characteristics of the video key frame. Firstly, the entropy of adjacent frame difference
and the two-dimensional entropy of image are introduced, and the combination of the two is taken as
the measurement of the difference between video frames. Secondly, outliers are detected by statistical
tools to obtain the lens boundary, thus realizing the adaptive lens detection of video content. Then, ViBe
algorithm is used to detect the foreground object in the video sequence and extract the scale-invariant feature
transformation features of the foreground moving object. Finally, the motion vector is introduced, and the
sum of the block matching results is motion vector by partitioning the two adjacent frames and performing
block matching. The magnitude of motion vector reflects the intensity of motion in the video, so active
and inactive motion regions are obtained, and the similarity of video frames is calculated according to the
defined formula, and key frames are extracted in these regions respectively. The experimental results show
that the detection algorithm proposed in this article improves the video results with rich motion information
obviously, and the objective indexes and subjective scores are improved to some extent, which improves the
universality of the algorithm. In addition, this article also studies the display mode of key frame extraction
results in virtual reality environment. The key frame display mode of video in virtual reality is optimized
mainly by changing the display mode of information and changing the scene and testing the result of user
task execution.

INDEX TERMS Video, key frame, monitoring algorithm, virtual reality display, motion vector.

I. INTRODUCTION
In recent years, with the continuous progress of Internet
video technology and the continuous update of mobile video
devices, browsing video has increasingly become an impor-
tant way for people to understand the world and obtain infor-
mation [1], [2]. The information content carried by video
data is much larger than that of text and image data. Besides,
video types tend to be diversified, and similar videos are also
different in content. It is difficult for video users to quickly
and accurately obtain the content they want from such a large
amount of video information. For users, there is an urgent
need for a way to quickly and accurately understand video
content [3], [4].
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A kind of method for text annotation of video content
information is called text description-based retrieval method
[5], [6]. This method has the disadvantage of losing video
time information. Another kind of method is the video
retrieval method for specific video content [7], [8].

The current VR technology can realize the functions of
VR video playback, fast forward, pause and panoramic view
of ordinary video, but compared with desktop and mobile
platform, video display under virtual reality still has many
shortcomings. Among them, video summary technology in
VR environment is still in the blank field. This article not
only introduces the video key frame extraction technology,
but also studies and explores the key frame display mode and
method in VR environment.

In this article, a motion vector-based video key frame
detection algorithm is proposed to solve the problem of
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miss election and missing selection caused by the difficulty
in detecting the moving target characteristics of the video
key frame. Firstly, the entropy of adjacent frame difference
and the two-dimensional entropy of image are introduced,
and the combination of the two is taken as the measurement
of the difference between video frames. Secondly, outliers
are detected by statistical tools to obtain the lens boundary,
thus realizing the adaptive lens detection of video content.
Then, ViBe algorithm is used to detect the foreground object
in the video sequence and extract the scale-invariant feature
transformation features of the foreground moving object.
Finally, the motion vector is introduced, and the sum of
the block matching results is motion vector by partitioning
the two adjacent frames and performing block matching.
The magnitude of motion vector reflects the intensity of
motion in the video, so active and inactive motion regions
are obtained, and the similarity of video frames is calcu-
lated according to the defined formula, and key frames are
extracted in these regions respectively. In this article, the key
frame extraction effect is put into the virtual 3D scene for
display, and the traditional display device is replaced by
the virtual reality device, providing a new video summary
browsing experience for users. The user experience under
virtual reality environment is studied and the task execution
ability of users under different display modes is explored.

II. RELEVANT WORKS
Video key frame technology has been developed for many
years since it was proposed. Histogram is a kind of statistical
chart which is calculated and generated by counting the pixel
value of the image. It is used by many algorithms because
it can reflect the global color information of the image.
Cui et al. [9] proposed to use the statistics of the gray values
of the two images to obtain the two gray histogram, and calcu-
late the difference between the two histograms to reflect the
degree of difference between the two images. Griffiths and
Boehm [10] improved the research results of the above algo-
rithm, improved the histogram of gray value into the color
histogram of RGB three-channel, and used the gap of the his-
togram of RGB three-channel results to reflect the degree of
difference between color images. Goyal et al. [11] proposed
an algorithm for automatic edge detection. Luo et al. [12]
proposed a video key frame algorithm based on image seg-
mentation. This method extracts the original video sequence
with the same step length frame. After that, the extracted
frames are divided into image blocks, each image block is
4 pixels in length and width. For each image block of each
frame, it is matched with all image blocks of the next frame
to find the most similar one, and the moving distance of
this block is obtained, so as to obtain the gap between two
consecutive frames. Song et al. [13] also proposed a very easy
uniform sampling method based on video lens segmentation
results. In this method, a certain number of key frames are
extracted according to the user in advance, and the video
content is extracted according to the original frame sequence
every fixed frame to obtain uniform extraction results.

Kim et al. [14] combined color distribution with the use
of motion attributes. Since this method is not an adaptive
algorithm, many parameters need to be set artificially. If the
settings are unreasonable or the content of the video varies
greatly, it may not be widely used, such as a lot of redundancy,
or the general idea of the video cannot be fully expressed,
etc. Li and Liu [15] proposed an algorithm to calculate the
optical flow to reflect the degree of motion. Optical flow is a
measure that can reflect the static degree of video information
in a video. The optical flow value of a video frame is drawn
as a curve according to the time series, and the minimum
point in the curve is extracted. But some of these minima
are not between two consecutive maxima, which will result
in incorrect results. Aote and Potnurwar [16] set a number of
clustering centers, that is, the video was divided into several
parts, and finally obtained the key frame extraction results by
extracting clustering centers. But there are some prominent
problems, this algorithm first clustering way makes the time
information is lost, something similar is not continuous time
lens could be combined to cause information loss, second
selection clustering center and clustering algorithm choice
will affect the algorithm robustness, clustering result can’t
reflect video of content. Shabaninia et al. [17] used Shan-
non entropy in information theory to calculate the histogram
divergence of color probability distribution between succes-
sive frames, which reflected the difference in color distribu-
tion between adjacent frames. This algorithm has the advan-
tages of simple logic and fast calculation, but it is not good
for the extraction effect. The extracted key frames sometimes
have the disadvantage of not fully containing the video con-
tent, and a part of the original video sequence may not be
accurately extracted. And the universality of the algorithm
needs to be improved due to the artificial threshold. Yu and
Principe [18] used mutual information in information theory
to calculate the color probability distribution histogram diver-
gence between successive frames, which also reflected the
color distribution gap between two adjacent frames. Because
different strategies are adopted for key frame extraction, the
algorithm achieves excellent results. But at the same time,
because the calculation of mutual information depends on
the result of joint probability distribution between every two
frames of histogram, the calculation amount is large, and
the algorithm is easy to miss the drastic changes of video
content.

Virtual reality (VR) [19], [21] is a hot computer graphics
technology in recent years. At present, the frontier technol-
ogy of virtual reality technology points to the direction of
improving the user experience, such as improving the sense
of immersion, improving the sense of reality and reducing
vertigo.

III. RELEVANT CONCEPTS
A. VIDEO OVERVIEW
According to different shooting content and application
fields, digital video can also be divided into different
types, such as news video, game video, and surveillance
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video [22], [23]. Surveillance video as a kind of special form
of digital video, is mainly used in areas such as security,
road monitoring, record the contents of the mainly occur in a
particular area of the events is given priority to, its means of
object characteristics, record and final formation of the video
formats such as with other forms of digital video there is a
big difference.

FIGURE 1. A typical network video surveillance system.

It can be seen from Figure 1 that the video file can be
divided into the organizational structure of video stream
scene, lens, and frame from top to bottom.

In the video hierarchy structure diagram shown in Figure 2,
the frame is located at the bottom of the four-layer struc-
ture and is the smallest unit that constitutes video data. The
essence of a frame is a still image, which has the general
characteristics of an image. Lens refers to the video sequence
shot by the camera in a continuous time period and spatial
region. It consists of several adjacent frames and is the basic
wood element of the video sequence. A scene is composed
of shots with similar contents and a cluster of shots related
to higher level contents, which describes the same event from
different angles. Key frames are used to describe one or more
frames of a shot, similar to the role of a summary. Using key
frames to describe a shot can remove redundant information
in the shot and reflect the main content of a shot while
compressing the video data.

FIGURE 2. Hierarchical structure of video.

Frames, shots, scenes and video streams are defined as
follows:

Frame: A static image located within a sequence of
consecutive frames in time. It is the smallest unit of video
composition.

Shot: A video sequence in which the camera presses start
to stop. From the perspective of content, it refers to a series
of frames with the same or similar content shot at adjacent
locations in continuous time.

Scene: Consists of similar content and time continuous
shots, usually with strong semantic correlation, describing a
separate story unit, which is a semantic component unit of a
segment of the eye cheek.

Video stream: The highest level of a Video, at which you
can add a global explanation of the attributes and content of
the Video file.

B. ANALYSIS OF VIDEO KEY FRAME CHARACTERISTICS
Surveillance video is composed of many image frames con-
nected in chronological order. Key frame a frame used
to define a significant change in the content of an image
sequence in a video is a frame containing key content. The
key frame contains the motion and features of the object.
Surveillance video can be regarded as a continuous sequence
of images, and the general key frames of surveillance video
can be described as follows [24]–[26]:

If video represents a surveillance video and It represents
an image frame in the video, the following form exists:

Video = f (It ) t = 1, 2, . . . ,T (1)

where, variable T represents the maximum frame number of
surveillance video. Surveillance video contains a lot of image
frames, some of which have the same or similar content, or
even meaningless, leading to a lot of redundant information
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in surveillance video. In order to distinguish from such image
frames, key frames are usually used to define the image
frames with obvious changes in the image sequence content
in the surveillance video, that is, the image frames containing
the key content.

C. ANALYSIS OF STATISTICAL CHARACTERISTICS OF
VIDEO KEY FRAMES
Figure 3 shows the key frame, background frame and their
corresponding gray histogram in a surveillance video. Gray
histogram is an effective tool for statistical analysis of the
gray distribution of images [27]. Generally, the horizontal
axis represents the distribution range of gray level, while the
vertical axis represents the number of pixels in the image with
a certain gray level. The histogram shows the distribution
of tones in the image, revealing the number of pixels at
each brightness level in the image. Most of the spikes are
distributed on the left, indicating that the details of the image
are concentrated in the shadow, and the whole is dark, lacking
in bright parts. The fact that most of the spikes are on the right
indicates that the detail of the image is concentrated in the
highlight area and lacks dark detail. The fact that most of the
spikes are distributed in themiddle indicates that the details of
the image are concentrated in themiddle tone.When the spike
undulation is small and evenly distributed, it indicates that the
details of the image are evenly distributed in shadows, middle
tones and highlights, and the color transition is smooth.

Background frames and histograms of surveillance video
are shown in Figure 3(c) and Figure 3(d). According to the
statistical distribution characteristics of image gray scale or
color histogram, the content of background frames in surveil-
lance video is relatively stable and generally lacks large
changes, and their histograms will not change greatly. At the
same time, compared with the frame with the boundary of
the shot, the overall visual content of the continuous frame
in the same shot is similar, and its histogram changes are
small. As shown in Figure 3(a) and Figure 3(b), for video
frames containing moving objects that suddenly intrude into
the scope of surveillance lens, their histogram will change
significantly and usually show significant differences, which
can be identified as key frames.

IV. VIDEO KEY FRAME DETECTION ALGORITHM
BASED ON MOTION VECTOR
In this article, a video key frame extraction algorithm based
on motion vector is proposed, and the algorithm structure
is shown in Figure 4. Firstly, the entropy of adjacent frame
difference and the two-dimensional entropy of image are
introduced, and the combination of the two is taken as the
measurement of the difference between video frames. Sec-
ondly, outliers are detected by statistical tools to obtain the
lens boundary and realize the adaptive lens detection of video
content. Then, ViBe algorithm is used to detect the fore-
ground object in the video sequence and extract the scale-
invariant feature transformation features of the foreground
moving object. Then, the motion vector is introduced, and

the active region and inactive region are judged by calculating
the magnitude of the motion vector. Finally, the similarity of
video frames is calculated according to the defined formula,
and the key frame extraction results are obtained for active
and inactive regions respectively.

A. VIDEO LENS DETECTION METHOD
As the basis of video shot segmentation, the calculation of the
difference between successive video frames is the first step of
the algorithm. The accuracy and complexity of the algorithm
are directly affected by which measure is used to calculate
the difference between frames. In this article, the entropy of
adjacent frames and the two-dimensional entropy of image
are selected as the measurement of the difference between
video frames.

Image entropy is a statistical form of image features,
which reflects the average amount of information in an image
[28], [29]. The one-dimensional entropy of the image rep-
resents the information contained in the aggregation feature
of the gray distribution in the image. Let gray represent the
proportion of pixels whose gray value is I in the image, then
the one-dimensional entropy S of the gray image can be
defined as follows:

S =
RGB∑
i=0

grayi log grayi (2)

The one-dimensional entropy of the image can represent
the aggregation characteristics of the image gray distribu-
tion, but it cannot reflect the spatial characteristics of the
image gray distribution, especially the morphological char-
acteristics of the object in the image. In order to better
describe the spatial characteristics of image gray distribution,
we can introduce feature quantities that can reflect the spatial
characteristics of image gray distribution on the basis of
one-dimensional entropy to approximately estimate the two-
dimensional entropy of the image.

Under normal circumstances, the gray mean of image
neighborhood is selected as the spatial characteristic quan-
tity of gray distribution, and the gray scale of image pixel
constitutes a feature binary group, denoted as (x,y), where
x∈(0 ≤ x ≤ 255) represents the gray value of pixel, and
y ∈(0 ≤ y ≤ 255) represents the gray value of neighborhood.

grayxy = P(x, y)/H∗W (3)

where, P(x,y) is the frequency of occurrence of characteristic
binary group (x,y) in the image that conforms to the gray
distribution characteristics of a certain neighborhood, and
H ×W is the size of the image.
The above formula can reflect the joint feature of the

gray value at a certain pixel position in the image and its
surrounding pixel gray distribution. In particular, when there
are some meaningful objects in the image, the joint feature of
this pixel gray distribution is relatively obvious. Therefore,
the joint feature of pixel gray distribution is of great value
for object detection in images. On the basis of formula (2)
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FIGURE 3. Key frames and background frames in surveillance video.

FIGURE 4. Algorithm structure diagram.

and formula (3), the conventional adjacent frame subtraction
algorithm and the image two-dimensional entropy calculation
method are combined to define the difference measurement
as follows:

SS =
RGB∑
i=0

(grayi log grayi − grayxy log grayxy) (4)

To sum up, this method can not only reflect the information
contained in the difference image obtained by the frame
subtraction algorithm of the surveillance video image, but
also highlight the gray level information of the pixel position

in the difference image and the comprehensive feature of the
gray level distribution in the pixel neighborhood.

Due to the feature of video shot switching, we can judge
whether there is enough obvious difference value according
to the difference value between video frames obtained by
formula (4), that is, whether there is shot switching.

In the practical application, the influence of background
and noise needs to be taken into account, so a simple mathe-
matical morphological operation and threshold processing is
usually carried out before to remove some interference in the
image, such as the background noise caused by the changes
of vehicle lights, street lamps and shadows. Therefore, next,
this article adopts ViBe algorithm to model the background.

B. BACKGROUND MODELING ViBe ALGORITHM
ViBe algorithm [30] is a pixel-level background model-
ing algorithm proposed in 2011. Compared with familiar
foreground detection algorithms such as hybrid Gaussian
model [31], ViBe algorithm has more advantages in fore-
ground detection and background model updating.

The ViBe algorithm is mainly divided into three parts:
firstly, it initializes the background model of pixels in the
image. For each pixel initialized N times from its eight-
neighborhood, the background model of the pixel can be
expressed as

ViBe = {V1,V2, . . . ,VN } (5)
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where, variable V represents the pixel value in the sample
model, and there are altogether N samples in the model.

Secondly, the image sequence is segmented into fore-
ground objects. The pixel value is compared with the pixel
value in the sample set. If its distance from the pixel value
in the sample set is greater than a certain threshold, the pixel
point is considered as the foreground pixel point; otherwise,
it is the background pixel point. In Figure 5, It(x) refers to the
pixel value of the current frame, threshold is set as threshold,
threshold = 20, and I1, I2., it is the pixel value in the sample
set.

FIGURE 5. ViBe classification diagram.

Finally, the background model is updated.
SIFT features of images containing moving objects

extracted by ViBe algorithm are extracted. SIFT feature is
a very stable local feature. The feature vector extracted by
SIFT feature point extraction algorithm has the characteristics
of invariant to rotation, scale scaling, brightness change and
angle of view change, affine transformation, and stability to
noise. The acquisition of scale space used in SIFT feature
point extraction algorithm requires Gaussian blur to achieve.

The definition of two-dimensional Gaussian fuzzy function
is as follows:

Gaussian = e−(x
2
+y2)/2C/ 2/2π (6)

where, the variable C/ represents the standard deviation of a
normal distribution. Then the scale-space representation of a
two-dimensional image at different scales can be obtained by
the image and Gaussian convolution kernel:

G_I (x, y) = G(x, y)∗I (x, y) (7)

where, (x, y) represents the pixel position of the image, and
G_I (x, y) represents the scale space of the image.
SIFT feature point extraction algorithm detects local

extremum as feature points simultaneously in the two-
dimensional plane space and difference of Gaussian (DOG)

scale space of the image. The DOG operator is shown as
follows:

DOG(x, y) = (G(x, y, i)− G(x, y))∗I (x, y) (8)

The generation of an image SIFT feature vector generally
includes 4 steps:

(1) Carry out scale space detection to preliminarily deter-
mine the location and scale of key points.

(2) The 3d quadratic function was fitted to accurately
determine the position and scale of key points, and the key
points with low contrast and unstable edge response points
were removed.

(3) Make use of gradient direction distribution characteris-
tics of pixels in the neighborhood of key points to specify
direction parameters for each key point. And the modulus
value of gradient at (x, y) is as follows:

∂(x, y) =

√
(G_I (x + 1, y)− G_I (x − 1, y))2

+(G_I (x, y+ 1)− G_I (x, y− 1))2
(9)

1(x, y) = j tan 2
G_I (x, y+ 1)− G_I (x, y− 1)
G_I (x + 1, y)− G_I (x − 1, y)

(10)

At this point, the key point detection has been completed,
and the scale used by L is the respective scale of each key
point.

(4) Generate SIFT feature vectors.
Through the above steps, each key point has three informa-

tion: position, scale, and direction. Standard 4×4 sub-regions
are set for each key point. Each sub-region uses 8 inter-
cell orientation histograms. 128 data are generated from such
a key point, namely, 128-dimension SIFT feature vector is
formed.

C. ACTIVE REGION DIVISION BASED ON MOTION VECTOR
For the cameras-based video key frame extraction method,
first the video sequence is divided into shots by the lens
boundary detection method proposed in Section 3.1, and then
the detection process of active regions are improved by the
motion vector measure based on color histogram. Within a
shot, areas of the video with significantly varying motion
vectors are marked as active and other areas as inactive.
We extract a key frame from each active region and a suf-
ficiently long inactive region respectively.

The displacement between the current block and the best
matched block is calculated as the motion vector of the cur-
rent block. If there is a matching block displacement of (p0,
q0), so that Bestb gets the minimum value, then the matching
block is the Bestb match for the current block.

Bestb(p, q)=
1

H∗W

H∑
h=1

W∑
w=1

|Fbefore(h,w)
−Fbefore+1(h+ i,w+ j)|

(11)

where, the variable (P, Q) is the displacement between the
current block and the matching block, namely the motion
vector Bestb of the current block. The variables W and H are
the width and height of the block, respectively. The variable
Fbefore represents the current frame, and Fbefore+1 Fbefore
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+1 represents the next frame. The variable Fbefore+1(h,w)
represents the pixel value of the pixel point at the coordinate
(h,w). The sum of the motion vectors of all blocks of the
current frame represents the motion vectors of the current
frame, which reflects the variation degree of the content of
the current frame.

Bestf =
U∑
i=1

Bestb(i) (12)

Best(i) = Bestf (i)/max(Bestf ) (13)

where, the variable U is the total number of blocks divided by
the current frame. The variable Bestf is the sum of the motion
vector Bestb of all blocks in the current frame. The variable
Best(i) is the normalized measure of the current framemotion
vector and the final result obtained from the original video.

To detect the boundary of a wave segment, the absolute
value of the motion vector difference between two successive
frames in a shot is calculated to assess the degree of the wave.

CZ = |Bestg − Bestg+1| (14)

In order to ensure the integrity of motion and reduce redun-
dancy, this article locates the boundary of active region by
matching the pattern of weak continuous high CZ value.
Weak continuous mode means that the CZ value of contin-
uous frames allowed in an active region is less than a given
threshold, but the number of consecutive frames L in this
situation must be less than 12.

In the case of a short pause in motion, a complete motion
process will be divided into several small motion regions if
it is strictly divided according to the threshold, resulting in
redundancy. Therefore, the weak continuous mode is used to
combine the small interval regions in these complete motions.
Since the test video is played at 24 frames per second, half
a second is the appropriate length to attract the eye’s attention.
Therefore, according to this principle, the repeated test results
show that L is the most appropriate when the value is 12.

D. KEY FRAME EXTRACTION ALGORITHM
For each video shot, if there is at least one active region
inside the shot, all active regions and inactive regions with
a length greater than 24 frames are extracted, and the number
of extracted frames is one frame for each region. If there is
no active region inside the lens, all the areas of the lens are
considered as inactive regions, and a key frame extraction is
performed for an inactive region of the lens.

Assume that the active interval is the interval from frame P
to Q, and the relative entropy of all frames in this interval and
their next frame SS

(
Fbefore,Fbefore+1

)
has been calculated,

where the value of before is P to Q-1. Taking the active
interval as an example, the selection and calculation of key
frames are as follows:

Fkeyframe = argmin
before

|SS
(
Fbefore,Fbefore+1

)
−

∑
SS
(
Fbefore,Fbefore+1

)
/(Q− P)| (15)

TABLE 1. Video information.

V. EXPERIMENTAL VERIFICATION
A. DATA SET SELECTION AND EVALUATION CRITERIA
In order to ensure the accuracy and objectivity of the video
data, this article selected a variety of videos with different
characteristics and made repeated tests to evaluate the motion
vector-based video key frame extraction algorithm proposed
in this article.

In this article, 20 videos of different types of sports such as
football, basketball, gymnastics, and physical education were
tested. Due to space limitation, four video clips are selected as
research cases. The experimental video information is shown
in Table 1.

In the test results of the data set, the number of wrong
selected frames, the number of missed selected frames,
the number of redundant frames and the number of selected
frames are given. The evaluation criterion selects F1- scores,
precision ratio, and recall ratio, and the formula is as follows:

Pr ecision =
TN

TN + FP
(16)

Recall =
TN

TN + FN
(17)

F1− scores =
2Recall∗ Pr ecision
Recall + Pr ecision

(18)

For the evaluation of the display effect in the virtual reality
environment, 20 volunteers were invited to conduct the test.
The devices used in the experiment include a set of high-
performance desktop and virtual reality headset. In order to
prevent the unexpected interference in the experiment from
affecting the accuracy of the experimental results, the key
frame extraction results and the objective evaluation indexes
in this experiment are the mean results after removing the
maximum value after several experiments. The display mode
experiment in the virtual reality environment also averaged
the data of each volunteer for the accuracy of the experiment,
and the final display mode result was the comprehensive
average result of 20 people.

B. THE EFFECT ANALYSIS OF DIFFERENCE ENTROPY AND
IMAGE TWO - DIMENSIONAL ENTROPY IS INTRODUCED
In order to verify the effectiveness of the algorithm pro-
posed in this article, the simulation experiment of key frame
detection for a surveillance video is carried out by using
the neighboring frame subtraction algorithm based on the
difference entropy proposed above.
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TABLE 2. Statistical characteristics of difference image after binarization.

In order to quantify these minor changes in the difference
image, the previous two-dimensional entropy calculation for-
mula of the image was used to calculate the entropy of the
difference image. The calculated results and some statistical
characteristics of the binarization of the difference image
by the adjacent frame subtraction algorithm were shown in
Table 2.

FIGURE 6. Detection results of conventional adjacent subtraction
algorithm.

In the statistical properties shown in Table 1, if the thresh-
old of the conventional adjacent frame subtraction algorithm
is not properly selected, a large number of missing or false
detection phenomena will occur. The former will lead to the
loss of some key video frames containing important changes
in the surveillance video, while the latter will lead to the
retention of a large number of redundant video frames, caus-
ing unnecessary system burden and bringing difficulties to
subsequent key frame retrieval, thus losing the significance
of key frame detection in the surveillance video.

In order to clearly explain the problems of conventional
frame subtraction algorithm in the process of key frame detec-
tion, and thus prove the significance of introducing image
two-dimensional entropy calculation into conventional frame
subtraction algorithm, a group of comparison experiments are
carried out by using conventional frame subtraction algorithm

FIGURE 7. Detection results of adjacent frame subtraction algorithm
based on difference entropy.

FIGURE 8. Detection rate and error matching rate of the three algorithms
for the robustness of irregular motion.

and frame subtraction algorithm based on difference entropy
respectively. The experimental objects are 100 key frame dif-
ference images and 100 redundant frame difference images.
The experimental results are shown in Figure 6. From the
experimental results shown in Figure 6, it is not difficult to
find that after binarization of the redundant frame difference
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FIGURE 9. For the anti-interference performance of lens jitter,
the detection rate and error matching rate of three algorithms are
compared and analyzed in the experiment.

image and the key frame difference image, there is an obvious
aliasing phenomenon after the calculation of the number of
foreground pixels.

Figure 7 shows the experimental results of the adja-
cent frame subtraction algorithm based on the difference
entropy. Results after binarization of redundant frame dif-
ference images and key frame difference images, after two-
dimensional entropy calculation of images, the aliasing
between them is not obvious, and the classification distance
between the two types of image frames is greatly improved.
By comparing the experimental results of the two methods,
it can be seen clearly that the adjacent frame subtraction
algorithm based on difference entropy has better robust-
ness against background interference and can maintain better
detection efficiency and accuracy.

C. THE RESULT ANALYSIS OF ViBe ALGORITHM IS
INTRODUCED
This experiment compares the experimental performance of
background modeling method based on hierarchical code-
book model, mixed Gaussian background modeling method
and ViBe background modeling method in dealing with

FIGURE 10. Multi-target tracking results for high-speed motion.

complex background, and describes the detection rate and
error matching rate in the form of curve for comparative
analysis.

Figure 8 compares and analyzes the detection rate and
error matching rate of the three algorithms for the robustness
of irregular motion. As can be seen from the experimental
results in Figure 8, the three methods have strong detection
performance for this scenario. Among them, the detection
rate of the algorithm in this article is 90% on average, and
the error matching rate is controlled at about 0. 1%.

For the anti-interference performance of lens jitter, the
detection rate and error matching rate of the three algorithms
are compared and analyzed in the experiment. The results are
shown in Figure 9.

As can be seen from the experimental results in Figure 9,
the change of background object position caused by cam-
era jitter is effectively inhibited in the ViBe model method.
In contrast, the ViBe model method achieved the highest
detection rate, which was close to 100% at the end of the
experiment. At the same time, it can also suppress the error
matching rate. In comparison, the mixed Gaussian model
and layered codebook model have poor inhibition ability
in restraining camera jitter. The camera lens jitter can be
regarded as the irregular distribution of pixel features to
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FIGURE 11. Comparison of evaluation indexes of key frame monitoring results under different video scenes.

a certain extent, and the ViBe model has higher detection
rate and lower error matching rate. In order to avoid false
detection caused by screen jitter, the jitter detection module
should be added to the improved algorithm.

D. KEY FRAME EXTRACTION RESULTS
Figure 10 shows the 3d event stream output by the video key
frame. The blue points are the events generated by the motion
changes at the pixels of the array, and the red points show the
motion trajectory of the target in the video key frame, which
can clearly see the motion trajectory of a single target.

In order to objectively and comprehensively evaluate the
monitoring effect of the algorithm in this article, the algo-
rithm in this article and the algorithms in literature [16], [17]
and [18] are statistically analyzed. The specific results of
evaluation indexes are shown in Figure 11.

Figure 11 shows the comparison results of evaluation
indexes of moving target detection algorithms under different
video scenes. It can be seen from the detection results that the
comprehensive evaluation index F1-scores in literature [17] is
the lowest inmost video scenes. This is because literature [17]
only detects the target contour, which generates a lot of
missing detection inside the moving target. In reference [16],
the algorithm did not have an appropriate background update
strategy to update the changed background information,

resulting in a large area of false detection, resulting in a
low accuracy, and thus affecting the F1-scores, the com-
prehensive evaluation index. Compared with the other three
algorithms, the algorithm proposed in this article achieves the
best effect in most scenes. Great progress has been made in
dynamic background and target intermittent motion scenes
through adaptive judgment threshold and ViBe background
model update rate, and the comprehensive evaluation index
F1-scores is also higher than the other three classical algo-
rithms.

E. DISPLAY OPTIMIZATION RESULTS UNDER VIRTUAL
REALITY ENVIRONMENT
In the experiment, for universality, we used the Stroop task
information of the psychological test task to display instead
of the video key frame, so as to prevent the inaccurate display
mode result caused by a single type of image

1) CONTRAST BETWEEN BRIGHT SCENE AND DIM SCENE
The test results showed that different levels of light caused
the following effect: the task appeared in the same position,
and the response time was shorter in the bright scene. This
indicates that the degree of light affects the subjects’ emo-
tional state to a certain extent, thus affecting the subjects’ task
performance efficiency, as shown in Figure 12, the reaction
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time of the subjects when answering the Stroop task question
becomes longer.

FIGURE 12. Relationship between light intensity and reaction time in
different scenes.

At the same time, we found that the effect was more
significant when the exposure to light was a single factor.
Specifically, compared with the indoor scene familiar to the
subjects, the subjects in the unfamiliar outdoor scene had a
lower reaction time prolongation caused by the same degree
of light change. These findings indicate that the change
in the level of light will obviously lead to the decline of
task performance efficiency of the subjects. When there are
other influencing factors (such as environmental familiarity),
the effect of the change in the level of light will be reduced,
but when the level of light is extremely low, it will become
the main factor affecting the response time.

FIGURE 13. Relationship between environmental familiarity under
different lighting conditions and reaction time.

2) COMPARISON BETWEEN FAMILIAR SCENES AND
UNFAMILIAR SCENES
In a more unfamiliar environment, the unfamiliar environ-
ment led tomore time for the subjects to complete the task and
longer reaction time. When the subjects switched from the

familiar environment to the unfamiliar environment, the reac-
tion time was longer, as shown in Figure 13.

This indicates that when the subject changes from familiar
environment to unfamiliar environment as a single influenc-
ing factor, the familiarity of the environment has a certain
influence on the subject’s task performance. Compared with
the familiar environment, the unfamiliar environment leads
to the decline of the subject’s task performance efficiency,
which is manifested as the extension of the response time.
At the same time, when subjects switched from the dim and
familiar indoor classroom scene to the dim and unfamiliar
outdoor scene, the reaction time was slightly improved, but
the change degree was not obvious. Therefore, it can be
known that in the case of extremely low light degree, envi-
ronmental familiarity had a low impact on task performance
efficiency.

VI. CONCLUSION
Video key frame method is a method to extract some
video frames that can reflect the important video content
to form a group of video frame sequences according to
the time sequence. Its purpose is to condense and summa-
rize the original video sequence by extracting key frames.
Firstly, the entropy of adjacent frame difference and the two-
dimensional entropy of image are introduced, and the combi-
nation of the two is used as the measurement of the difference
between video frames. Secondly, outliers are detected by
statistical tools to obtain the lens boundary, thus realizing
the adaptive lens detection of video content. Then, ViBe
algorithm is used to detect the foreground object in the
video sequence and extract the scale-invariant feature trans-
formation features of the foreground moving object. Finally,
the motion vector is introduced, and the similarity of video
frames is calculated according to the defined formula, and
the key frames are extracted in these regions. In addition, this
article also studies the display mode of key frame extraction
results in virtual reality environment. The key frame dis-
play mode of video in virtual reality is optimized mainly by
changing the display mode of information and changing the
scene and testing the result of user task execution. Experi-
mental results show that the proposed monitoring algorithm
improves the video results with rich motion information sig-
nificantly.
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