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ABSTRACT The precise electrical modeling of photovoltaic (PV) module is crucial due to the large-scale
permeation of PV power plants into electric power networks. Therefore, a triple-diode photovoltaic (TDPV)
model is presented to address all PV losses. However, the TDPV is mathematically modelled by a nonlinear
I -V behavior, including nine-parameters that cannot be directly determined from the PVs datasheet due
to the lack data offered by the PV manufacturers. This article presents a new application of the marine
predators algorithm (MPA) to properly extract the electrical parameters of the TDPV model of a PV panel.
The validity of theMPA-based TDPVmodel is widely appraised by the numerical analyses, which are carried
out under various temperatures and solar irradiations. The optimal nine-parameters achieved using the MPA
are compared with that realized by different optimization approaches-based PV model. For a realistic study,
the numerical results and the measured data are compared for the marketable Kyocera KC200GT and Solarex
MSX-60 PV panels. The efficacy of the MPA-based TDPV model is properly executed by checking its
current error with that obtained from various models. With the MPA technology, a highly accurate model of
any marketable PV module can be attained, which represents a new contribution to the sector of PV power
systems.

INDEX TERMS Marine predators algorithm, photovoltaic modeling, photovoltaic power systems, solar
energy, triple-diode model.

I. INTRODUCTION
Globally, clean energy sources have gained great attention
due to tremendous key reasons, including the depletion of
conventional fuels, climate concerns, political issues, and
inclination to live in a friendly environment [1]–[3]. Solar
photovoltaic (PV) technology is regarded as one of the
largest renewable energy sources around the globe. Recently,
huge economical improvements of the PV power industry
have been inserted, resulting in a very pure future of this
prospective energy technology. Key evolutions depicted the
recent progress of the PV power industry. Lately, significant
developments in the PV industry are prospering dramati-
cally, owing to the strict cost reduction in the PV compo-
nents, which points out the huge efforts spent in enhancing

The associate editor coordinating the review of this manuscript and
approving it for publication was Dongbo Zhao.

the efficiency of PV system industry [2]. According to
the recent statistics of the PV market, the global installed
PV capacity reached 512 GW at the end of 2018, which
denotes an increase of 27% compared with 2016’s record.
It is expected that the global installed PV capacity will
attain 2.8 TW by 2030 [4]. This indicates the huge-level
permeation of such PV power systems into the electricity
supply networks. In this regarding, the huge-scale PV power
systems interlinked to the electricity networks need a rig-
orous study and precise modeling of PVs to address and
analyze the dynamic impact of such PVs on the electric
power system performance under different temperatures and
irradiations, the performance of shaded PVs, and transient
network situations. The PV module is mathematically sim-
ulated by a nonlinear I -V relationship, including a large
number of unknowns due to the inadequate data offered by the
PV manufactures [5].
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The PV cell is a junction of P-N semiconductor material,
which have three different regions, i.e., quasi-neutral, space-
charge, and defect regions. These regions have diffusion and
recombination losses of the charge carriers. The PV model
should express all losses in the PV cells. The ideal PV model
is executed by a cell-generated photocurrent (IPV ), which is
relevant to the solar irradiation that falls on it. However, real
IPV diverges because of the visual and electric losses within
the P-N junction of the PV cell, leading to a single-diode PV
(SDPV) model [6]. This model can represent the diffusion
and recombination losses in the quasi-neutral region of emit-
ter and majority zones. The main features of the SDPVmodel
are the simple structure and its fast dynamic behavior. For
achieving an accurate modeling of the PV panels, a double-
diode PV (DDPV) model is presented to appear the losses
in the quasi-neutral and space-charge of the P-N junction.
In the recent decade, a triple-diode PV (TDPV) model came
into sight to address the previous losses and recombination in
defect regions and grain boundary, which represent all losses
in three regions of the P-N junction of the PV cell, leading
to a precise modeling of such PVs [7]. In the TDPV model
of PV modules, there are nine parameters, which are IPV ,
series resistance (Rs), parallel resistance (Rp), ideality factor
for each diode (a1, a2, a3), and leakage current for each diode
(Io1, Io2, Io3) [1]. Notably, the ideality factor is set for each
non-ideal diode to attain the best I -V characteristic curve
and its value is between 1 and 2 based on the material type
and the physical construction of the PV cell [6]. Besides,
it depends on the exact bulk recombination mechanism due
to the boron-oxygen defect or the interstitial iron. Therefore,
the using of these factors leads to achieve a precise modeling
of such PVs [8]. It is essential to properly extract the nine
parameters to achieve influential and precise PV model that
plays a decisive role in the dynamic behavior of grid-tied
PV systems through simulation analyses.

Different approaches have been employed to fine-tune
such unknown parameters of the PV model. In the recent
literature survey, SDPV and DDPV models of PV modules
are widely studied because of their lower unknownswhich are
determined using analytical techniques, iterative approaches,
and meta-heuristic optimization approaches. Analytical tech-
niques are applied to estimate the PV parameters using
different selected-points, which are attainable from the
PV datasheet, such as short-circuit current point (ISC ), open-
circuit voltage point (Voc), and maximum output power (Pm).
Although thesemethods have a fast convergence speed and do
not need any measurements, some derivations and approxi-
mations are integrated for reducing the number of unknowns,
such as neglecting Rp [9], the initial values of Rp [10] and
Io [11], a Lambert function approach [12], and using the
linear least-squares method [13]. However, these approaches
suffer from the complexity and require various differentia-
tion of dynamic equation, resulting in unrealistic solution.
The analytical and meta-heuristic approaches are integrated
to properly extract the DDPV model parameters of the
PVmodules [14], [15]. Moreover, several iterative algorithms

are proposed to optimally fine-tune the unknown parameters
of PVmodels such as Gauss-Seidel method [16] and Newton-
Raphson with maximum likelihood estimator [17]. Notably,
the previous mentioned approaches lack accuracy, leading
to inexact values of these parameters due to the high non-
linearity and multi-variable of such PV model [7], [8].

Recently, meta-heuristic approaches are developed to opti-
mally attain the electrical parameters of different PV models
of PV modules by minimizing the proposed cost functions.
Genetic algorithm (GA) [18], hybrid trust-region-reflective
algorithm [19], whale optimization algorithm (WOA) [7],
improved WOA [20], improved chaotic WOA [21], hybrid
firefly algorithm and pattern technology [22], and other
heuristic algorithms [23]–[27] are widely applied to mini-
mize the root mean square error and extract the PV model
parameters. Moreover, a social network optimizer algo-
rithm [28], a self-adaptive teaching-learning algorithm [29],
and a multi-strategy success-history-based adaptive
differential evolution [30] are presented to identify the
parameters of different PV models. Various objective
functions-based datasheet values have been proposed and
utilized meta-heuristic approaches to overcome the pre-
vious mentioned problems, including bacterial foraging
algorithm [31], differential evolution algorithms [32], [33],
and shuffled frog leaping algorithm [34]. However, these
techniques are not effective due to the range selection of
upper and lower bounds of parameters, particularly the dark
saturation current, which is sensitive because of its small
values in micro-amperes.

At present, the TDPV model of the PV module has been
utilized for precise modeling of the PV losses. The TDPV
model includes nine-parameters, which are hardly to be rec-
ognized using analytical approaches due to the multi-variable
and low number of nonlinear equations. Therefore, the opti-
mization techniques play a vital role to identify these
unknowns by minimizing the objective function. In the recent
literature, various meta-heuristic optimizers are employed to
properly extract the nine-parameters of the TDPV model like
the sunflower optimization algorithm (SOA) [35], moth flame
algorithm [36], WOA [7], harris hawks optimization algo-
rithm [8], coyote optimization algorithm [37], and grasshop-
per optimizer algorithm (GOA) [38]. Besides, the integrated
equation analysis and the SOA were presented to determine
these parameters of the TDPV model [39]. According to
the no free lunch theory, no optimizer can optimally reach
the global optimum solution for all problems, which pro-
motes the researchers to use various optimizers for extracting
the unknowns of the TDPV model. This appears the main
motivation of the authors to utilize the marine predators
algorithm (MPA) to minimize the proposed objective func-
tion and hence extract the optimal nine-parameters of the
TDPV model.

The MPA is a novel nature meta-heuristic algorithm, sim-
ulated in 2020 by Faramarzi, et al [39]. It is motivated by
the prevalent foraging pattern in ocean predators and the
optimal confrontation rate policy in the relation between the
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predator and the prey in marine ecosystems [39]. In MPA,
the predator is looking for the prey, and at the meantime,
the prey itself is searching for its food [40]. The predator
and prey are sighted as search representatives. The marine
predators follow the survival of the fittest strategy to increase
their encounter rates with prey in marine ecosystems. In the
stochastic process of meta-heuristics algorithms, such as the
MPA, the next position is based on the current position
and the transition probability to the next position. Different
strategies have been presented to describe the behavior of
marine predators. However, the tradeoff between the Lévy
strategy and Brownian helps in finding the best optimization
strategy that describes the MPA optimization process [39].
The velocity ratio of prey to predator is the key factor in
transferring the optimization process from a stage to another.
The high-velocity ratio is the prominent feature in the first
stage, while the unity and low-velocity ratios are noticeable
marks for the second and third stages. The MPA is a powerful
heuristic algorithm that involves several merits, such as the
lower number of designed variables, simple procedure, low
computation encumbrance, significant convergence speed,
near-global solution, flexibility, independence to the prob-
lem, and the gradient-free nature [40]. Recently, the MPA
approach was successfully applied in many fields with the
purpose of design optimization. The MPA was developed to
design a robust strategy for large-scale PV array reconfigura-
tion to mitigate the partial shading effect on the Performance
of PV System [40]. In addition, the MPA was applied in
forecasting the confirmed cases of Covid-19 [41]. Moreover,
a hybrid Covid-19 detection model based on an improved
MPA approach for X-Ray image segmentation was presented
in [42]. Therefore, the MPA can be nominated as a superior
algorithm that can be applied to solve many problems in the
electric power systems.

This article presents a novel application of the
MPA approach to minimize the proposed objective function
with the purpose of extracting the unknown nine-parameters
of the TDPV model of a PV panel. The validity of the
MPA-based TDPV model is widely appraised by the numer-
ical analyses, which are implemented under various temper-
atures and solar irradiations. The optimal nine-parameters
achieved using the MPA are compared to that realized by
various optimization approaches-based PVmodel. For a real-
istic study, the numerical results and measured data are par-
alleled for two marketable Kyocera KC200GT and Solarex
MSX-60 PV panels. The efficacy of the MPA-based TDPV
model is properly executed by checking its current error with
that obtained from variousmodels.With theMPA technology,
a precisemodel of anymarketable PVmodule can be attained.
This appears a new contribution to the sector of the PV power
systems. According to our knowledge, the MPA-based solar
cell parameters extraction has not till now been mentioned in
the solar literatures.

The article is organized as follows: Section II describes the
model of PV module. In Section III, the objective function
formulation is proposed. The MPA technology is clearly

presented in Section IV. Section V depicts the simulation
analyses and discussion. Finally, Section VI draws the con-
clusion.

II. MODEL OF PV MODULE
The precise electrical TDPV model of PV modules is offered
for the PV power system simulation studies. The TDPV
model is represented by photo-current source, three par-
allel diodes, and shunt and series resistances, as depicted
in Fig. 1 [1], [7]. The PV panel has a nonlinear I-V relation-
ship that can be expressed as follows [7], [8]:

I = IPV − IO1

{
exp

[
V + IRs
a1Vt

]
− 1

}
− IO2

{
exp

[
V + IRs
a2Vt

]
− 1

}
− IO3

{
exp

[
V + IRs
a3Vt

]
− 1

}
−
V + IRs
Rp

(1)

FIGURE 1. Equivalent circuit of TD model of PV module.

where IPV is the cell-generated photocurrent, IOi stands for
the leakage current of a diode i, ai is an ideality factor for
diode i, where i is the diodes number, e.g., i = 1, 2, 3,
V and I are the output voltage and the produced current
of the PV module, respectively. Rs and Rp are the series
and parallel resistances, respectively, and Vt = NsKT/q.
Ns equals the total number of cells in such panel, K is a
Boltzmann coefficient (1.3806503e−23J/K), T stands for the
temperature of PV panel [K], and q denotes the electron
charge (1.60217646e−19C).

The remarkable points of the I -V characteristic, which are
set in the PV datasheet, are ISC , VOC and Pm. Notably, several
relations are proposed to depict the I -V relationship of differ-
ent PV models of PV module under different environmental
conditions as follows [43], [44]:

IPV =
(
IPV ,n + Ki1T

) G
Gn

(2)

IO = IOn

(
T
Tn

)3

e

{
qEg
aK

[
1
Tn
−

1
T

]}
(3)

Eg = Eg,n (1− 0.0002677)1T (4)

Rp = RP,n
G
Gn

(5)

where the variable subscript by n represent that these vari-
ables are determined at standard test conditions (STC). In the
STC, T = 25◦C and solar irradiation equals 1000 W/m2.
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Ki denotes the short circuit current-temperature factor,
1T denotes the change between real and rated temperatures,
G stands for the real solar irradiance, and Eg is the material
band gap. Eg,n = 1.211 eV for the silicon cell [1], [2], [38].
Therefore, enormous efforts should be spent to extract the
proper values of unknowns of the PV model. In this study,
the unknown parameters of the TDPV model of PV panel
are nine-parameters, which are IPV , RS , RP, IOi and, ai where
i = 1, 2, 3.

III. OBJECTIVE FUNCTION FORMULATION
The electrical parameters of the TDPV model of PV module
can be identified using the optimization approach, which
essentially needs a definition of the objective function. The
proper structure of the objective function is essential for
precise identification of unknown parameters. The extracted
parameters should guarantee that the model exactly simulates
the PV panel. In this study, a novel objective function is
proposed to optimally design the nine-parameters of such
TDPV model. The current error, which represents the differ-
ence between the estimated and experimental model currents,
is employed in this objective function. The objective function,
ε, is the sum of three terms, which are the absolute current
error, the squared current error, and the current error to the
power of four. The ε is mathematically expressed as follows:

ε=

N∑
k=1

|fk (V , I , φ)|+
N∑
k=1

f 2k (V , I , φ)+
N∑
k=1

f 4k (V , I , φ) (6)

where N denotes the sample number of the measured data,
φ denotes the design variable vector including nine-parameters
of such model that required to be computed. In the TDPV
model, the fk (V , I , φ) represents the current error, which is
the difference between the measured current value and the
estimated model current. The fk (V , I , φ) can be mathemati-
cally expressed as follows:

fk (V , I , φ) = IPV − IO1

{
exp

[
V + IRs
a1Vt

]
− 1

}
− IO2

{
exp

[
V + IRs
a2Vt

]
− 1

}
− IO3

{
exp

[
V + IRs
a3Vt

]
− 1

}
−
V + IRs
Rp

− Imeasured (7)

where φ =
{
IPV , IO1, IO2, IO3,Rs,Rp, a1, a2, a3

}
Imeasured denotes the current measured from the PV panel.

The MPA technology is then employed to minimize the
objective function, ε, to properly estimate these parameters.
The principle MPA code is built with the help of using
MATLAB environment [45].

IV. THE MPA TECHNOLOGY
MPA depends on the survival of the fittest strategy, in which
predators have to select the optimum theory to exceed the
confrontation rates related to the prey. In MPA, the predator

is looking for the prey, and at the meantime, the prey itself
is searching for its food [40]. Generally, the foraging strategy
of many animals is a stochastic strategy, in which the next
location relies on the current location and the probability
transition to the next position. This optimal strategy has been
developed by the marine ecosystem and has been selected
by predators for surviving. The marine creatures, including
sharks, swordfish, and tunas exhibit Lévy-like behavior in
searching for prey, as the optimal search strategy for patchy
prey in nature. The predators employ a Lévy approach in areas
having lower gathering of prey and they use the movement of
Brownian in an environment correlated to bountiful prey.

The MPA is a population-based approach. The initial ran-
domization of the MPA is similar to different meta-heuristics
algorithms, in which the candidate’s position is updated as
follows:

Xo = Xmin + rand (Xmax − Xmin) (8)

where Xmax and Xmin represent the upper and lower limit of
design variable, respectively, and rand represents a random
vector that its upper and lower bounds ∈ [0, 1].
According to the survival of the fittest strategy, top preda-

tors have highly gifted in the foraging process. Therefore,
the optimal solution is specified as a top predator to arrange
Elite. Such Elite supervises of seeking and finding the prey
related to the knowledge of prey’s locations.

Elite = [X I1,1X
I
1,2X

I
1,d ; .......;X

I
n,1X

I
n,2X

I
n,d ] (9)

where
−→
X I is a vector of top predators that reproduced n times

to arrange Elite. The variables n and d represent the agents
number and dimensions, respectively. Such Elite is updated
for each iteration if the top predator is replaced by another
one that is better.

The Prey is arranged similar to the Elite’s dimension,
in which the predators update their positions related to it.
Simply, the initialization process establishes the initial Prey,
where the fittest predator arranges the Elite. The Prey is
depicted by the following:

Prey = [X1,1X1,2X1,d ; ......;Xn,1Xn,2Xn,d ] (10)

where Xi,j is the j-th dimension of i-th prey. The optimization
process mainly depends on the Elite and the Prey. Notably,
the MPA applies random variables and operators for search-
ing along with avoiding stuck into local minima.

A. MPA OPTIMIZATION PROCESS
In the MPA optimization process, three different phases are
implemented in such process considering the entire life of
the predator and prey in nature. The velocity ratio of prey
to predator is the key factor in transferring the optimization
process from a stage to another. The high-velocity ratio is
the prominent feature in the first stage, while the unity and
low-velocity ratios are noticeable marks for the second and
third stages. A specific period of iteration is defined for
each phase. These steps are assigned related to the rules
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governed on the nature of predator and prey movement while
mimicking the movement of predator and prey in nature. The
three stages are discussed as follows [39]:

1) STAGE NO. 1: (HIGH-VELOCITY RATIO)
This stage happens when the prey is moving faster than the
predator (a high-velocity ratio). Such scenario occurs in
the initial iterations of the optimization process, in which the
exploration issues are important. In the high-velocity (v≥10),
the predator does not move, and the prey moves very fast
searching for its food. The mathematical model of such phase
is depicted as follows [39], [40]:

For Iter < 1
3 IterMax

−−−−→
stepsizei = ERB ⊗

(
−−→
Elitei − ERB ⊗

−−→
Preyi

)
(11)

where, i = 1, 2, . . . .n
−−→
Preyi =

−−→
Preyi + P.ER⊗

−−−−−→
stepsizei (12)

where v is the velocity ratio of prey to predator. ERB denotes
a vector related to the normal distribution, illustrating the
Brownian movement. Symbol ⊗ points out the entry-wise
multiplications. P is a constant value of 0.5, and R denotes a
vector that has random numbers of [0,1]. Iter and IterMax are
the current and maximum iterations, respectively. This sce-
nario occurs in the 1/3 iterations of the optimization process,
where the step-size or movement speed is high for the high
exploration ability [32].

2) STAGE NO. 2: (UNITY-VELOCITY RATIO)
In this stage, the predator and prey move at the same veloc-
ity. This scenario mimics that the predator and prey search
for their food. That phase happens in the middle of the
optimization process. In such scenario, the exploration and
exploitation have half populations. In such scenario, the prey
is in charge of exploitation and predator is responsible for
exploration. For v ≈ 1, the prey moves in Lévy, while the
predator moves in Brownian. This phase is mathematically
described as follows [39]:

For 1
3 IterMax < Iter < 2

3 IterMax
For the first half of the population;

−−−−→
stepsizei = ERL ⊗

(
−−→
Elitei − ERL

−−−−→
⊗Preyi

)
(13)

where, i = 1, 2, . . . .n/2
−−→
Preyi =

−−→
Preyi + P.ER⊗

−−−−−→
stepsizei (14)

where ERL denotes a vector of random numbers related to
Lévy movement. The ERL

−−−−→
⊗Preyi mimics the prey motion with

Lévy approach, where incorporating the step size of the prey
location can mimic the prey motion.
For the second half of the population;

−−−−→
stepsizei = ERB ⊗

(
ERB
−−−−→
⊗Preyi −

−−→
Preyi

)
(15)

where, i = n/2, . . . .n
−−→
Preyi =

−−→
Elitei + P.CF ⊗

−−−−→
stepsizei (16)

where CF=
(
1− Iter

IterMax

) (
2 Iter
IterMax

)
is an adaptive variable

for controlling the step size of the predator motion. The
ERB
−−−−→
⊗Preyi mimics the predator motion by the Brownian

approach, where the prey can update its location based on the
predator motion in Brownian motion.

3) STAGE NO. 3: (LOW-VELOCITY RATIO)
On such phase, the predator moves faster than the prey. This
is the last scenario in the optimization process that is related
to the high exploitation process. In low-velocity ratio
(v=0.1), the predator moves in Lévy. Such phase is mathe-
matically described as follows [39]–[41]:

For Iter > 2
3 IterMax

−−−−→
stepsizei = ERL ⊗

(
ERL
−−−→
⊗Elitei −

−−→
Preyi

)
(17)

where, i = 1, . . . .n
−−→
Preyi =

−−→
Elitei + P.CF ⊗

−−−−→
stepsizei (18)

The ERL
−−−−→
⊗Elitei mimics the predator motion by Lévy

approach, while the step size is incorporated to Elite location
to simulate the predator motion with the purpose of updating
the prey’s position.

B. EDDY FORMATION AND FADs’ EFFECT
The eddy formation or Fish Aggregating Devices (FADs)
effects are environmental matters that change the behavior
of the marine predators. Based on the Filamlter’ study [46],
sharks take 80% of time in the near of FADs, and they
take a long jump in various directions to probably find a
region with another prey distribution in the rest 20% of their
time. The FADs are local minima and have effect within
the search space. The FADs effect is applied in the MPA to
avoid trapping in the local optimum solutions, and can be
mathematically expressed as follows [39], [41]:

−−→
Preyi=



−−→
Preyi + CF

[
EXmin+ER⊗

(
EXmax− EXmin

)]
⊗ EU

if r ≤ FADs
−−→
Preyi+[FADs(1− r)+ r]

(
−−→
Preyr1−

−−→
Preyr2

)
if r ≥ FADs

(19)

where FADs is chosen 0.2. EU is a vector that has arrays
of zeros and ones. This vector is arranged by producing a
random vector in [0,1] and varying this array to zero value
if the array is <0.2 and to one if it is >0.2. r ∈ [0,1].
EXmax and EXmin are the vectors including upper and lower
bounds of the dimensions. The subscripts (r1 and r2) stand
for random indexes of Prey matrix.

C. MARINE MEMORY SAVING
The predator has a good memory to remember the location,
where it has successfully been in foraging. After the Prey
is updated and the effects of FADs are accomplished, this
matrix is estimated to the fitness for updating Elite. For each
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solution, the current fitness is compared to its previous value,
and it can be replaced if it is better. In this case, the solution
quality is improved [39]–[41]. Fig. 2 depicts the pseudo-code
of MPA.

FIGURE 2. Pseudo-code of the MPA approach.

V. SIMULATION ANALYSES AND DISCUSSION
The proposed MPA technology is employed to extract
the electrical parameters of any commercial PV module.
In the current article, the MPA-TDPV model is applied to
find the electrical parameters of two famous practical PV
modules, which are Kyocera KC200GT [47] and Solarex
MSX-60 [48]. The main goal of using these well-known
modules is to check the validity of the offered TDPV
model. The characteristics of such practical PV panels,
which are the short-circuit current point (ISC ), the open-
circuit voltage point (Voc), the maximum output power of
PV panel (Pm), the maximum output current of PV mod-
ule (Im), the maximum output voltage of PV panel (Vm),
the number of series PV cells in PV module (Ns), the short-
circuit current-temperature factor (Ki), and the open-circuit
voltage-temperature factor (Kv), are recorded under the STC,
as depicted in Table 1.

In this study, the MPA algorithm is employed to mini-
mize the fitness function, ε, in (6), where the number of
iterations is set 1000. In the MPA approach, the number
of search agents is 25, and the number of design variables
is 9. The settings of the optimal parameters of MPA are
compromised between the algorithm precision and its intri-
cacy. These settings are always selected by the trial and
error method, which is the most commonly used approach
in the industry for adjusting the meta-heuristic algorithm
parameters. After multiple runs in the optimization process
for the aforementioned well-known PV panels, the MPA was
terminated where the lowest fitness function value was finally
satisfied. The convergence curves of the best fitness value
of the objective function using the MPA approach for the

TABLE 1. Datasheet of two commercial PV modules at the STC.

FIGURE 3. Fitness function convergence. (a) KC200GT. (b) MSX60.

two PV panels are depicted in Fig. 3(a) and (b). It can be
noted here that the MPA approach has a fast convergence
speed. Besides, these graphs are smoothly converged and
records lower fitness values of 1.245e-14 and 7.458e-13
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for KC200GT and MSX-60, respectively. The optimization
work and numerical results of this study are implemented
using MATLAB 2016b [45]. Furthermore, a large number
of independent runs around 50 of the proposed approach
are performed to confirm the robustness of the proposed
MPA technology. In this regard, the values of standard devi-
ation, median, and variance through 50 individual runs are
in close proximity to zero, which indicates the superiority
and the adequate design of the MPA approach. The optimal
design variables of the TDPV model for the KC200GT and
MSX-60 PV panels are indicated in Table 2. Moreover,
a fair comparison is done to confirm the validity of these
optimal parameters of the offered TDPV model. In this
regard, the optimal parameters of theMPA approach are com-
pared with that achieved using the SOA, simulated anneal-
ing (SA), WOA, and GOA for the two well- known PV
modules, as depicted in Tables 3 and 4. Note that, the optimal
nine-parameters of TDPV model using the proposed MPA
approach are nearly close to that obtained of other different
algorithms for the two practical PV panels, and they are in
an agreeable range of PV modelling preciseness. Besides,
the optimal parameters are within acceptable range and there
is no violation of the constraints of each variable. Futher-
more, the fitness value of the proposed MPA-TDPV model
is lower than that achieved using other approaches. So, the
MPA-TDPV model is a competitive approach to the afore-
mentioned established models. This reflects the superiority
and the adequate design of the MPA.

TABLE 2. Optimal parameters using MPA-based proposed approach.

Furthermore, the proposed MPA-TDPV model is vali-
dated by comparing its numerical results with the measured
data under different temperatures solar irradiations. The
I -V and P-V behaviors of the offered MPA-TDPV model
are compared with their measured data of the KC200GT
PV module under various temperatures, as indicated
in Fig. 4(a) and (b). These results are obtained under constant
G = 1000 W/m2. It is obviously recognized here that the
numerical outcomes of the proposed MPA-TDPV model
aligned with the experimental results. That indicates the
efficient performance of the TDPV model of the PV panel.
In addition, the I-V and P-V behaviors of the MPA-TDPV

TABLE 3. Comparison of optimal TDPV model parameters for KC200GT.

FIGURE 4. Numerical results and experimental data of the KC200GT PV
module under different T, G = 1000W/m2. (a) I-V curves. (b) P-V curves.

model as compared with their experimental results of the
KC200GT PV module under various irradiations are illus-
trated in Fig. 5(a) and (b).
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FIGURE 5. Numerical results and experimental data of the KC200GT PV
module at different G, and T=25 ◦C. (a) I-V curves. (b) P-V curves.

TABLE 4. Comparison of optimal TDPV model parameters for MSX-60.

Notably, no deviations exist between the numerical and
measured results. This reflects the efficacy of the novel
MPA-TDPV model. The I-V and P-V relationships for

FIGURE 6. Numerical and experimental results of the MSX-60 PV module
under different T, G = 1000W/m2. (a) I-V curves. (b) P-V curves.

a MSX-60 PV module that are achieved under constant
G = 1000 W/m2 and different temperatures using the
proposed approach are compared with their experimen-
tal results, as illustrated in Fig. 6(a) and (b). Note that,
the numerical results of the offered TDPV model using
the MPA approach are very close to the experimental
data. These comparisons can estimate the proposed TDPV
model of PV panels and fairly access the effectiveness of
the MPA.

It is worthy for noting here that all the measured data of
the practical PVmodules are realized on the outer surface of a
Campus building roof. Fig. 7(a) depicts a practical KC200GT
PV module used in the experimental test. The real PV panels
are put into an open-glassed container, where a circulated cold
or hot water is utilized in adjusting the ambient temperature
of the PV modules, as clarified in Fig. 7(b). The experimen-
tal test was implemented during all day on 14 June 2017,
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FIGURE 7. Experimental set-up. (a) Real KC200GT PV panel in the
laboratory. (b) Temperature control of the PV.

in Faculty of Engineering, Ain Shams University, Cairo,
Egypt. For both real PV modules, the I and V values are
recorded under different environmental conditions using
an ammeter and voltmeter measuring devices. Besides, the
I and V values are measured at short-circuit, open-circuit,
and various load conditions, where a variable resistor with a
nominal value of 39� is utilized. A silicon cell Pyranometer
SP-110-SS is utilized to measure the solar irradiation.
The SP-110-SS has a calibration element of 5 W/m2

per mV and the calibration uncertainty is ±5%. In addi-
tion, the temperature is precisely recorded using a
high probe infrared electronic thermometer temperature
instrument with an accuracy of ±1◦C, and its range
is [−32, 550 ◦C].
For more verification of the offered model, the abso-

lute current error (ACE) of the MPA-TDPV model relating
to the measured data is paralleled with other approaches.
The ACE of the proposed MPA approach as compared
with the WOA [7] and the iteration method [49] for
both the KC200GT and MSX-60 PV modules are pointed
out in Fig. 8(a) and (b). It can be noticed here that
the ACE of the MPA-TDPV model is very smaller than
that of other approaches. So, the MPA-TDPV model is
superior to these models, especially at the maximum
power point and enclosure all practical applications of the
PV modules. Thus, the high-efficiency and accuracy of
the MPA-TDPV model reflect the suitable design of the
MPA technology.

FIGURE 8. ACE of PV module. (a) KC200GT. (b) MSX-60.

VI. CONCLUSION
This paper has presented a novel objective function and a
new application of the MPA approach to properly extract the
nine-parameters of the TDPVmodel of the PVmodule. In this
study, the main target is to obtain an accurate PV model for
any commercial PV panel, which plays an essential role in the
simulation studies of the grid-connected PV power systems.
The mathematical modeling of the TDPV is expressed by
a nonlinear I-V relationship, including nine-parameters that
cannot directly determined from the PVs datasheet due to
the shortage data offered by the PVs manufacturers. In this
study, the problem formulation was expressed by the sum of
three terms, which are the absolute current error, the squared
current error, and the current error to the power of four. The
main objective of the optimization problem is to minimize
this function which represents the current error. The MPA
technology was successfully utilized to minimize the objec-
tive function, obtaining the nine-parameters of the TDPV
model of the PVmodule. Various comparisonswere exhibited
to check the efficacy of the offered TDPV model using the
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MPA technology. The proposed algorithm was successfully
employed to optimally design the parameters of two mar-
ketable KC200GT and MSX-60 PV modules. The optimal
parameters, realized using the MPA-TDPVmodel, are coher-
ent with that achieved using other different algorithms, where
the MPA approach has recorded lower optimal fitness values
of 1.245e-14 and 7.458e-13 for KC200GT and MSX-60 PV
modules, respectively. Furthermore, the simulation outcomes
of the MPA-TDPV model concur with the measured data
for these well-known PV panels under several environmental
situations. The ACE of the MPA-TDPV model indicates a
lower value than other PV models for the marketable PV
panels. This points out the superiority, efficacy, and robust-
ness of the proposed approach for achieving a precise TDPV
model-based PV panel. With the help of the MPA approach,
an accurate modeling of anymarketable PV panel can be real-
ized. Moreover, the MPA technology can be further extended
to solve different optimization problems in the power system
applications, energy storage devices, and smart grids.
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