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ABSTRACT Pansharpening is an effective technology to obtain high resolution multispectral (HRMS)
images by fusing low resolution multispectral (LRMS) images and high resolution panchromatic (PAN)
images. With the rapid development of deep learning, some pansharpening methods based on deep learning
have been proposed. Although fused images are greatly improved, there are still some areas for improvement.
For example, the spectral preservation is not good enough and the details of fused images are not rich
enough. To address the above problems, a two-stage pansharpening method based on convolutional neural
network (CNN) is proposed. In the first stage, image super-resolution technology with residual block is used
to enhance LRMS. In order to preserve spectra, inspired by the SAM (spectral angle mapper) index, a new
spectral loss function is proposed. The second stage is the fusion stage. Detail injection block is proposed
by combining detail injection and CNN in this stage. Experiments on WorldView2 and GeoEyel images
demonstrate that our fused images present more spatial details and better spectra by comparing with existing

methods.

INDEX TERMS Pansharpening, detail injection block, residual learning, convolutional neural network.

I. INTRODUCTION

Remote sensing images are widely used in many fields such
as classification and detection. Panchromatic (PAN) images
and multispectral (MS) images are acquired simultaneously
by some satellites such as WorldView2 (WV2), WorldView3
(WV3), QuickBird (QB), and GeoEyel (GE1). Due to the
limitations of some objective conditions, the PAN image with
high spatial resolution contains little spectral information.
Although the MS image presents large amounts of spectral
information, its spatial resolution is usually only one fourth of
the corresponding PAN image. Only PAN image or MS image
could not meet practical needs, and high resolution multi-
spectral (HRMS) images are needed. Pansharpening aims to
provide HRMS images by fusing low-resolution multispec-
tral (LRMS) images and PAN images [1].

In the past few decades, many pansharpening methods
have been proposed. There are four representative cate-
gories: component substitution (CS) [2], multi-resolution
analysis (MRA) [3], sparse representation and deep learning.
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CS-based methods first transform MS image into another
space, which can separate the spatial structure and
spectral information into different components. Subse-
quently, the component with spatial structure of trans-
formed MS image is replaced by the PAN image. The
classic CS-based methods include intensity-hue-saturation
(IHS) fusion method [4], principal component analy-
sis (PCA) fusion method [5], and Gram-Schmidt (GS)
fusion method [6]. CS-based methods can obtain rich detail,
but the spectral distortion is usually serious. The core of
MRA-based methods is multi-scale detail extraction and
injection. In general, the spatial details are firstly extracted
from the PAN image by MRA, and then injected into the
up-sampled multispectral (UPMS) images. The widely used
MRA methods include the Laplacian pyramid [8], wavelet
transform [9]-[11], curvelet transform [12], non-subsampled
contourlet transform [13], [14], sheartlet transform [15], and
non-subsampled sheartlet transform (NSST) [42]. Compared
with CS-based methods, MRA-based methods present better
spectra. To combine the advantages of different pansharp-
ening methods, some hybrid approaches [16], [17], [49] are
proposed. In [49], Kwan ef al. proposed a fusion strategy for
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WV3 satellite images and a new no-reference image index
GQNR by combining the remote sensing image index (D)
and the natural image quality index (NIQE).

In the past few years, sparse representation has drawn
significant research interest [32]. The core idea of sparse
representation is that image can be represented as linear com-
bination of the fewest atoms in an over-complete dictionary.
Some pansharpening methods based on sparse representation
were proposed in [32]-[36]. Ayas et al. took texture infor-
mation into account in the fusion process, which protects
spectra and details better [35]. Gogineni et al. proposed a
multi-scale learned dictionary for high frequency compo-
nent [36]. Although the pansharpening methods based on
sparse representation achieve good performance, they are
usually time consuming.

In recent years, remote sensing fusion methods based
on convolutional neural network (CNN) received lots of
attention. Some CNN-based pansharpening methods have
been proposed, e.g., pansharpening by convolutional neu-
ral networks (PNN) [19], Target-PNN [20], multi-scale and
multi-depth network (MSDCNN) [21], deep network for pan-
sharpening (PanNet) [22], remote sensing image fusion with
deep convolutional neural network (RSIFNN) [23], convo-
lutional autoencoder-based MS fusion (CAE) [41]. In [48],
CNN is used to estimate the degradation blur kernel of
MS images, which improve the adaptivity of pansharpening
method. Although MS/Hyperspectral (HS) image fusion is a
relatively new topic in remote sensing, a number of relevant
literatures have been published. In [43], 3-D CNN was used to
fuse MS and HS images. Two branches network was proposed
in [44]. Before fusing MS and HS images, two branches
are used to extract spectral and spatial information from HS
and MS images, respectively. Han et al. proposed a HS and
MS image fusion method by combining cluster and multi-
branch neural networks [50]. Super-resolution and hybrid
color mapping were combined to fuse a high-resolution color
image and a low-resolution HS image in [51]. Compared
with traditional CS-based and MRA-based algorithms, the
CNN-based methods significantly improve the pansharpen-
ing performance. There are still some problems in these
methods. For example, both Target-PNN and RSIFNN lack of
specific detail processing, which results in that the details of
fused images are not sharp enough. Although PanNet sharp-
ens spatial details, the relationship among spectral channels
of MS image is not considered, which may result in some
spectral distortion.

In order to preserve spectra and enrich details of fused
images, we propose a two-stage pansharpening method with
a new spectral loss function based on the following three
motivations.

1. In general, the UPMS images are directly used to
fuse with PAN images in the pansharpening methods based
on CNN. However, this way does not make full use of
UPMS images, which may result in spectral distortion. Our
method includes super-resolution stage and fusion stage. The
super-resolution stage with residual block is used to enhance
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the spatial resolution of UPMS images and preserve spectra.
In fusion stage, multi-level detail injection network is pro-
posed to further enhance the spatial details of super-resolution
MS images.

2. The idea of detail injection was used in traditional
methods and got good performance. We combine CNN and
the idea of detail injection.

3. MSE (mean square error) is commonly used as the loss
function between the super-resolution image and reference
image. But MSE is a pixel-wise loss and lacks the relation-
ship among spectral bands, which lead to spectral distortion.
In order to reduce spectral distortion, we propose a new
spectral loss function inspired by SAM index.

The remainder of this paper is organized as follows.
Section II is related work, which describes detail injection,
pansharpening and super-resolution with residual learning.
The proposed method is presented in Section III. Section IV
gives the experimental results and analysis. Finally, Section V
gives conclusion and future work.

Il. RELATED WORK

A. DETAIL INJECTION FOR PANSHARPENING

In traditional methods [1], the details of PAN image can be
injected UPMS image as follows:

1\//I\Sk ka+gk xPy k=1,2,---,K
Py =P—-Pp, (1)

where ﬁék and l\//I\Sk represents the k-th band of the UPMS
image and the fused image, respectively, K is the number of
bands, P denotes the PAN image. Py and P represent the
approximation and detail part of PAN image, respectively,
and gy is the injection weight.

According to the formula (1), pansharpening can be
decomposed into the following steps. First, the appropriate
P, should be obtained. Its spatial resolution is the same
as that of HRMS image. In general, the approximation part
P; is obtained by low-pass filtering, and Py is created by
subtracting the low-pass approximation of PAN image from
PAN image [37]. However there exist obvious differences
between the details of PAN and MS images, because the
spectral range of PAN images and each band of MS images
is different. In order to get required detail image, we need to
multiply Py by a weight gi, which influences the spectral
and spatial quality of fused images. Therefore, Py and g
are important for generating excellent pansharpened images.
Some detail injection-based methods have been proposed.
BDSD [18] is representative injection algorithm. Liu et al.
proposed locally linear detail injection method [38], which
is based on the assumption that the spatial details of each
band of MS image can be locally and linearly represented by
the spatial details of PAN images. In [39], the PAN image
is decomposed into a low-frequency layer, an edge layer,
and a detail layer. The edge layer and the detail layer are
injected into the MS image by a proportional injection model.
In [40], the spatial details are first extracted from the MS
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and PAN images. Then the details are sparsely represented.
In order to refine joint details, they designed an adaptive
weight factor. Finally, the refined joint details are injected into
the MS image by modulation weight to get the fusion result.
Inspired by the idea of detail injection, multi-level detail
injection network is proposed to achieve image fusion in this

paper.

B. PANSHARPENING AND SUPER-RESOLUTION WITH
RESIDUAL LEARNING

It is well known that ResNet [30] proposed by He et al.
is very effective. Its core idea is to form residual through
an identity mapping, which can transmit information to the
next level well and reduce the difficulty of network learning.
The network with residual learning can converge quickly.
It has good performance when the complexity of network
structure is increased. Some ResNet-based methods have
been proposed for the pansharpening problem. The first work
using residual learning for pansharpening is the deep resid-
ual pansharpening neural network (DRPNN) [52]. Target-
PNN [20] is a simple and effective three layers CNN with
the idea of residual learning. Researchers tried to use com-
plex structures to design pansharpening network, which make
the network having stronger learning ability. Yang et al.
combined inception module and residual learning to pro-
pose a multi-scale and multi-depth network (MSDCNN) [21].
PanNet [22] also used the residual module to build the net-
work model by paying attention on details of fused image,
which make the spatial quality of fused image better. Accord-
ing to different characteristics of PAN and MS images,
a two-branch network called RSFINN [23] was proposed
by extracting features of PAN and MS images respectively.
RSIFNN used the idea of residual learning by adding long
shortcut.

In recent years, some ResNet-based methods have been
proposed for image super-resolution. Long shortcut is used
to learn the residual information in [45], [53], which make
network converge quickly. Various residual modules have
been proposed by combining some technologies and residual
learning. Residual dense block (RDB) [54] was proposed by
combining dense network and residual connection for image
super-resolution. Dense residual generative adversarial net-
work (DRGAN) [56] uses RDB block as basic block to imple-
ment remote sensing super-resolution. Attention mechanism
and residual block are combined for image super-resolution
in [46], [47]. Residual channel attention [57] is used in remote
sensing super-resolution. Due to the powerful performance of
residual learning, we also use it to design our super-resolution
network.

iIll. PROPOSED METHOD

This section is divided into three subsections. Firstly, the
overall framework of proposed method is given. Secondly, the
super-resolution stage is described. Thirdly, the fusion stage
with multi-level details injection is introduced.
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A. OVERALL FRAMEWORK

Generally, the deep learning-based pansharpening methods
belong to supervised learning. The learning process can be
regarded as the minimization of the following formula:

I= | (MS. P.w) ~X],. @

where X is reference image, f and w denote network and
related parameters, respectively, [ is loss function.

Fig. 1 shows our pansharpening framework, which con-
sists of SR stage and fusion stage. The UPMS, SRMS and
HRMS images are the input, output and label images of SR
stage, respectively. In fusion stage, SRMS image and the
panchromatic detail P4 are the input, fused MS image is
the output, and HRMS image is the label image. Although
our approach is a two-stage network with two-stage loss,
the two-stage network still is an end-to-end network. In the
first stage, super-resolution technology is used to enhance
spatial resolution and protect spectra simultaneously. In order
to preserve spectra effectively, a new spectral loss function
is proposed. In the fusion stage, the details of PAN images
are injected into the enhanced MS images. An effective detail
injection module is proposed in this stage. Multi-level details
are obtained by stacking this module. Fused images with
richer detail are obtained by fusing multi-level detail features.
Our method can be regarded as the minimization of the
following formula:

lag = (1 —wp) X I +wp X lfusionv 3)

where I, lysion and Iy represent super-resolution loss,
fusion loss and the total loss, respectively, w; represents the
balance parameter.

PAN Image

Detail Image
LRMS Image SR Image

FIGURE 1. Schematic of the proposed two-stage pansharpening method.

B. SUPER-RESOLUTION STAGE
Generally, the input of existing CNN-based methods is PAN
and UPMS images. In this way, the UPMS image is not
utilized effectively. Fusion result depending on PAN images
excessively may lead to spectral distortion. In this paper,
we fully utilize UPMS image to preserve spectra and improve
the spatial resolution by super-resolution technology.

As shown in Fig 2, the super-resolution stage is composed
of feature extraction, non-linear mapping and reconstruction.
First, low resolution features are extracted by a convolutional
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FIGURE 2. Network structure of the super-resolution stage.

layer. It can be expressed by the following formula:

Fea_LR = S;(MS)
S1(A) = Relu (Convy (A))
Convi(A) = w; x A + b;
Relu (A) = max (0,A), @)

where S (-) represents low-resolution feature extraction.
Fea_LR denotes low-resolution features. Conv; () is the
i-th convolution, Relu (-) is the ReLLU (rectified linear unit)
activation function.

Then, high resolution features can be obtained by
non-linear mapping. Residual blocks are used to implement
non-linear mapping. The core idea of residual block is to form
residual through an identity mapping, which can transmit
information to the next level well and reduce the difficulty of
network learning. Non-linear mapping can be expressed as:

Fea_HR = S (Fea_LR)
$2A) =Ry (Ry—1 -+~
R; (A)

(R1 (A)))
= Convit1 (Relu (Convy; (A))) + A, 5)

where S () represents non-linear mapping, Fea_HR denotes
high resolution features. R; (-) is the i-th residual block, m
denotes the number of residual blocks.

Finally, super-resolution (SR) images are reconstructed
from high resolution features. Long shortcut as a residual
connection is added in the super-resolution network so that
the network converges quickly and the efficiency is higher.
It can be expressed by

Pre_SR = S5 (Fea_HR) + MS
$3 (A) = Convapys (Relu (Convanyo (A))) (6)

where S3 (-) represents reconstruction, Pre_SR denotes the
reconstructed super-resolution MS (SRMS) image.

MSE (mean square error) is commonly used as the loss
function between the reconstructed super-resolution image
and reference image. But MSE is a pixel-wise loss and lacks
the relationship among spectral bands, which lead to spectral
distortion. The SAM metric calculates the angle between
the corresponding pixels of the fused image and reference
image, which can quantify the spectral distortion. The SAM
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is defined as:

SAM(, J) = arccos (&) @)

IIT]l2 (171l

where I and J are pixel vector with size 1 x K, and K is the
number of bands in MS images.

To facilitate solving gradient and back propagation, we use
the absolute value function to substitute arccos function after
calculating the spectral correlation between SRMS image and
HRMS image. The highest value of correlation is 1, and the
higher correlation means better fusion performance. In order
to be consistent with minimization optimization, we subtract
the correlation from 1. The proposed spectral loss Iy, is
defined as follows:

Ispe(Pre_SR, X)
H

w
H><Wzlz1

where Pre_SR and X are SRMS image and reference
image, respectively. (-, -) denotes the inner product. Both
Pre_SR (i, j) and X (i, j) are a vector with size 1 x K.

The loss of the super-resolution stage is weighted average
of MSE loss and spectral loss, i.e.,

(Pre_SR (i, ), X (i,)))
1Pre_SR (i, )l I1X (il

®

Ly = wp X ||Pre_SR — X|l,+(1 — w2) X lgp, (Pre_SR, X) ,
)

where the weight w» is used to balance two kinds of losses.

C. FUSION STAGE WITH MULTI-LEVEL DETAIL INJECTION
LRMS images lack of details, and PAN images contain a lot of
high-resolution details. Inspired by detail injection idea, we
propose detail injection block by combining CNN and detail
injection. The proposed multi-level detail injection network
is shown in Fig 3. SR image and P, are used as the input of
fusion stage.

i;.g;.g;,.,..»n..w

=p =)
anl

Conv_relu Conv
A Adaptiv

y Welghls

"’“” ' “ ‘ “
Output2 .
A = Detail Features
Features I x

Input2

Injection
block Sum Hadamard

product

FIGURE 3. Fusion stage with multi-level detail injection.

As previously mentioned in section 2.1, first we need to
obtain the suitable details P of PAN image. The PAN image
is filtered by the mean filter with size 5 x 5 to get Py, then the
PAN details Py, is obtained by subtracting Py from the PAN
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image. However, Py, is a single detail map, which is difficult
to satisfy the requirement. It is feasible to extract multiple
detail features from P4 by CNN for its strong learning and
non-linear representation ability. Generally, the spatial details
of PAN and MS images are different, and corresponding
injection weight for each band can adjust the injected details
to avoid some artifacts. So, the second step is to find the
appropriate weight. Each band of MS image has its own
characteristics, and pansharpening is to obtain HRMS image.
Therefore, the weights should be obtained from an image that
is similar to HRMS image. Compared with UPMS image,
SRMS image is more similar to HRMS image. Therefore,
we obtain the weights by extracting the features of SRMS
image. Finally, the Hadamard product is used to get the detail
features of fused image. In order to obtain more details,
we stack injection block to extract multi-level detail features.
Multi-level detail injection can be expressed by

dputi = C (dy, dz, --- , dp)

wp = F) (Wp-1).  dp = F}/ (dp_1) ® Wy,
p=12,...,P
F;V (wp,l) = Conv (Relu (Conv (wp,l)))
F;i (dp,l) = Conv (Relu (Conv (dp,l))) , (10)

where F¢ (wp—1) and F) (dy—1) represent the p-th level
detail features extraction network and adaptive weights
extraction network, respectively. ® denotes Hadamard prod-
uct. wy, is the p-th adaptive weight, and d,, is the obtained p-th
detail features. wo and dp are SRMS image and the details
of PAN image, respectively. They are the input of the first
level injection block, and are also the input of the fusion
stage. dy,1;i represents multi-level detail features. C denotes
the concatenation of multi-level detail features on channel
dimension. P is the number of proposed injection block.

The final details are obtained by fusing multi-level detail
features. We add long shortcut, and the details are added into
the SRMS image. In this stage, it can be regarded as the
minimization of the following model:

lusion = ||Pre_Fusion — X ||,
Pre_Fusion = Fysion (dmunri) + Pre_SR
Ffusion (dmuisi) = Convs (Relu (Convy (Relu (Convy (dmuin)),
11

where Fl 50, denotes the multi-level detail features
fusion which is built by three simple convolution layers.
Pre_Fusion, Pre_SR and X denote fused image, SRMS image
and reference image, respectively.

IV. EXPERIMENTAL RESULTS AND ANALYSES

In this section, we performed some experiments on GeoEye-1
(GE1) and WorldView-2 (WV2) images. Their spatial res-
olution and band information are shown in Tables 1 and 2.
First, the ablation experiments and parameter selection are
given to analyze the network structure. Then our method
is compared with four traditional methods (SFIM [17],
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TABLE 1. Spatial resolutions for GeoEye-1 and WorldView-2 sensors.

Sensor PAN MS
GE1 0.46 m 1.84 m
WwWVv2 0.46 m 1.84 m

TABLE 2. Spectral wavelength range (in nm) of GeoEye-1 and
WorldView-2 sensors.

Pan Coastal Blue Green Yellow
GE1 450-900 no 450-520 520-600 no
WV2  450-800 400-450 450-510 510-580 585-625
Red Red edge Nirl Nir2
GE1 625-695 no 760-900 no
WV2  630-690 705-745 770-895  860-1040

MTF-GLP-HPM [8], BDSD [18] and ATWT [9]) and three
CNN-based methods (Target-PNN [20], RSIFNN [23] and
PanNet [22]). Six indices (Q [25], SAM [26], ERGAS [24],
SCC [28], Q4 [27], Qan [31]) are used to evaluate the quality
of fused images at the reduced scale. Q evaluates the struc-
ture similarity between fused images and reference images.
Q4 is the vector extension of the Q index. Q», is suitable
for the assessment of images with the number of spectral
bands greater than four. Spectral angle mapper (SAM) rep-
resents spectral distortion by calculating the average angle
between the corresponding spectral vector of fused image
and reference image. Relative global dimensional synthesis
error (ERGAS) reflects image comprehensiveness distortion.
Spatial correlation coefficient (SCC) reflects the correlation
between HRMS image details and fused image details. Four
commonly used indices (D) [29], Dy [29], QNR [29], and
SAM) are used to evaluate the quality of fused images at
the full scale. D, and Dy reflect spectral distortion and loss
of spatial detail, respectively. QNR is comprehensiveness
distortion through combining D; and Dj.

The training images are generated according to Wald’s
protocol. We rotate the data sets 90 degree, 180 degree and
270 degree, and extract 9801 samples on WV2 and 12,800
samples on GE1 as training set. The patch size is 64 x 64,
and the batch size is 64. The test images include 26 images on
GE1 and 55 images on WV2. We use TensorFlow framework
to implement the proposed method and select the Adam opti-
mizer. The initialization method is Xavier uniform initializer.
Long shortcut and local residual connection are used in our
method, which make the network converge quickly. We do
not utilize any tricks such as gradient clipping to deal with
gradient vanishing or explosion. Network parameter setting
is given in Table 3.

A. PARAMETER SELECTION AND NETWORK STRUCTURE
ANALYSIS

The loss of super-resolution stage is composed of MSE loss
and spectral loss. MSE loss focuses on optimizing the spatial
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TABLE 3. Network parameter setting, K denotes the number of bands of
MS image.

Super-resolution stage Fusion stage

Extraction mapping Restoration | Extraction Fusion
Layers 1 8 2 6 3
Features| 64 64 32-K 32 64-32-K

part of the MS image, while spectral loss function preserves
the spectral part of the MS image. We use the parameter
wy to balance the relationship between them. We study the
influence of the parameter w, on fused image quality. The
experimental results are given in Table 4. ERGAS is a com-
prehensive image quality index. We analyze the image quality
through using the index ERGAS. When w» is 1, the fusion
result is the worst, which shows that our spectral loss function
is effective. As the value of wy rises from 0.1 to 0.6, the value
of ERGAS fluctuates. Thus, the fusion result is sensitive to
small wo. When wy is 0.6, the best fusion result is obtained.
With the value of w» rising to 0.9, the value of ERGAS rises
slightly. Although the image quality drops slightly, the image
quality is high, which shows that the fusion result is not
sensitive to large wy. Therefore, the proposed spectral loss
function is effective, and the combination of MSE and our
spectral loss function can improve the image quality. We set
wy to 0.6 according to the above results.

TABLE 4. Influence of w, on fused image quality.

w,/w, Q SAM  ERGAS SCC Q4
0.6/0.1 09513 34069  2.7172 09152  0.9548
0.6/0.2 09530  3.4193  2.6636 09191  0.9563
0.6/0.3 0.9497  3.4310 27557 09112  0.9535
0.6/0.4 09521  3.4149 2.6804 09162  0.9555
0.6/0.5 09518  3.4558  2.7038 09137  0.9554
0.6/0.6 09553  3.3808 2.5710  0.9246  0.9586
0.6/0.7 09537 34239  2.6464 09196  0.9571
0.6/0.8 09534 34142  2.6538 09192  0.9568
0.6/0.9 0.9530  3.4475  2.6653 09191  0.9565
0.6/1.0 0.9485  3.5558  2.8137 09061  0.9522
Ideal 1 0 0 1 1

In addition, the total loss is composed of super-resolution
loss and fusion loss. We use the parameter w; to balance
the relationship between them. We study the influence of
the parameter w; on fused image quality. The experimental
results are given in Table 5. When wj equals 1, the fusion
result is the worst, which shows that our two-stage loss is
effective. As the value of wy rises from 0.1 to 0.9, the value of
ERGAS only rises or drops slightly. The image quality is high
and stable, which shows that the fusion result is not sensitive
to wi. When wj is 0.6, the best fusion result is obtained. Thus,
the parameter wy is set to 0.6.
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TABLE 5. Influence of w, on fused image quality.

W/ w, Q SAM  ERGAS  SCC Q4
0.1/0.6 09536 34139 26394 09201  0.9569
02/06 09533 34040  2.6570 09191  0.9566
03/0.6 09547 33948  2.6036 09233  0.9580
04/0.6 09544 33945 26075 09226  0.9576
0.5/0.6 09551 33764 25957 09242  0.9584
0.6/0.6 09553 33808 25710  0.9246  0.9586
0.7/0.6 09549 33982 25983 09231  0.9582
0.8/0.6 09544 33874 26106 09225  0.9578
09/0.6 09551 33941 25960 09232  0.9583
1.0/0.6 09503  3.4049 27555 09094  0.9540
Ideal 1 0 0 1 1

Our super-resolution network is mainly composed of
residual module (RM). To verify the effectiveness of the
super- resolution network, residual module (RM) used in our
super-resolution network is compared with standard convolu-
tion module (SCM) [45], residual channel attention module
(RCAM) [47] and residual attention module (RAM) [46]. The
experimental results are shown in Table 6. Compared with
other modules, RM presents better results.

TABLE 6. Influence of different modules in super-resolution stage on
fusion results.

Module Q SAM ERGAS SCC Q4
RAM 0.9495 34518 2.7825 0.9077 0.9532

RCAM 0.9515 3.4431 2.7196 09151 0.9549
SCM 0.9529 3.4102 2.6622 0.9191 0.9563
RM 0.9553 3.3808 2.5710 0.9246 0.9586
Ideal 1 0 0 1 1

The proposed detail injection block consists of two
branches. Adaptive weights are obtained from the first
branch, and the second branch is to generate the detail feature
maps. In order to verify the effectiveness of this module,
we performed some comparative experiments. First, we study
the necessity of two branches by comparing single branch
(Fig. 4a) with our two branches (Fig. 4c). Second, the way
to generate the weights is important. Our three-dimensional
weights are directly obtained by CNN. Squeeze and exci-
tation block (SE-block) [55] (Fig. 4b) is widely used to
obtain channel attention weights. We study the influence of
different way of weight generation on fusion performance
by comparing SE-block (Fig. 4b) with ours (Fig. 4c). The
experimental results over GE1 and WV2 dataset are shown
in Tables 7 and 8, respectively. The comparison between
single branch and our two branches shows that two branches
are necessary. Moreover, our method gives better result than
SE-block, which means that our weights are more appropri-
ate. The fusion result with our detail injection block presents
the best performance. Therefore, the proposed detail injection
bock is effective.
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FIGURE 4. Different modules for fusion stage. (a) Single branch.
(b) SE-block (c) Ours.

TABLE 7. Influence of different module in fusion stage on GE1 dataset.

Q SAM ERGAS SCC Q8
Single 0.9389 3.8284 3.1315 0.8825 0.9433
SE-block  0.9391 3.8053 3.1219 0.8838 0.9436
Ours 0.9553 3.3808 2.5710 0.9246 0.9586
ideal 1 0 0 1 1

by 0.17 and 0.19 on GE1 and WV2, respectively. There-
fore, the super-resolution stage can effectively improve image
quality. Although the spatial quality of UPMS image has
been improved, it is not enough. The spatial resolution ratio
between PAN image and MS image from the same satellite is
usually 4. It is difficult to improve the resolution of image by
4 times. The fusion stage is used to further improve the image
quality of SRMS. Comparing SR with MLSR, the SAM
index is decreased by 0.7 and 1.2 on GE1 and WV2 dataset,
respectively, and the SCC index is improved by 0.19 and
0.24 on GEI and WV?2 dataset, respectively. It is obvious
that MLSR is much better than SR. Therefore, fusion stage
can further improve fusion performance, and PAN image
provides important contribution to fusion result.

TABLE 9. Average indices of 26 test images from GE1 on ablation
experiment.

TABLE 8. Influence of different module in fusion stage on WV2 dataset.

Q SAM__ ERGAS SCC Q4
Single 09314 49628 29953 09206  0.9372

SE-block 09320 49490 29935 09218  0.9376
Ours 09474 42515 25385  0.9484  0.9525
Tdeal 1 0 0 1 1

B. ABLATION EXPERIMENTS

Our method consists of two stages, i.e., super-resolution stage
and fusion stage. Super-resolution stage is used to preserve
spectra and enhance spatial resolution simultaneously. Fusion
stage with multi-level detail injection network generate richer
details. We analyze their impact on fusion results by compar-
ing the following seven cases.

1. We give the performance of up-sampled multispectral
(UPMS) image obtained by bicubic interpolation.

2. The network only includes super-resolution (SR) stage
and does not include fusion stage.

3. Firstly, UPMS images are super-resolved by our SR
network to obtain super-resolution multispectral (SRMS)
images. Then, SRMS images are fused with PAN images by
guided filtering (GF) (the GFCS-B method in [58]).

4. The network includes fusion stage with single-level (SL)
detail injection and does not include super-resolution stage.

5. The network includes fusion stage with multi-level (ML)
detail injection and does not include super-resolution stage.

6. The network includes fusion stage with single-level
detail injection and super-resolution stage (SLSR).

7. The network includes fusion stage with multi-level detail
injection network and super-resolution stage (MLSR).

The evaluation indices on WV2 and GE1 dataset are
given in Tables 9 and 10, respectively. The best perfor-
mance is obtained by the MLSR, which proves that our
method is effective. Comparing SR with bicubic interpola-
tion, the SAM index is decreased by 1.9 and 1.7 on GE1 and
WYV2 dataset, respectively, and the SCC index is improved

156448

SR Fusion Q SAM ERGAS SCC Q4
Bicubic 0.6609  6.0272  6.6057 0.5626  0.6833
SR v 0.8510  4.0963 47767 0.7349  0.8611
SRGF \/ GF 0.9020 4.0144 44536  0.8240  0.9088
SL Single  0.9263 4.4380 3.3819 0.8573  0.9320
SLSR N Single 09390 3.7108 3.0963 0.8812 09434
ML Multi 09413 3.6212 3.0077 0.8889  0.9457
MLSR Multi ~ 0.9553 3.3808 2.5710  0.9246  0.9586

Ideal 1 0 0 1 1

TABLE 10. Average indices of 55 test images from WV2 on ablation
experiment.

SR Fusion Q SAM  ERGAS SCC Q8
Bicubic 0.6217 7.1822 6.8594 0.5075 0.6527
SR \ 0.7934 54612 5.3827 0.7019 0.8107
SRGF \ GF 0.8910 54490 4.3382 0.8548 0.8994
SL Single  0.9327 5.0361 29163 0.9256 0.9392
SLSR \ Single  0.9413  4.5191  2.7121 0.9394  0.9468
ML Multi 09452 4.3334 2.5852 0.9458 0.9508
MLSR \ Multi  0.9474 4.2515 2.5385 0.9484 0.9525
Ideal 1 0 0 1 1

Comparing the SL with the SLSR, the value of SAM on
GEIl and WV2 dataset decreases by 0.72 and 0.52, respec-
tively. Therefore, SR stage can get better spectral preser-
vation. Compared with SRGF, SLSR presents better fusion
performance, which demonstrates that the proposed injection
block is effective. Moreover, the spatial quality of multi-level
injection is better than that of single-level injection. SCC is
improved significantly. It demonstrates that multi-level detail
injection can get richer detail than single detail injection.
Therefore, SR stage can effectively preserve spectra, and
multi-level detail injection can provide richer details. The
fusion quality will be further improved through combining
the two stages.

C. EXPERIMENTS AT REDUCED SCALE

The mean value of evaluation indices of fused images on
GEIl and WV2 is given in Tables 11 and 12, respectively.
The method with the best performance among other meth-
ods is compared with our method in the following analyses.
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From Table 11, it can be seen that our fusion result gives
the best performance. SAM is decreased by 0.48 compared
with PanNet, which indicates that our fusion result presents
better spectra. SCC is increased by 0.04 compared with Pan-
Net. Thus, more details are injected into fused images of
our method. From Table 12, it can be seen that the SAM
of our method is decreased by 0.37 compared with Target-
PNN. It proves that SR stage can effectively protect spectra.
SCC is increased by 0.01 compared with PanNet, which
shows that detail injection network generates more abundant
details.

TABLE 11. Average indices of 26 test images from GE1 at reduced scale.

Method Q SAM  ERGAS SCC Q4
MTF-GLP-HPM  0.8593  5.7470 44537 0.7876  0.8714
SFIM 0.8235 5.8042 49077 0.7761  0.8369
ATWT 0.8470  5.7993  4.6224 0.7817  0.8610
BDSD 0.8686  6.5910 4.6560 0.7884  0.8893
RSIFNN 0.9303 4.2871 3.2913 0.8667 0.9357
Target-PNN 0.9355 3.8993  3.1852 0.8711  0.9403
PanNet 0.9378 3.8668 3.1110 0.8826  0.9425
Ours 0.9553  3.3808 2.5710  0.9246  0.9586

Ideal 1 0 0 1 1

TABLE 12. Average indices of 55 test images from WV2 at reduced scale.

Method Q SAM  ERGAS SCC Q8
MTF-GLP-HPM  0.8583  6.8839 42291 0.8533 0.8750
SFIM 0.8401 6.9214 45091 0.8496  0.8585
ATWT 0.8516  6.8265 4.2997 0.8440  0.8609
BDSD 0.8311  9.0307 5.0683 0.8166 0.8388
RSIFNN 0.9361 5.0159 2.8284 0.9310 0.9423
Target-PNN 09416  4.6034 27220 0.9367 0.9473
PanNet 09413 4.6236 27169 0.9386  0.9468
Ours 09471  4.2515  2.5385  0.9484  0.9525

Ideal 1 0 0 1 1

A representative fusion result is given for each satellite.
First, the fusion results are compared on GE1. The RGB
bands are displayed in Fig. 5. From this figure, it can be seen
that CNN-based methods present better fused images than
traditional methods. In order to give more obvious difference,
the absolute value of the difference between fused images
and HRMS image is given in Fig. 6. Our fusion result gives
less spatial and spectra information loss, especially in the red
rectangle area.

Then the fusion performance is analyzed on WV2. The
RGB bands of fused images and residual images are pre-
sented in Figs. 7 and 8, respectively. Traditional methods
still lose some details. All CNN-based methods perform
well that can be observed from Fig. 7. Compared with
other CNN-based methods, our result displays less error
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FIGURE 5. Fusion results of the reduced scale on GE1, size: 240 x 240,
color channel: RGB. (a) LRMS. (b) PAN. (c) HRMS. (d) MTF-GLP-HPM.
(e) SFIM. (f) ATWT. (g) BDSD. (h) RSIFNN. (i) Target-PNN. (j) PanNet.

(k) Ours.

(f) (8 (h)

FIGURE 6. Residual images (absolute value after subtraction of HRMS
and fusion results) for Figure 5. (a) MTF-GLP-HPM. (b) SFIM. (c) ATWT.
(d) BDSD. (e) RSIFNN. (f) Target-PNN. (g) PanNet. (h) Ours.

in the red rectangle that can be observed from Fig. 8.
Thus, our fusion result shows better spectra and richer
details.
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FIGURE 7. Fusion results of the reduced scale on WV2, size: 240 x 240,
color channel: RGB. (a) LRMS. (b) PAN. (c) HRMS. (d) MTF-GLP-HPM.
(e) SFIM. (f) ATWT. (g) BDSD. (h) RSIFNN. (i) Target-PNN. (j) PanNet.

(k) Ours.

(f) (8) (h)

FIGURE 8. Residual images (absolute value after subtraction of HRMS
and fusion results) for Figure 7. (a) MTF-GLP-HPM. (b) SFIM. (c) ATWT.
(d) BDSD. (e) RSIFNN. (f) Target-PNN. (g) PanNet. (h) Ours.

If the response range of PAN image does not cover the
spectral range of MS bands, pansharpening task is more
difficult. From Table 2, it can be seen that the spectral range
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TABLE 13. Average indices of 55 test images from the Costal, NIR1 and
NIR2 band of WV2 at reduced scale.

Q ERGAS _SAM___ SCC Q8

MTF-GLP-HPM  0.7878  2.8724 5.6136  0.7724  0.7979
SFIM 0.7701  2.8817 5.7524  0.7729  0.7823
ATWT 0.7822 2.8883 5.6776  0.7595  0.7939
BDSD 0.7028  3.1919  7.6296  0.6613  0.7140

RSIFNN 09264 27447 37159 0.8945 0.9294
T-PNN 09324 2.6694 35489 09045 0.9350
PanNet 0.9358 2.6878 3.4625 09093 0.9381

Ours 0.9494  2.6365 3.1026  0.9292  0.9514
Ideal 1 0 0 1 1

FIGURE 9. Fusion results of the reduced scale on WV2, size: 240 x 240,
channel: NIR2. (a) LRMS. (b) PAN. (c) HRMS. (d) MTF-GLP-HPM. (e) SFIM.
(f) ATWT. (g) BDSD. (h) RSIFNN. (i) Target-PNN. (j) PanNet. (k) Ours.

of all bands of multispectral image is in the range of PAN
image for GE1, while the spectral range of Coastal, NIR1 and
NIR2 bands is not in the response range of PAN for WV2.
The indexes of three bands (Coastal, NIR1, NIR2) are shown
in Table 13. Our method performs the best for all evaluation
indexes. The NIR2 band of WV2 images and the corre-
sponding residual images are displayed in Figs. 9 and 10,
respectively. It can be seen that our fusion result presents
richer detail and less information loss from Figs. 9 and 10.
Therefore, our method preforms the best on both GE1 and
WV2. All indices are improved, and the fused images of
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TABLE 15. Average indices of 55 test images from WV2 at full scale.

Method D, D, QNR SAM
MTF-GLP-HPM  0.0782 0.1221 0.8094 2.6978
SFIM 0.0625 0.1150 0.8298 2.6995
ATWT 0.0812 0.1276 0.8018 2.5924
BDSD 0.0781 0.1708 0.7638 6.2670
RSIFNN 0.0204 0.0594 0.9214 2.5068
Target-PNN 0.0316 0.0504 0.9195 22323
PanNet 0.0775 0.0366 0.8889 23218
Ours 0.0213 0.0368 0.9426 1.9619

Ideal 0 0 1 0

comprehensive index QNR of our method are the best. SAM
is decreased by 0.27 compared with Target-PNN. Although
the detail of PanNet is rich, its spectra is not good enough.
RSIFNN preserves spectra well, but the details of fusion
result are not good enough. Therefore, on the whole, our
method gives the best results on both GE1 and WV2.

(h) In the visual comparison part, a pair of source images and
theirs fused images at full scale are presented. The RGB
FIGURE 10. Residual images (absolute value after subtraction of HRMS bands of the fused images on GE1 are shown in Fig. 11. It can

and fusion results) for Figure 9. (a) MTF-GLP-HPM. (b) SFIM. (c) ATWT.
(d) BDSD. (e) RSIFNN. (f) Target-PNN. (g) PanNet. (h) Ours.

the proposed method are better than that of other methods.
It proves the superiority of our method.

D. EXPERIMENTS AT FULL SCALE

In this section, some experiments and analyses at full scale are
given. The mean value of evaluation indices on GE1 is given
in Table 14. Our fusion result gives the best performance for
all evaluation indices. D, is decreased by 0.0064 compared
with Target-PNN, which shows that our fusion result presents
less spectral distortion. Dy is decreased by 0.0055 compared
with RSIFNN. It proves that more details are injected by our
method. Our result gives the best QNR.

TABLE 14. Average indices of 26 test images from GE1 at full scale.

Method D, D, QNR SAM
MTE-GLP-HPM  0.1018 0.1132 0.7971 1.8106
SFIM 0.0764 0.1038 0.8282 1.8119
ATWT 0.1014 0.1241 0.7880 1.7933
BDSD 0.0475 0.0271 0.9116 4.4645
RSIFNN 0.0518 0.0272 0.9226 1.2694
Target-PNN 0.0360 0.0351 0.9303 0.8951
PanNet 0.0465 0.0280 0.9270 0.9680
Ours 0.0296 0.0217 0.9491 0.9120

Ideal 0 0 1 0

. The mean value of evaluati.on indices on WVZ is given FIGURE 11. Fusion results of the full scale on GE1, size: 240 x 240, color
in Table 15. Although our fusion result only gives the sec- channel: RGB. (a) LRMS. (b) PAN. (c) MTF-GLP-HPM. (d) SFIM. (e) ATWT.
ond best performance on D; and D,, the SAM and the (f) BDSD. (g) RSIFNN. (h) Target-PNN. (i) PanNet. (j) Ours.
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FIGURE 12. Injection detail for Figure 11. (a) MTF-GLP-HPM. (b) SFIM.
(c) ATWT. (d) BDSD. (e) RSIFNN. (f) Target-PNN. (g) PanNet. (h) Ours.

TABLE 16. Average indices of 55 test images from the Costal, NIR1 and
NIR2 band of WV?2 at full scale.

D, Dy QNR SAM
MTF-GLP-HPM 0.0754 0.1258 0.8083 2.2310
SFIM 0.0571 0.1101 0.8391 22372
ATWT 0.0690 0.1236 0.8160 2.1725
BDSD 0.0707 0.0632 0.8715 5.6294
RSIFNN 0.0277 0.0385 0.9349 2.1829
T-PNN 0.0351 0.0231 0.9426 1.9561
PanNet 0.0808 0.0376 0.8854 1.9524
Ours 0.0199 0.0260 0.9546 1.6035

Ideal 0 0 1 0

be observed that the fusion results of CNN-based methods are
better than that of the traditional methods.

There is no reference image for full scale. Because the
UPMS images as input are sharpened by various meth-
ods, the difference between the fusion results and UPMS
images can display the injected details and spectral enhance-
ment region. Fig. 12 shows the difference between the RGB
bands of fused images and that of UPMS images. Compared
with other methods, the proposed method injects more edge
details. Compared with the results obtained by PanNet, our
fusion results display more spectral enhancement regions,
especially in the red rectangle region, which indicates that
our method better protects spectral information.

The RGB bands and the difference between fused images
and UPMS images on wv2 are given in Figs. 13 and 14,
respectively. Our method presents better visual performance
than other methods that can be observed from Figs. 13 and
14. Our fusion result shows better spectra and richer details.
The evaluation index of three bands (Coastal, NIR1, NIR2)
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FIGURE 13. Fusion results of the full scale on WV2, size: 240 x 240, color
channel: RGB. (a) LRMS. (b) PAN. (c) MTF-GLP-HPM. (d) SFIM. (e) ATWT.
(f) BDSD. (g) RSIFNN. (h) Target-PNN. (i) PanNet. (j) Ours.

FIGURE 14. Injection detail for Figure 13. (a) MTF-GLP-HPM. (b) SFIM.
(c) ATWT. (d) BDSD. (e) RSIFNN. (f) Target-PNN. (g) PanNet. (h) Ours.

are shown in Table 16. Although the Dg index is not the
best, others indexes are the best. The NIR2 bands and the
difference between fused images and UPMS images are
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FIGURE 15. Fusion results of the full scale on WV2, size: 240 x 240,
channel: NIR2. (a) LRMS. (b) PAN. (c) MTF-GLP-HPM. (d) SFIM. (e) ATWT.
(f) BDSD. (g) RSIFNN. (h) Target-PNN. (i) PanNet. (j) Ours.

E @ ()

FIGURE 16. Injection detail for Figure 15. (a) MTF-GLP-HPM. (b) SFIM.
(c) ATWT. (d) BDSD. (e) RSIFNN. (f) Target-PNN. (g) PanNet. (h) Ours.

given in Figs. 15 and 16, respectively. By observing Fig. 15,
the fusion result of PanNet presents obvious noise and the
results of traditional methods are smooth. It can be seen
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that more details are injected into UPMS image by our
method. From Fig. 16, it is clear that our fusion result shows
richer details, especially in red rectangle area. Therefore, our
method improves the fusion results in terms of subjective
visual performance and objective indices at full scale.

The computation time of different methods is listed
in Table 17 for fusing the UPMS image with size of 480 x
480 x 8 and the PAN image with size of 480 x 480. The
traditional methods were measured on CPU, and the CNN
based methods were measured on GPU. From this table, it can
be seen that the computation time of the traditional methods
is less than the CNN based methods. Our method takes more
computation time, but 0.2542 second is still acceptable. The
training time of CNN based methods is given in Table 18.
Although our method needs the longest training time, it only
takes 1.1 hours.

TABLE 17. Computation time of different methods.

Machine i7-7800X CPU 3.50GHz
Method SFIM GLP ATWT BDSD
Time(s) 0.0120 0.0380 0.1190 0.1060
Machine GTX 1080 Ti GPU
Method T-PNN PANNET RSIFNN OURS
Time(s) 0.1644 0.1838 0.1934 0.2542
TABLE 18. Training time of different methods.
Methods PNN PanNet Rsifin Our
Time(h) 0.52 0.61 0.83 1.10

V. DISCUSSION

Some networks designed for super-resolution task are sim-
ilar to our proposed network, but there are still many dif-
ferences among them. Both the networks in [45], [53] and
our super-resolution network use long shortcut to learn the
residual information, which make network converge quickly.
The difference between [45], [53] and ours is that we add
local residual block in non-linear mapping part, which fur-
ther improve non-linear mapping ability. Standard residual
modules that contain two convolution layers and an identity
mapping are used in our super-resolution network. Compared
with standard residual block, residual dense block (RDB) [54]
contains many parameters, and its calculation cost is high.
Standard residual modules are light and effective. In the part.
A, section IV, some experimental results are given. Compared
with the network block in [45]-[47], the standard residual
module gets better fusion results.

There are some similarities among RAM [46], RCAM [47]
and the proposed detail injection block, but they have essen-
tial differences. Attention mechanism is used in RAM and
RCAM to recognize where or which feature map is important.
Then the network focus on optimizing these areas to improve
image quality. Pansharpening is to sharpen the LRMS image
through using the high-resolution PAN image. The spatial
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details extracted from PAN image can indicate the con-
cerned regions, and thus the attention module is not needed.
Because the details of the PAN image and the MS image
are not the same, we need different weights. The proposed
method obtains the weight from the MS image in the other
branch. RAM and RCAM learn the corresponding weight
from the extracted features, which are single-branch struc-
ture. The RCAM obtained the one-dimensional channel atten-
tion by global average pooling, two 1 x 1 convolution layers
and softmax operation. The RAM generates one-dimensional
channel attention weight by global variance pooling, two 1 x 1
convolution layers and the two-dimensional spatial attention
weight by channel separation convolution, and then com-
bines them to form the three-dimensional weight, while our
three-dimensional weight are directly obtained by two convo-
lution layers. Therefore, there are some important differences
among our detail injection module, RCAM and RAM.

In addition, our network consists of two stages. The first
stage combines the spectral loss function and super-resolution
network to preserve spectra and enhance details, and the sec-
ond stage integrates the detail injection idea into CNN to
achieve spatial sharpening. The advantages of two stages are
merged into a whole framework to sharpen the LRMS images.

VI. CONCLUSION

In this paper, we proposed a two-stage pansharpening net-
work, which includes super-resolution stage and fusion stage.
In super-resolution stage, we make full use of the spectral
information of LRMS images to protect spectra. In fusion
stage, detail injection block is proposed. It can extract detail
features well. The ablation experiment demonstrates the
effectiveness of the two stages. The proposed method is
compared with other pansharpening methods on GE1 and
WV2 satellite image datasets. The experimental results at the
reduced and full scale verify the superiority of the proposed
method in terms of subjective visual performance and objec-
tive evaluation indices.

Remote sensing images are becoming more and more
abundant, and their tasks are also diversified. For example,
Sentinel-2 satellite provides remote sensing images with three
spatial resolution. Sentinel-2 image fusion is more difficult
because the spectral range of different bands is different and
the number of spatial resolutions is increased. In the future,
we will study how to combine the idea of multi-level detail
injection with the task of multi-resolution remote sensing
image fusion.
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