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ABSTRACT The world is witnessing the daily emergence of a vast variety of online social networks
and community detection problem is a major research area in online social network studies. The existing
community detection algorithms are mostly edge-based and are evaluated using the modularity metric
benchmarks. However, these algorithms have two inherent limitations. Firstly, they are based on a pure
mathematical object which considers the number of connections in each community as the main measures.
Consequently, a resolution limit and low accuracy in finding community members in often observed.
Whereas, online social networks are dynamic networks and the key players are humans whose main
attributes such as lifespan, geo-location, the density of interactions, and user weight, change over time.
These attributes tend to influence the formation of user communities in any category of online social network.
Secondly, the output structure of existing community detection algorithms is usually provided as a graph and
dendrogram. A graph structure, is, however, characterized by a high memory complexity, and subsequently
exponential search time complexity. Implementing dendrogram such a complex structure is complicated.
To address memory complexity and the accuracy rate of the community detection issues, this paper proposes
a new temporal user attribute-based algorithm, namely the recently largest interaction based on the attributes
of a typical online social network user. Experimental results show that the proposed algorithm outperforms
eight well-known algorithms in this domain.

INDEX TERMS User attributes, online social network, community detection, gravity model, recently largest
interaction.

I. INTRODUCTION
A. BACKGROUND
Nowadays, a large volume of transactions is stored in online
social networks (OSNs) such as Facebook, Instagram, and
Twitter. Understanding the characteristics of such networks,
which are labyrinthine, to say the least, is very important
because they represent a rich source of information and
analysis of that information can contribute to cybersecurity,
psychological studies [1], link prediction [2], event detection,
marketing, recommender systems [3] and urban planning.
Furthermore, the huge amount of transactions on OSNs pro-
vide a good opportunity to extract relations between two
or more people, which has been termed the community
detection (CD) problem. CD in networks is one of the most
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important problems currently being considered by numerous
researchers working in the computer science field because
it can be used for multitude of purposes, including recom-
mender systems, cybersecurity, communication studies, and
information science.

The main algorithm to overcome the CD problem was
introduced by [4], which is called the Girvan and New-
man (GN) algorithm. It was designed to work on static net-
works (wherein the nature of the nodes and edges will not
change over time) and was tested on a physics collaboration
network. CD algorithms for static networks find a group of
similar nodes by identifying the nodes in each community
that has the highest connections with each other compared
to the rest of the network. GN, indeed, is a betweenness
based algorithm, that calculate the number of times an edge
is used by a node to reach others based on the shortest path.
Girvan & Newman, (2002) measured the quality of the GN
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FIGURE 1. Differences between existing CD algorithms and the proposed
algorithm: (a) the network at the last time interval, (b) three communities
detected by the proposed method, (c) two communities detected by the
GN algorithm. (The numbers next to the edges represent the number of
interactions in a recent time interval.)

algorithm by using a modularity (Q) metric. As the GN
algorithm considers time complexity and can function in a
large-scale network, many researchers became interested in
this domain [5]–[12].

B. MOTIVATION
In recent years, due to the emergence of dynamic networks
such as OSNs, static algorithms have become incapable of
detecting communities that are relevant to the real world.
This is because the same weight can be applied to the nodes
and edges in a static network, which makes it inapplicable
to identify communities in a dynamic network. Although
many researchers recently focused on overcoming the afore-
mentioned issue by developing a variety of dynamic algo-
rithms [13]–[17], the majority of such algorithms divide the
network into a series of snapshots and then apply themodular-
ity metric used by the GN algorithm to each snapshot (Fig. 1).

After introducing edge betweenness algorithms, some
other CD algorithms have been proposed. For instance, Pons
and Latapy presented the Walktrap algorithm [18]. Similarly,
a label propagation algorithm (LPA) was proposed by [19].
Rosvall and Bergstrom introduced Infomap, which works on
weighted and directed graphs [8]. Although these algorithms
do not consider the betweenness between nodes, they are
affected by the number of edges in a network, hence these
algorithms are called edge-based algorithms.

According to Statista [20], there will be three billion OSN
users in 2020, and based on Dunbar’s Number [21] where
each user could have 150 friends, which could create ∼450
billion edges across all OSNs. The output of existing algo-
rithms to detect communities in OSNs (as big data) takes
the form of a graph or dendrogram [4]. However, the graph
structure has memory complexity in this domain. In this
paper, we address this issue by using a tree structure [22] and
it has also been proven that solving the maximum modularity
is NP-complete [23]. Moreover, according to [24], OSN users
do not have interactions with 50% of their friends, and the
most active users receive comments from just 5% of friends.
This means that although some users make connections with
each other, they do not necessarily interact with all users
in their network. Therefore, considering the number of con-
nections without considering the interactions in each time
interval leads to false community detection. The existing CD
algorithms thus cannot recognize meaningful communities
due to lack of user attributes such as user weight and users
and edges lifespan, where these attributes typically change
over time.

C. CONTRIBUTIONS
In this paper, we propose a new CD algorithm based on
user attributes such as users’ weight, the density of interac-
tion, geo-location, and users’ lifespan. To achieve this goal,
we leveraged an accurate time interval identification method
to detect communities in the recent time interval in which the
real picture of the network is presented. We also proved that
the modularity metric is not a suitable fitness metric for CD
algorithms in OSNs as the human-centric domain. The main
contributions of the paper are listed as follow:

1) This study developed a new algorithm that addresses the
time-varying nature of OSNs by taking into account some
user attributes such as users’ weight, the density of interac-
tion, geo-location, and users’ lifespan.

2) This study designed a Maximum Spanning Tree (MST)
similar to the study in [25], as an output of the proposed
algorithm to reduce the search complexity such as required
to reduce the amount of memory necessary for storing infor-
mation among the communities.

The rest of this paper is organized as follows: in the
next section, the related work on this domain is reviewed.
This is followed by section 3 in which the preliminaries
and definition of the proposed algorithm are described in
detail. In section 4, the problem is formulated while the pro-
posed algorithm is presented in section 5. Next, in section 6,
the results of some experiments are presented and the impli-
cations are discussed. Finally, in section 7, some conclusions
are drawn.

II. RELATED WORKS
This section provides an overview of the existing works on
community detections. So far, various researchers have pro-
posed different categories of algorithms [26]–[30]. In [26],
the authors presented a survey of CD for dynamic networks.
In [27], CD algorithms are further categorized into two parts;
topological and topical. A classification based on evolution-
ary algorithms is presented in [28]. Study in [29] and [30]
categorized CD algorithms based on approaches and methods
which are deployed to solve the CD problem. Although all
classifications are correct, in this study we reviewed signif-
icant works and we categorized cited works as static and
dynamic. However, regarding the nature of the CD problem
in OSN, this study extrapolated a new category defined as
Meta-heuristic algorithms.

A. STATIC ALGORITHMS
The basic algorithms designed to overcome the CD problem
is the static networks. The basic algorithm for detecting com-
munities is the GN algorithm which was proposed by Girvan
and Newman [4]. The GN algorithm is based on the max-
imum betweenness between the nodes in each community
and the lowest interconnection between the nodes in different
communities. The authors also introduced the modularity
measure (Q =

∑
i (eii − a2i ) where eii is the percent of

edges in module i and ai = percent of edges with at least
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1 end in module i) for evaluating the results produced by
the GN algorithm. This measure was widely used by some
researchers over the next several years. However, modularity
and the GN algorithm have some problems: i) the modularity
function works on the number of connections, which means
that it only computes the connections between the nodes in
each community and only considers edges between nodes that
have the same weight; ii) the algorithm is highly complex
(O(n3)); iii) the memory complexity is high at O

(
n2
)
; and

iv) the output of the algorithm is in the form of a dendrogram,
which cannot reduce network complexity and has a high com-
putational cost. Two years later, Newman in [5], presented a
new algorithm with a better modularity value than the GN
algorithm andwhich was also faster. The time complexity and
modularity of this new algorithm was evaluated by applying
it to the karate club dataset, an American college football
team, a jazz musician collaboration and a network of physics
scientists.

Clauset, et al. [7] presented the Clauset-Newman-Moore
(CNM) algorithm to optimize the computational cost, reduce
the time complexity, and detect meaningful communities in a
very large network. The authors claimed that the algorithms
developed in previous works were slow because of their struc-
ture. They, therefore, presented a new method by changing
the modularity as the main factor in their algorithm. They
used the 1Q matrix instead of the adjacent matrix to save
memory and time. They also used three data structures for
their algorithm: (i) the sparse matrix for 1Q, (ii) max-heap,
and (iii) ordinary vector array. The proposed algorithm was
applied to the amazon.com purchasing network and the result
was evaluated by calculating the modularity.

Pons & Latapy [18] presented an algorithm based on the
random walk, namely Walktrap. The idea for their algorithm
was motivated by the fact that random walk tends to become
trapped when it is applied to a graph. Consequently, they
assumed that the nodes in the community are dense to reflect
the number of edges. Therefore, in the randomwalk, the prob-
ability of arriving at node j from i can be computed, for
nodes in the same community the probability value is high.
However, this assumption is not always true. The probabil-
ity function is calculated based on the node degree, which
implies that the output of their algorithm is a dendrogram,
or in other words, it is a tree-type structure. At the time of its
publication, the Walktrap was a breakthrough in community
detection algorithms in terms of addressing the issue of time
complexity. However, it does not consider user attributes,
is not time-based, and, more importantly, it is based on the
number of edges.

The label propagation algorithm (LPA) was presented
by [19] based on the number of neighbors instead of the
betweenness. This means that a node is only given a label
if that label is the most common among its neighbors.
The basic idea behind their method is that each node in
the network has a label that can propagate to other nodes.
A node changes its label based on the number of neighboring
nodes that have the same label. Thus, this algorithm can be

categorized as an edge-based algorithm. The authors evalu-
ated their method by using a modularity metric. However,
in some cases, the LPA puts all the nodes in just one com-
munity [31]. Zhang et al. [32] assert that the randomness
and uncertainly in classic LPA is the main reason for the
poor result of LPA. The study overcame this limitation by
finding the influential node (important node) in the social
network. Chen et al. [33] utilizes information entropy as the
measure for identifying the relationship between direct and
indirect neighbors. The study further inferred that the classic
LPA merely considered the directed relationship between
neighbors. They calculated the mutual information for each
pair of nodes as well as the weight of the label. The main idea
behind their work is that the weight of friends is important
to propagate the label. In [34], a new community detection
algorithm based on the fire propagation model to deal with
the time complexity and find the shared communities was
developed. The designed method works based on two phases:
(1) the algorithm starts with a random node and finds a two-
radius neighborhood subgraph, and (2) finding the commu-
nity structure around seed node from two-radius by using fire
spread model. However, the study is limited to the R-radius
neighborhood subgraph.

In [8], Rosvall and Bergstrom introduced Infomap, which
works on weighted and directed graphs. The challenge of
finding a community structure is similar to the coding com-
pression problem. In Infomap, each node has a unique name
that is selected by using a Huffman code. Then by using
the random walk, the algorithm detects communities in the
network. The algorithm maps the information flow in the
network to detect communities. In this method, ‘‘modularity
for a given partitioning of the network into m-modules is the
sum of the total weight of all links in each module minus
the expected weight’’ ([8], p.1122). The main advantages of
Infomap include the use of a dynamic approach and consid-
ering the weight. However, it is the number of interactions
that act as the basis for assigning weights to the links. More-
over, the time complexity of the complicated computational
method is the main drawback of Infomap. Besides, this algo-
rithm completely relies on connections and the output is in
the form of a graph.

B. DYNAMIC ALGORITHMS
With the advent of complicated networks such as OSNs
researchers are interested in designing CD algorithms for
dynamic networks. In [35], the authors presented an online
algorithm based on the clique percolation method (CPM)
and label propagation algorithm, namely OLCPM. Their
proposed algorithm works on a temporal network with fine
granularity and tries to update the local community structure.
Addressing the community detection problem with respect
to community evolve is the main concern of this work. The
authors used a clique percolation method as a deterministic
model. They also considered the communities independent
of the rest of the network. Due to some limitations of the
original CPM, they introduced a new CPM method in which
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a label propagation post-process is proposed. They claimed
that with each change, the proposed method updates the
community structure by inserting or removing edges, and
nodes consider changes in the network behavior. Whilst it
is generally assumed that community members can overlap,
however, the current study assumes that a temporal network
in each time point node can belong to one community. In [36],
a dynamic approach is proposed for the community detection
problem. The authors asserts that communities should update
continuously by considering the results of the last time slice.
The study developed an incremental update process for the
community based on historical information. They assumed
that new data continuously generate subgraphs which simul-
taneously join the dynamic network. In [37] a density and
time-based approach for overlapping community detection
and its evolutionary events is proposed. Their method con-
siders only active nodes in new time-step instead of process-
ing all nodes. Although the above-mentioned algorithms are
proposed for dynamic networks and are time-based, they are
designed for modularity metrics. These studies did not con-
sider user attributes as an inherent component of the online
social networks, given that OSNs is a typical human-centric
network. Furthermore, these studies are unable to detect the
recent time interval of an OSN as a critical measure to reveal
the real picture of OSNs.

Bu, et al., in [38] proposed a new algorithm for detecting
communities in OSNs, named the fast parallel modularity
optimization algorithm (FPMQA). The authors’ main con-
cern was to address the problem that the existing algorithms
were incapable of analyzing- large OSNs. Their algorithm
was agglomerative and also used 1Q to evaluate the mod-
ularity in each stage for nodes clusterization, like the CNM
algorithm. However, the difference between the FPMQA and
the CNM algorithm is that the latter considers the global max-
imum for 1Q, whereas the former, FPMQA, considers the
local maximum. The authors evaluated the FPMQA by CPU
time and modularity by using the karate club dataset. A key
finding of their study was that by doing parallel strategy the
time complexity could be reduced to (O (

∑d
p=1 k

max
p (kmaxp +

kp ∗ logkmaxp )), where kmaxp .kp denotes the maximum degree
and the average degree of the network in the p-th pass, respec-
tively. Although the output of the FPMQA is an interest graph
based on user opinions and other properties of an OSN, such
as interactive times, it still worked like a static CD algorithm,
and the algorithm was also modularity based.

Dev et al. [14] detected meaningful communities in OSNs
by focusing on the interactions between users. Their algo-
rithm considers the group behavior of every pair of users
that are connected by common neighbors. Then, it computes
the probability of two users belonging to a common com-
munity by using the interactions and user behavior. Finally,
it employs hierarchical clustering to detect a community by
considering the probability measure. The time complexity of
their algorithm isO((m+12)n), where1 is an average vertex
degree, n is the number of nodes and m is the total number of
edges of the social network. Study in [39] proposed a method

for detecting communities in large weighted social networks
based on density and attractiveness to reduce the time com-
plexity of the algorithms proposed in previous works. They
chose this approach because a typical real-world dataset has
weighted nodes and edges. The basic algorithms for CD
mostly ignore this feature and are more complex from the
time standpoint. The time complexity of their CD algorithm
is O (nK + m2) and exhibits better time complexity than the
GN and CNM algorithms. It can be seen as a breakthrough in
social network CD from the standpoint of assigning weights
to edges and nodes, although their proposed algorithm was
still designed to work in the static social network. The mem-
ory complexity of their algorithm is O(n2) because they used
a N∗N matrix, while the time complexity is O(nk + tm2),
where t is the maximum number of iterations, k is the average
number of inter-interested nodes for all nodes, m denotes the
number of clusters at the beginning of i-th iteration and n is
the number of nodes.

Aston&Hu [13] made a significant contribution to address
the CD problem by introducing two algorithms for dynamic
social networks: the dynamic structural clustering algorithm
for networks (DSCAN) and the genetic algorithm dynamic
(GAD). The former is of particular interest in the context
of the current study as the DSCAN employs the structural
clustering algorithm for networks (SCAN) on the first time
interval of a network (use constant time interval). After-
wards, for all consecutive time intervals, the differences in
the edge between two-time intervals are computed. In this
way, the network can be updated based on the edge changing
in the network. When considering changes to the edges and
nodes in a network, it is necessary to update the network and
form a community for new nodes. The DSCAN is a density-
based algorithm that uses CN notation. The original algo-
rithm in this domain is the well-known density-based spatial
clustering of applications with noise (DBSCAN), which is
widely used for clustering problems. The difference between
the DSCAN and DBSCAN is related to the definition of
the similarity function, where the DBSCAN uses distance
and the DSCAN uses CN notation. Although their proposed
algorithm is modularity based and assigns the same weight to
the edges and nodes, similar to static algorithms such as the
GN algorithm, which is a drawback of their work, the authors
presented a different methodology for analyzing the dynamic
network based on time by dividing the network into several
snapshots.

In recent years, many researchers have used the user char-
acteristic approach to detect communities in social networks.
For instance, Kanavos, et al., [40] detected influential com-
munities based on the emotional profile and the analytics
profile of the users. This is a notable work in this domain,
where the authors believed that it is not sufficient to use
node connectivity alone when analyzing a social network;
rather the special characteristics of the nodes can provide
significant information for social network analyses such as
community detection. They defined six main human emo-
tions, namely surprise, sadness, happiness, fear, disgust, and
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anger. Consequently, the study identified the influence of
each user to detect influential communities for which they
use a modularity-based community detection algorithm [41].
Zhu, et al. [42] also supposed that user emotions can affect
the formation of a community. They investigated this issue
in three phases: (i) they created an emotional network,
(ii) they applied the CNM and BGLL algorithms to detect
communities in the emotional network, and (iii) they com-
pared their results with those of four other networks to verify
their method. From the viewpoint of using user behavior to
detect communities, their work has value. However, the CNM
method, which is suitable for static networks, is inconsistent
in an environment in which the main players are human.
In [43], a new method known as LED-based on structural
clustering for detecting the overlapping communities in the
social network is proposed which has linear time complexity.
The idea behind their method is that two people with a mutual
friend are more likely to belong to the same community.
In trying to address the community detection process, a study
in [44] proposed a divisive method, namely local edge cen-
trality (LEC) for community detection, which uses the node
dissimilarity and edge betweenness degree. The node dissim-
ilarity in the proposed method is based on the neighbors of
the node. In the first phase, the LEC value of each edge is
computed based on the degree of node dissimilarity and edge
betweenness, and its assignedweight. Thereafter, the network
is divided into communities of isolated nodes. The process
of joining a community in this approach is hinged on the
following assumptions:

1) If all neighbors of node i are isolated, then i will be
merged into a neighbor with a maximum degree.

2) When there are two competing communities, i will be
added to a community with maximum density.

The density value is a fraction of edges in a specific com-
munity over the number of nodes in such a community. Their
method is a neighbor-based method, where the joining and
merging operation is based on the degree of the neighbor.
However, the studies further opined that ‘‘In a social network,
people in the same group or community usually have com-
mon background and interests’’ ([44], p.2), which they only
considered as the structural properties of the network. In this
regard, the process of assigning weight to edges is a core
advancement of the study. Their method improved the mod-
ularity value as well as the general accuracy relative to the
GN algorithm. A method hinged on the edge-betweenness,
namely SocioRank, is developed in [45] to identify important
nodes for making connections between communities. The
authors claimed that their method is an extension of the
GN algorithm capable of discovering a social role based on
some fundamental properties of the network, such as degree,
betweenness, and closeness centrality. Li, et al. [46] adopted
the random walk algorithm for community detection (CD)
in a multi-layer social network. Their method finds local
core node based on a Trust-relationship in the network and
then clusters the nodes based on the network information.

This assumes that the result of the CD algorithm depends
on the location of its initial node. Consequently, the study
defined a new measure for identifying important nodes based
on the node’s degree in each layer. The important node (core
node) is then identified using the number of neighbors at
each level. Under specific criteria, their study generalizes the
random walk method from single-layer networks to multi-
layer networks where the Random Walker can walk in an
adjacent layer. Their method utilizes modularity to evaluate
the CD algorithm accuracy when the ground truth is unavail-
able. The proposed method is interesting from the viewpoint
of finding the core node and assuming that the core node
is important to form the community. A new function for
measuring community detection in a social network is also
presented in [47] to mitigate the limitation of modularity,
in which smaller communities can be detected.

Sharma and Oliveira [48] presented a method that is suit-
able for dynamic networks. They focus on one of the main
challenges in community detection in OSNs, namely memory
size. To address this challenge, they propose a parallel hybrid
algorithm to detect communities, where their method used
the node with the highest centrality at each time and the
weak edges are removed. On the other hand, Haji Seyed
Javadi, et al., [17] presented a novel algorithm to detect
communities based on the role of community leadership,
where they assume that communities are formed around the
leadership of each community. They defined leadership as
the node with the highest degree centrality. However, Mah-
moudi, et al., [49] showed that considering the node with the
highest degree centrality without considering the weight of
each user in each time interval cannot determine who among
the nodes (users) is more influential. Nevertheless, the idea
presented by Haji Seyed Javadi and colleagues is significant
as they proved that the most important users can attract other
users.

One core study that helped us to formulate our approach
is that of Wilson et al. which made a significant contribution
to this area of research by revealing the vital role that user
interactions play in the study of social applications [24]. Their
study resulted in some valuable findings as follows: i) users
tend to communicate with a small group of their friends;
ii) although Facebook evolves, user interactions do not vary
with time. This means that even though many users join
Facebook over a certain period, the growth rate of interactions
between users over that time is relatively steady; iii) for
the majority of users, about 70% of their interactions are
with only 20% of their friends; iv) the most active users
receive comments from 5% of their friends, and v) half of
all interactions belong to 10% of the well-connected nodes
based on their degree. Thus they showed that the social link
is not a valid indicator for analyzing the user interactions in
OSNs.

C. META-HEURISTIC ALGORITHMS
Some researchers adopted a different perspective and
attempted to use the universal law of gravity to detect
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communities in networks. However, there are some main
deficiencies in those attempts, which the current study will
seek to address in its usage of this formula. The first study
to mention here is that of [50] who introduced a new CD
method based on local community gravitation. The discovery
of overlapping communities was the main concern of their
study. To achieve this goal, they used the in-degree and out-
degree to define the fitness measure for their work. This fit-
ness measure was designed to replace the modularity metric,
however, their measure is the ratio of the internal degree of
nodes to the summation of the internal and external degree of
nodes. In their simulated gravitation formula, the weight of
the nodes is employed to represent the degree of the nodes.
However, this assumption is not correct unless the weight
is assigned to each time interval. The study opined that the
weight of the user in each stage of their lifespan in the network
needs to be considered. In their work, distance is considered
as the square of the shortest path between two intended
nodes. This assumption inducts the betweenness measure.
In sum, their method is completely edge-based, while in
OSN user attributes and behavior influence the formation of
community. Also, they did not discuss why they decided to
use the square of the distance, particularly when Newton’s
original formula uses the geo-location of mass. Lastly, their
method uses the initial step to categorize nodes into some
communities. Moreover, an in-depth analysis of their method
revealed that considering the shortest path between two nodes
with no edges between edges leads to failure, where it is clear
that nodes with a path length 1 are more likely to be in a
common community than nodes with a path length of 2 and
bigger.

Similarly, Yang, et al., [51] used the gravitation formula
for detecting communities. They computed the user weight as
the node degree. Thus, they assumed that 2-hop nodes always
have a certain influence on the 1-hop node and a rare influ-
ence on hop-3 nodes. However, they did not explain how they
determined these levels of influence. Nevertheless, based on
the above assumption, they created a function that computed
the gravitation between a specific node and its neighbors.
Besides, they did not explain how to compute the distance
in their method or the role of the G constant. At the end of
their study, they compared their method with some others
by applying it to the Zachary, Dolphin, and Football datasets
and using the modularity metric. Although the meta-heuristic
approach shows promising concept, it however, follow simi-
lar limitation like the static and the dynamic approach, where
human-centric composition is largely ignored. This limitation
forms a core aspect of the current study. To do that, the
next section presents a foundational basis on which OSN and
human-centric components for community detection process,
are defined.

By leveraging other optimization processes, Cai, et al.
[52] used particle swarm optimization (PSO) algorithm to
detect communities in a signed network. PSO is originally
designed for continuous optimization. However, the study
modified the operators of PSO in a manner that applies to

the CD problem. Firstly, they defined the community based
on the characteristics of a signed network, which implies
that a community consists of nodes with more positive links
than negative links. Then, the authors discretely redefined the
velocity and position and considered everyone as a particle.
Position vector indicates the partition of the node in a signed
network and the velocity shows a vector, where each element
can be either a 1 or 0, according to the value of the position
(changed or unchanged). In advancing this logic, a study
in [53] used the quantum-inspired evolutionary algorithm
(QIEA). The observed that social networks are affected by
the collective latent behavior, while it is immune to individual
behavior.

III. PRELIMINARIES AND DEFINITIONS
In this section, an online social network is first modeled, and
then maximum spanning tree and community detection are
defined.

A. ONLINE SOCIAL NETWORK
Definition 1 (Online Social Network): Online Social Net-
work (OSN) are online services that facilitate communica-
tions in a social network. Each OSN can be presented as
G(U ,C,T ) where U is a set of users’ ID, C is a set of triplets
of the form of (ui, uj, t) where ui, uj ∈ U , t ∈ T . T is a set of
timestamps in which two users ui and uj communicate with
each other, mostly T be considered as the time of making a
connection between two users.

According to the above definition, OSN is a time-varying
and dynamic domain in which the behavior of the network
changed. OSN behavior changes refer to the specific states
of OSNs in which the number of user activities changes.
Definition 2 (Network Behavior): Network behavior of

OSN is a snapshot of G in t (G(U ,C,T )t ) which shows the
number of users and connections in t ∈ T . The network
behavior changes if the number of users and connections
changed markedly, so the network behavior is a function of
the number of users and connections (1)

f (Nu,Nc) =

{
1, Nu (t)+ Nc(t)> threshold value
0, Nu (t)+ Nc (t)< threshold value

(1)

Nu (t) is the number of users at time t and ∈ N
Nc(t) is the number of connections at time t and ∈ N
f (Nu,Nc)→ [0, 1]
It is clear, the number of connections is related to the

number of users, thus the number of users plays an important
role in network behavior. For further information [54].

The main player in OSNs is human which is a complicated
creature in the world and the OSNs presented as the user. The
users’ attributes such as user weight, geo-location, lifespan,
and density of interaction show the user behavior in OSN.
Definition 3 (User Behavior): The user behavior (UB) in G

is a state of a user in t ∈ T , and is a set of quintuplets of the
form of UB(ui,wi, li, ρi, di)t . Where ui ∈ U , wi is the weight
of user i, li is the lifespan of user i and is a triplet with the form
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of (ui, ts, te) where ts, te represent the first time of activity and
last time of activity of user i respectively (ts < te). ρi is the
density of interactions of user i in a specific time interval. di
refers to geo-location of user i.
OSNs usually are undirected, meaning that when a user

sends a message to another user, they accepted the friendship,
although one side does not send any reply (e.g. WhatsApp).
However, in some OSNs the relationship is directed (e.g.
Twitter).

B. MAXIMUM SPANNING TREE
The maximum spanning tree (MST) is retrieved from the
minimum spanning tree (MinST) concept, where instead of
minimum edge weigh we consider maximum edge weight.
MinST is a problem in a graph, According to [55] this
problem defined as, in graph G ‘‘nodes represent cities and
edges represent possible communication links and whose
edge weights represent the cost of construction or lengths of
the links’’ [37, pp: 1] therefore the problem is finding a set of
edges with minimum costs and cover all nodes.
Definition 4 (MST): Given an online social network G,

nodes represent users and edges represent the connection
between users and whose edges weights represent the number
of interaction in the recent time interval, it is clear that we
try to find the link with the highest number of interaction.
The MST is a tree that covers all users in G with a maximum
weight of connections.

C. COMMUNITY DETECTION
Definition 5 (Community): Cambridge dictionary defines
community as ‘‘the people living in one particular area or
people who are considered as a unit because of their com-
mon interests, social group, or nationality’’ [56]. However,
in network science, Newman & Girvan in [57] community
is defined as ‘‘the division of network nodes into groups
within which the network connections are dense, but between
which they are sparser’’. Thang N. Dinh & My T. Thai
in [10] defined community as ‘‘nodes in the network are
naturally clustered into tightly connected communities with
only sparser connections between them’’. Radicchi, et al.,
(2004) in [58] Defined community as ‘‘a subset of nodes
within the graph such that connections between the nodes are
denser than connections with the rest of the network’’. These
definitions also used and repeated by recent researchers in
different types of networks such as social networks, OSN,
complex networks, collaboration networks, and biological
networks. In OSNs we define the community as a set of
users ck = u1, u2, . . . uj who have the maximum dependency
among each other as a group. In other words, the community
is a group of users that exhibits the largest gravity among its
members.
Definition 6 (Community Detection): The community

detection problem in a given online social networkG is to find
a set of communities C = c1, c2, . . . cr of disjoint subsets
of users in a meaningful manner relevant to the definition of
community.

IV. PROBLEM FORMULATION
The result of the literature review showed that the existing CD
algorithms have several drawbacks for solving this problem
in OSNs. First of all, the definition of community and com-
munity detection is not relevant to a human-centric domain.
Second, they are mostly modularity based and designed for
CD in a static environment. Third, they do not consider time
or at least do not present an accurate definition of the time
interval, and fourth, the complexity is a major concern for
them. Finally, and above all, they are not human-centric.
When the term human appears in a research study, identify-
ing the characteristics and analyzing the behavior of human
beings is, of course, essential.

This study deploys the gravitational search method pro-
posed in [59], [60]. In this type of search method, two main
parameters are influenced such as user weight and distance.
This type of search is based on the force of gravity law which
described as below:

• Force of gravity: According to Newton’s law of grav-
ity [61] ‘‘Gravity is the force that attracts two bod-
ies toward each other. The more massive an object is,
the stronger its gravitational pull’’. This law is expressed
as follows: The gravitational force between two particles
directly proportional to the product of the mass and the
square of their distance from each other two particles is
inversely proportional (2).

F = G
m1 ∗m2

r2
(2)

However, the proposed method also considers the density
of interaction as discussed in the following.

Before discussing the proposed algorithm in detail, it is
essential to describe the important variables for the CD
algorithm based on user attributes. The proposed algorithm
deploys four main attributes: time, user weight, the density
of interactions, and geo-location.
Time:Any attempt to address the problems associated with

a dynamic environment will fail if the user and edge lifespan
are not considered because the time dimension is an integral
part of a dynamic network. Online social networks can be
considered dynamic networks, thus OSNs also rely on the
time dimension. The role of the user and edge lifespan is
important because the community of OSN changes in each
time frame. Therefore, this study considered the time dimen-
sion to be a key component in developing the proposed CD
algorithm. According to [24], a meaningful community in
an OSN is one that is apparent in a recent time interval. In
other words, the CD algorithm should act by the most recent
interactions between users to detect active communities in
each time interval.
Definition 7 (Time Interval): A time interval is a series

of periods that contain different amounts of user behavior
(according to definition 3). A time interval i showed as TI i
which include a range between two timestamp t in G such
as [ti, ti+k ]. TI computed based on (3). Further information
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available in [54].

TI= (t1 = [D,D+ SD] , . . . , tk−1 = [D+ (k− 1) ∗ SD],

tk = [D+ (k ∗ SD)]) (3)

where D is the time of the first connection in the network per
day or an hour and SD is the standard deviation, k = R

SDvalue
and R is the range between creating a new connection per unit
(day or hour) and the last connection per unit.
Geo-Location: A variety of measures can influence the

community forming among nodes (in this case, OSN users),
such as job, interests, and activities. However, some algo-
rithms use geo-location because it has been proved that users
who are near to each other are more likely to form relation-
ships with each other than with users who are further away
from them [62]–[69].
Density of Interactions: The density of interactions is rela-

tively self-explanatory and represents the number of interac-
tions between users in a specific time interval (4).

ρ =
Number of interaction

timeinterval
(4)

User Weight: Here, the term user weight refers to the
influence of a user in an OSN. In recent years, many
researchers have sought to identify the influential users and
user weight [49], [70]–[76]. This is because ‘‘in an OSN, each
user has a specific weight, which refers to the influence of
the user on the OSN, and the weight of each user is different.
A user’s weight is a key indicator of the user’s influence on the
OSN; where the weight of the user is greater, the more influ-
ence that the user has on the OSN as compared to other users.
An accurate understanding of the role of users is fundamental
to the solving of many online social network (OSN) domain
problems, such as community detection, event detection, and
marketing’’ [49]. We use the method presented in [49] and
deploys the simple exponential smoothing (5) is a method to
estimate the current value based on previous values in a time
series with a coefficient α. This method is widely used in time
series data mining and is expressed as:

W = (1− α)wtn + α (1− α)wtn−1 + α2(1− α)wtn−2 (5)

where α is a smoothing constant between 0 and 1 and W is
the simple exponential smoothed statistic at time t .

In Newton’s formula (2), the attraction between two bod-
ies is directly proportional to their weights and is inversely
proportional to the square of the distance between them
(Fig. 2(a)). Figure 2(b) provides a computer science simula-
tion of the universal gravity formula, which shows that users
tend to move toward heavier users. In other words, the total
lifespan of the connection between two users that know each
other could be overcome by the gravitational pull of a more
famous ‘‘heavyweight’’ user with a larger number of connec-
tions and who may not even have made a direct connection
with those users. In OSNs, people mostly tend to interact with
famous users such as artists, athletes, and celebrities. Hence
the number of connections of famous users becomes heavy.
Also, the weight/fame of some users is relatively heavy that

FIGURE 2. (left) the universal gravity formula; (right) the universal gravity
formula simulation in OSN.

their first interaction quickly attracts other users and resolves
into a community; drawing in all of the OSN users within
its radius of influence. On the other hand, it has been proved
that distance has an inversely proportional effect on attracting
users in OSNs to each other [62], [63], [77].

Thus, it seems possible and potentially fruitful to simu-
late the universal gravity formula (2) as an OSN CD prob-
lem (6), where heavyweight users have much more gravity
than lightweight users, and consequently, the lightweight
users tend to have more interactions with heavyweight users
and stay in those communities [49].

The current study’s conceptualization of user interactions
is represented by (6). We consider the social network as an
undirected graph because when a friendship is made between
two persons they have a bipartite relationship with each other.

Here we assume that users in OSNs exert a gravitational
force on each other. For instance, two users are attracted to
each other relative to their respective weight and influence.
It is clear that the amount of gravity between them is a
function of the directly proportional relationship between
their weights and densities, and is inversely proportional to
their distance. Newton’s formula (2) uses the square of the
distance to show the effect of distance, whereas we use a
power of 1 distance because other studies have shown that
friendship has an inverse relationship with distance [63], [68].

Fi.j =
wi ∗ wj
ri.j

∗ ρi.j (6)

where wi is the weight of the user (node) i, wj is the weight
of user (node) j, ri.j is the geo-distance between the current
location of node i and node j, and ρi.j is the density of
interaction between users i and j.

We use the ρ (density of interaction) value in place of the
gravity constant in the universal gravity formula (2) to thwart
the effect of gravity between users without interaction. This
is because the proposed method assumes that connections
that remain passive during the time should be overlooked.
Equation 7 shows that the density of interaction of user i is
equal to the ratio of summation of a number of its interaction
to the time range.

ρi =

∑j=t+(k∗sd)
j=t+sd number of interactionj

time range
(7)

However, Computer Scientists believe the relation-
ships between people are virtual, which means that peo-
ple interact with each other independently of location.
Nevertheless, in this study, the measure used for computing
the distance between users is geo-distance because it is
clear that people in the same place have more chance of
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communicating with each other than people who are far from
each other [62], [63], [68], [77]. Also, the stated variables
in the proposed formula only consider the most recent time
interval in which the largest number of interactions takes
place among users. Hence we name the proposed algorithm,
the recently largest interaction (RLI) algorithm.

The distance should be normalized, according to [78] aver-
age area of a city considers as 40km, so the distance in (8)
defined as a fraction of 40, it means that for two users who
live in 40km area the r value defines as 1, and for distance
80 define as 2 and so on (8).

r =
⌈
distance

40

⌉
(8)

In following the maximum value as gravity considers for
each node to assign pair nodes among their neighbors, (9).

assign node vi to node u = Max (Guv1,Guv2, . . . ,Guvn)

(9)

V. PROPOSED ALGORITHM (RECENTLY LARGEST
INTERACTION)
Figure 3 shows the flowchart of the procedure followed in the
proposed algorithm. In the first step, we compute the duration
of the recent time interval required to detect communities
because, according to [24] and [49], users in OSNs do not
interact with around 50% of old users (friends) and commu-
nities change over time. Therefore, the proposed algorithm
needs to be able to detect new communities dynamically.
We consider that the amount of interactions in recent time
intervals indicates the presence of meaningful communities
and is a measure that is relevant to the real world. Then in the
next step, we compute the weight of each user based on the
proposed method by [49]. After that, the algorithm computes
the density of interactions in the recent time interval and the
distance between each pair of users, respectively. Next, it cal-
culates the gravity based on (6). Thereafter, the maximum
amount of gravity considered as the best measure to form the
community was defined as a measure for selecting the con-
nections in anMST. Finally, the pair-users assign in a commu-
nity was extracted. For next pair of the user in next iteration,
a pair-user is assigned to a community in which one of them
already joins that community, otherwise, they formed a new
community. The pseudocode for the algorithm is presented in
Algorithm 1and 2. It is noted that the stated variables in the
proposed formula only consider the most recent time interval
in which the largest number of interactions takes place among
users. Hence, we defined the proposed algorithm as the
recently largest interaction (RLI) algorithm, which consists
of two sub algorithms (algorithms 1 and 2). Algorithm 1
computes the recent time interval and inserts the communica-
tion data of recent time intervals in a new data table namely
RintTbl. Then, the number of interactions of users in the
recent time interval can be computes based on RintTbl data
while the result alongwith users’ names are stored in IntTbl as
the output of algorithm 1. Algorithm 2 computes the gravity

FIGURE 3. Flowchart of the proposed algorithm.

FIGURE 4. A part of the proposed CD algorithm’ output for Travian
dataset.

value and then finds the maximum value of gravity, finally,
assigns each user to the relevant community.

The pseudocode for the algorithms is presented below.
Figure 4 shows a part of the Gravity CD algorithm which

experiments on the Travian dataset, the different color shows
the different communities. As inference from the figure,
the structure of the output of the algorithm is a tree.

A. CONVERT TO MAXIMUM SPANNING TREE (MST)
STRUCTURE
After computing the gravity value based on (6), the proposed
algorithm finds the maximum value of gravity for each pair
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Algorithm 1 Procedure Recent Time Interval (Recenttbl)
Input: a time labeled dataset consisting of user communication (ComTbl)
Output: a dataset includes interaction and number of communication in recent time interval (IntTbl)
——————————————————————————————————————————————————–
1 Sort ComTbl based on timestamp
2 Std← standard deviation of ComTbl based on timestamp field
3 Last← timestamp of last row
4 First← timestamp of first row
5 Rangetime← last − first
6 K← ceiling(rangetime/std)
7 recentT← first + (std ∗ k − 1)
8 CominRecTime← communication between recentTI and last# this is the communication in recent time interval
9 N← length (CominRecTime)
10 for i = 1 to N do
11 Inset user1, user2 timestamp of row i of CominRecTime into RintTbl
12 end
13 N ← length(RintTbl)
14 for i to N do
15 user1← RintTbl[i, 1]
16 user2← RintTbl[i, 2]
17 if (user1 & user2) is not in IntTbl then
18 Data← rows in RintTbl where user1 & user2 are there
19 ctime← NROW(data)
20 Insert user1, user2 and ctime into IntTbl
21 end
22 end

of users. This is a fitness measure for selecting the edge for
each pair of nodes, and this action converts a graph into an
MST, so the output of the RLI algorithm is an MST.
Sub graph T of G is a spanning tree for G if T is a tree

T includes all vertexes V of G
Theorem 1: Suppose G is an undirected and connected

graph and for each edge in G a weight is assigned as gravity
value. If T is the spanning tree of algorithm 2 then T is an
MST.

Proof: It is proved by contradiction, suppose that |U| =
n, T is spanning tree of algorithm 2 (RLI). The edges of T is
labeled such as e1, e2, e3, . . . en−1 based on the order of out-
put of RLI and gravity value are grv1, grv2, grv3, . . . grvn−1
which are the maximum value of gravity for each node.

Suppose that T is not a MST, let T́ denotes the MST.
Consider the edge ek = (a, b) ∃ in T́ and in T and grvk is
the gravity value of ek , it cannot be that T́ includes ek since
RLI only omit edges if they already add to T and the Gravity
value between a and b is bigger than any other pair edges of a
or b, so ek in T́ create a cycle thus T́ cannot be a spanning tree.
Therefore T includes ek but T́ did not. In T́ there is a unique
path p from a to b, edge ek is not on this path. Further there is
an edge ék on p such that grvék > grvek . The tree T́ ∪ ´{ekek
is also a spanning tree and the gravity value strictly is heavier
than T́ . This contradicts the MST of T́ , thus the T́ = T .
Then a sequence of nodes in the new MST structure which

connect formed a community. In this structure, the time of

FIGURE 5. Convert graph structure (a) to MST structure (b).

community traversal is reduced markedly. Also, the memory
complexity is reduced because many passive connections are
removed in the MST structure. Figure 4 shows how an MST
structure is made by the RLI algorithm.

Figure 5 (a) shows a graph that consists of the connections
between six users in the Travian dataset, where the labels on
the edges show the gravity values computed by (6). In the next
step, an MST structure is made by selecting the max gravity
between each pair of users (nodes); for instance, the gravity
values between user 3893 and their friends (2121, 3079)
are 1450 and 8760, respectively. Thus, for user 3893, user
3079 is selected. However, Fig. 5 (b) shows that there is a
connection between user 3893 and 2121. This is because this
connection has the highest gravity value for user 2121. This
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Algorithm 2 RLI (Recent Largest Interaction)
Input: a time labeled dataset consisting of user interactions (IntTbl)
Output: a list of communities (GravityCommunityTbl)
——————————————————————————————————————————————————

1 Icount = length(IntTbl)
2 for i = 1 to Icount do
3 user1← InteractionTbl[i, 1]
4 user2← InteractionTbl[i, 2]
5 dens← InteractionTbl[i, 3]
6 w1← weight of user1
7 w2← weight of user2
8 r1.2← distance between user1 and user2
9 ρi.j←

the communication times
recent time interval for user1 and user2

10 Grv← ((w1 ∗ w2) ∗ ρ1.2)/r1.2
11 Insert user1, user2 and Grv into GravityTbl
12 end
13 Gcount← length(GravityTbl)
14 for i = 1 to Gcount do
15 user1← GravityTbl[i, 1]
16 maxgrv← Find max value of gravity for user1
17 Pairuser← pairofuser1
18 if (user1 and pairuser is not in MaxGrvTbl) then
19 Insert user1 and pairuser into MaxGrvTbl
20 end
21 user2← GravityTbl[i, 2]
22 maxgrv← Find max value of gravity for user2
23 Pairuser← pair of user2
24 if (user2 and pairuser is not in MaxGrvTbl) then
25 Insert user2, pairuser and maxgrv intoMaxGrvTbl
26 end
27 end
28 Gcount← length(MaxGrvTbl)
29 for i = 1 to Gcount do
30 nc()← as an array
31 Id1← 1 #id1 is counter for array
32 n[id1← MaxGrvTbl[i, 1]
33 While id1 > 0 do
34 node1← n[id1]
35 id1← id1− 1
36 If node1 is not in GravityComTbl then
37 Insert node1 and i as community number in GravityComTbl
38 NodeMaxGrvTbl← find a list of rows of MaxGrvTbl in which one of the user is node1
39 id = 1
40 While (id <= length(NodeMaxGrvTbl)) do
41 If (NodeMaxGrvTbl[id, 1] = node1) then
42 pairnode← NodeMaxGrvTbl[id, 2]
43 PairGravityComTbl← find a row of Gravity ComTbl in which node is pairnode
44 If (NROW (PairGravityComTbl) = 0) then
45 id1← id1+ 1
46 n[id1]← NodeMaxGrvTbl[id, 2]
47 end
48 else
49 Append other pairnode of NodeMaxGrvTbl into n
50 end
51 id ← id + 1
52 end
53 end
54 Erase n
55 end
56 end
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set of users (nodes), which have connections to each other,
are thus considered to be a community.

VI. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, the proposed method is experimented on two
different datasets and the results are compared with eight dif-
ferent and well-knownCD algorithm. Also, the study used six
different datasets to show how the time interval is computed.

A. EXPERIMENT SETUP
In this section, we describe the datasets which is deployed in
this study and a description of metrics and algorithms used to
evaluate the proposed CD algorithm.

1) DATASETS
• The Facebook-like dataset [79] is available in [80].

‘‘The Facebook-like Social Network originate from an
online community for students at the University of Cal-
ifornia, Irvine’’. This dataset consists of 59,835 mes-
sages that were sent or received by 1899 users. Each
row of the dataset contains the following information:
(i) the time and date of sending or receiving the mes-
sage, (ii) a number that shows the ID of the senders,
(iii) the ID of the targeted users and (iv) the weight of
each tie The data in this dataset are in the range of 4th
2004 to 10th 2004.

• ‘‘The UKM dataset is a new synthetic dataset that con-
sists of 234 users and 1079 interactions that encompass
the interactions of a foreign student with their family,
friends, colleagues, and university members, where the
interactions between the student and other users cover
the period 1/1/2016 to 1/8/2016. This dataset is time
labeled, we consider 234 real users and make a random
connection between them and other users based on their
role.’’ [49].

• Email-EU-core temporal datasets: the dataset gener-
ated by Jure Lescovec an associate professor at Stan-
ford University [81]. The dataset consists of email
data from a large European research institution. The
publisher ‘‘have anonymized information about all
incoming and outgoing email between members of the
research institution. The emails only represent com-
munication between institution members (the core),
and the dataset does not contain incoming messages
from or outgoing messages to the rest of the world.
A directed edge (u, v, t) means that person u sent
an e-mail to person v at time t. A separate edge is
created for each recipient of the e-mail. Node IDs in
the sub-networks do not correspond to the same node
ID in the entire network.’’ [82] These datasets consist
of 986,162, 89 and 142 users and 61046, 46772, 12216,
and 48141 connections in department 1, 2, 3, and 4 of
the institution respectively. The period of these datasets
is 803 days.

• Travian network datasets: ‘‘This network dataset was
designed for studying multiplex network problems,

TABLE 1. Datasets statistic.

in particular, community detection since the ground
truth for alliance membership is available. It was
extracted from data from a study of virtual organiza-
tions conducted by researchers across several institu-
tions, including the University of Arkansas. Data was
collected from a 3x server (with a 3.5-month game
cycle) based in Germany. These networks are from a
30-day game period.’’ 83]. This dataset is time-based
and also human-based. Besides, the Travian dataset is
a real-world dataset and the ground truth of community
structure is available. Hence, it is a suitable dataset
for this study. This dataset consists of three files:
(i) Attacks, which contains information about raids that
have occurred between players, (ii) Messages, which
contains information on the communications between
players, and (iii) Trades, which represents the trades
between players.We use theMessages file in our exper-
iment as it best represents a social network between the
users in this dataset.

A brief statistical review is presented in Table 1.

2) MEASURES ADOPTED FOR COMPARING COMMUNITY
DETECTION ALGORITHMS
We compared our proposed method with eight well-known
algorithms, namely GN (edge-betweenness) [4], Infomap [8],
label propagation [19], fast greedy [84], Walktrap [18], Lou-
vain [6], leading eigenvector [85], and Dynamic Structural
Clustering Algorithm for Network (DSCAN) [13]. The rea-
sons for selecting these eight algorithms are: (i) the first
seven algorithms are standard, meaning that they can be
implemented using R programming language, so they can be
considered as benchmark algorithms and are widely used in
other studies. And the DSCAN is selected to compare our
work with a time-based method. (ii) They represent a variety
of approaches that have been used to solve the CD problem
such as the LPA which used the propagation method, Walk-
trap [18], which uses a random walk, the fast greedy algo-
rithm which uses the greedy solution, the GN algorithm [4]
which uses betweenness centrality, Infomap [8] which uses a
dynamic approach and can work on dynamic and weighted
graphs, and the leading eigenvector algorithm [85], which
uses the eigenvectors of the Laplacian graph. In addition,
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the RLI algorithm compares to the DSCAN algorithm [13],
which is a time-based algorithm.

The results of these algorithms are compared using three
standard measures, namely normalized mutual information
(NMI), adjusted rand index (ARI) and Pairwise F measure
(PWF). The NMI value is between 0 and 1, where the
higher value shows a greater similarity between the two
partitions (10).

NMI (A,B) =
−2

∑R
i=1

∑S
j=1 C ij log(C ijn/C i.C.j)∑R

i=1 C i.log(C i./n)+
∑S

j=1 C.j log(C.j/n)
(10)

A community structure on V is a partitioning A =

{A1 . . . .AR} of V in several R subsets and V is the set of n
nodes. Cij denotes the number of nodes that clusters Ai and
Bj share. If A = B then NMI (A,B) = 1 and if A and B are
completely different then NMI (A,B) = 0.

The ARI lies between -1 and 1. When two partitions agree
perfectly, the ARI achieves the maximum value of 1. A larger
ARI denotes a higher agreement between two partitions (11).
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The F-measuremetric is widely used in experimentalmeth-
ods to determine the accuracy of methods designed to solve
clustering problems. PWF is computed as follows (12):

PWF =
2 ∗ precision ∗ recall
precision+ recall

(12)

The precision is the number of correct results divided by
the number of all returned results (dimensionless) (13)

Precision =
TP

TP + FP
(13)

The recall is the number of correct results divided by the
number of results that should have been returned (dimension-
less) (14)

Recall =
TP

TP + FN
(14)

In community detection, the result of the classifier is TP if
a node is proven to exist in the specific community and the
test also shows that the node exists in that community. The
result of the classifier is FP if the test for a node identifies as
a member of the community which is not a real community
member. The test result is FN if the result of the classifier
shows that there is no community member for a set of users
which contains community members.

The main reason for selecting these measures is that they
are widely used for comparing CD algorithms so they can be
used as benchmark measures.

FIGURE 6. The CDF of the data distribution in each time interval based on
the standard deviation for data sets, (a) UKM; (b) Facebook-like; (c) EU
department 1 e-mails; (d) EU department 2 e-mails; (e) EU department
3 e-mails; (f) EU department 4 e-mails.

3) TIME INTERVAL COMPUTATION
The proposed algorithm was tested with respect to its ability
to reduce memory and time complexity and its accuracy.
However, before we discuss the results, it is necessary to
describe the method of computation used to define the time
interval.

Following study in [49], we compute the time interval
based on a computation of the standard deviation of the data.
We also assume that making a new connection with another
user is a measure of a change in the community. We set a
threshold value for defining recent time intervals (15), where
time intervals that are more than the threshold are considered
the latest time intervals and communities should be detected
in those time intervals. In this study, we define the threshold
value as 75% because a simulation of the proposed method
on the six datasets used by [49] showed that this value can
cover the abnormal connections made by users (Fig. 6).

P(x ≤ threshold) = CDF(X ≤ threshold)

=

∑
xi≤threshohld

p(X = xi) (15)

B. EXPERIMENT TO EVALUATE ACCURACY AND SPACE
COMPLEXITY
In this section, the proposed method in terms of accuracy and
space complexity is evaluated.

1) EXPERIMENT TO FIND THE BEST ALGORITHM TO
IDENTIFY THE COMMUNITIES
The development of a CD algorithm that is more accurate
than existing standard algorithms is one of the main concerns
of this study. As mentioned above, previous studies do not
consider user attributes; they only consider the number of
connections between the nodes to detect communities. In this
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TABLE 2. Comparing of deferent cd algorithms based on NMI, ARI, and
F-measure for Travian dataset.

TABLE 3. Comparing of deferent cd algorithms based on NMI, ARI, and
F-measure for UKM dataset.

section, we evaluate the proposed method from the viewpoint
of the accuracy of the algorithm in detecting communities.
To do this, we compute the user weight based on a simple
exponential smoothing model for every user in the UKM
dataset and Travian dataset.

The communities identified by the proposed RLI algorithm
are then compared with those detected by the GN (Edge-
betweenness), Walktrap, Label propagation, Infomap, Fast
greedy, and Leading Eigenvector, Louvain and DSCAN algo-
rithms. In this part, we only use the UKM dataset, which
is synthetic, and the Travian dataset, which is a real-world
dataset, because the ground truth of the other datasets is not
available. Tables 2 and 3 show the results of the RLI algo-
rithm and the above-mentioned eight comparable algorithms
on the Travian and UKM datasets, respectively. The results
show that the proposed algorithm outperforms the eight other
algorithmswith regards toNMI, ARI, and PWFvalue for both
datasets.

It should also be noted that we used the default community
detection functions in the R programming language that were
released in 2019 (Action of the Toes version).

Tables 4 and 5 show the results of the proposed RLI
algorithm without considering the four important features

TABLE 4. Comparison of the performance of the proposed algorithm with
and without considering the four important features when applied to the
Travian dataset.

TABLE 5. Comparison of the performance of the proposed algorithm with
and without considering the four important features when applied to the
UKM dataset.

highlighted by this research, such as the recent time interval,
distance, user weight, and density of interaction. Interest-
ingly, when the recent time interval is considered, the result
is better, specifically, the ARI value. However, when the RLI
algorithm is applied to the UKM dataset without knowledge
of distance, it cannot find a unique edge for each connection.
The RLI algorithm performed significantly better without
these features when it is applied to a larger dataset, such
as the Travian dataset. These results indicate that the RLI
algorithm can be effectively applied to both small and large
datasets by considering different features. Moreover, in the
case of small datasets, the RLI algorithm needs to consider
all the features (Time, user weight, the density of interac-
tion, and geo-distance) to obtain a result. On the other hand,
when it is applied to large datasets, given that the algorithm
leverages the gravity model, higher accurate time interval and
an accurate user weight can be reliably achieved. These two
tables show that the effect of the density of interaction is more
prominent rather than others, where without this attribute,
the NMI and ARI value decrease markedly for both datasets.

Furthermore, Table 4 also shows that when the user
weight in the RLI is computed by user degree centrality,
lesser accuracy is obtained relative to the time-based user
weight proposed in this research. Consequently, the features
(i.e., the three user attributes and time) that are included

154376 VOLUME 8, 2020



A. Mahmoudi et al.: Temporal User Attribute-Based Algorithm to Detect Communities in OSNs

TABLE 6. Comparing RLI and gravity method based on shortest path.

in the proposed RLI algorithm contribute to improving the
accuracy of the CD. Besides, the number of communities
decreases when we run the proposed algorithm without each
above-mentioned feature.

As mentioned in section IV of this manuscript,
geo-location is used to identify the distance between nodes.
In fact, propinquity is the basis of the RLI algorithm. The
term propinquity is used in social psychology in which it
is understood that people who live near to each other are
more likely to be friends [86]. This measure is important
because it shows the effect of geo-distance on the formation
of communities in OSNs, which deviate from several studies
that use the shortest path as the main measure for identifying
distance in the network [4], [87]. Table 6 shows the compari-
son between the RLI algorithm when it considers the shortest
path andwhen it considers geo-distance. Due to the size of the
Travian dataset (4, 778, 686 unique edges), the experimental
process was based on sample data (894,560 random possible
connections between nodes) of this dataset. The shortest path
between all pair of nodes is computed using the expression
in (16)

number of possible connection =
n ∗ (n− 1)

2
(16)

There are 4, 778, 686 possible edges (connections) between
nodes in Travian dataset, where n is 3092 (nodes).

Table 6 shows that when we consider the shortest path as
the measure for distance, the NMI, ARI, and PWF value for
the UKM dataset decrease significantly. Similarly, the value
of these three measures also decreases for the Travian dataset.
In addition, the complexity of computing the shortest path
is very high, while the computational complexity of the
geo-distance is significantly low.

The results of the RLI algorithm is statistically significant
given that the attributes used by the RLI algorithm represent
the user behavior. Therefore, this study posits that an OSN
community can be defined as follows: A community is a
group of users that exhibits the highest gravity among its
members relative to the members in the network.

2) MEMORY COMPLEXITY EVALUATION
The result produced by the proposed algorithm based
on active and passive nodes and edges is shown
in Fig 7 (a)-(f). The charts in the figure show the number

FIGURE 7. Number of passive connections and nodes; (a) EU department
1 e-mails; (b) EU department 2 e-mails; (c) EU department 3 e-mails;
(d) EU department 4 e-mails; (e) UKM; (f) Facebook-like.

of passive connections and users for each of the six datasets.
During the period covered, many users are passive and do
not have any interactions with each other. For instance, if we
consider the Facebook-like dataset (Fig. 7(e)), there is a total
of 13838 connections between users: in the initial time inter-
vals (first and second) the number of connections between
users is 11945 and the number of active users is 1712,
which means that the algorithm has removed 1893 passive
connections. In other words, 183 nodes have been removed
because they do not have interactions with each other in those
two-time intervals. A trend of increasing inactivity among the
user community continues over the period covered to reach
11522 passive connections in the more recent time intervals
(from 22 June 2004 to 30 October 2004) with only 990 users
having interactions with each other. Hence it is clear that
when attempting to detect meaningful communities we can
remove a lot of passive connections in the recent time inter-
vals, which leads to a reduction in memory complexity. This
result proves that the modularity measure, which considers
all the edges, has high memory complexity when applied
to OSNs. This complexity can be reduced by the proposed
algorithmwhere, in the worst-case scenario, only around 50%
of the nodes have interactions with each other in recent time
intervals.

Figure 8 shows the number of connections in each of the
six datasets after running the proposed algorithm.

It can be seen from the figure that, in the case of the
Facebook-like dataset, for example, roughly 93% of connec-
tions are removed by the RLI algorithm. Overall, the result
proves that many connections are pruned by the proposed
algorithm because many users do not have any interactions
with each other in recent time intervals. In other words,
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FIGURE 8. Percentage of connections pruned after running max-gravity
function.

FIGURE 9. Number of communities in each time interval.

the proposed algorithm reduces the memory complexity in
each community. This indicates that the connections in the
recent time intervals are more true to life than those in other
time intervals especially when considering an entire dataset.

Figure 9 shows the number of communities in the recent
time interval that are detected by the proposed algorithm.

The result in the figure shows that the number of com-
munities in the entire dataset is somewhat similar to that
in the recent time intervals. In other words, although the
proposed algorithm prunes the passive connections and nodes
in each time interval, the number of communities in each time
interval is to some extent the same.

At the end of this section, we evaluated the time complexity
of the proposed algorithm. The RLI algorithm has five main
sections. Algorithm 1 shows that the table of the interactions
between users in the recent time interval is computed; this is
done inO(E). The second loop of this algorithm computes the
number of interactions between nodes of recent time interval
in the worst case this is done in O(E). Algorithm 2 at the first
section computes the gravity value for all the connections in
the recent time interval; this is also done inO(E). The second
loop of algorithm 2 computes the maximum value of the
gravity for each pair of users in the recent time interval, which
is done in O(E), and finally, we identify the community,
which is done in O(n log10E), where the experimental results
show that the O(n log10E) roughly equates to the number of
connections in the output of the second loop of algorithm
2 which computes the maximimum value of gravity. This
is because it removes a significant number of connections.
The proposed algorithm has two phases. In the first phase,
it removes some edges by considering the connections that
are present only in the recent time interval, and in the second
phase, it removes some edges by considering the connection
with the highest value of gravity. The output of the RLI
algorithm is a maximum spanning tree (MST), where the

TABLE 7. Time complexity of existing community detection algorithms.

number of edges in the MST structure is n-1. Thus the total
complexity of the RLI algorithm is O(4E + n log10 E). The
time complexity of some other existing CD algorithms is
provided in Table 7 [88].

VII. CONCLUSION
This study sheds light on the importance of considering user
attributes in attempts to find solutions to problems such as the
CD problem in OSNs. Existing studies mostly overlooked the
role of user attributes (lifespan, distance, interaction density,
and user weight). Interestingly, these attributes are similar to
the universal gravity formula, which provided a substratum
for the development of our novel approach: the recently
largest interaction (RLI) algorithm, which consists of five sub
algorithms. The results showed that the proposed RLI algo-
rithm can detect communities better than the eight standard
existing algorithms and that it can reducememory complexity
significantly. Memory complexity was reduced by using only
the active connections in recent time intervals, whereas the
edge-based existing algorithms and others like it, which use
the modularity metric, consider all the connections between
nodes and therefore have high memory complexity.

The proposed algorithm also reduced time complexity
compared to the Infomap, Louvain, edge-betweenness and
label propagation algorithms and similar other algorithms,
which have a time complexity of O(N 3). The study also
revealed that the gravity metric is more suitable than the
modularity metric for detecting communities in OSNs. Also,
the output of the proposed algorithm is an MST, which
improves the search of communities compared to a graph
structure output. The results also showed that the recent
time interval communities are more realistic than in other
time intervals. The findings of this study could be used to
overcome the problem of big data in OSNs and could be
used to make an efficient recommender system. A future
research direction could involve trying to detect life events
based on communities, which may results in an improvement
over existing event detectionmethods that mostly try to detect
events based on a set of keywords because the text in an
OSN data stream is noisy and often contains non-standard
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acronyms that are very hard to utilize in a meaningful
way. Thus, this study paves the way for further research
on network science in which the most important players
are humans because it demonstrates that user attributes
must be considered to improve the accuracy of proposed
methods.
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