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ABSTRACT To solve the key problems of strong infrared radiation, poor continuous combat capability of
the system, serious ablation of the launching device, and environmental pollution during missile launch,
electromagnetic launch system (EMLS) has been studied for missile launching tasks. Since most of the
current research is aimed at the key technologies and there is a lack of evaluation and balance of the entire
system, the effectiveness of the missile electromagnetic launch system (MEMLS) needs to be evaluated.
To solve the shortcomings of the existing effectiveness evaluation model, this paper establishes an improved
model for effectiveness evaluation. The new model takes the availability-dependability-capability (ADC)
model as the basic evaluation framework. The L20(219) orthogonal table is constructed by using the
orthogonal design idea without interaction. On the basis of quantifying and normalizing the indicators,
different weighting methods are adopted according to the different characteristics of the two level indicators.
The improved combination weighting model of game theory (ICWGT) is used to obtain the combined
weights for indicators of each level. To coordinate the incompleteness, ambiguity, and randomness of the
information, and at the same time meet the requirements of flexible numerical feature values, the asymmetric
gray cloud model (AGCM) is used to determine the evaluation level and evaluation value of the inherent
capability C. On the basis of calculating the effectiveness evaluation value of each scheme by ADC model,
the significance of each capability indicator of MEMLS was analyzed by variance analysis method. The
conclusions obtained are consistent with the actual situation, which verifies the effectiveness of the model.

INDEX TERMS Missile electromagnetic launch system (MEMLS), effectiveness evaluation, availability-
dependability-capability (ADC) model, orthogonal design, the improved combination weighting model of
game theory (ICWGT), asymmetric gray cloud model (AGCM).

I. INTRODUCTION
Electromagnetic launch system (EMLS) is a launching tech-
nology that uses electromagnetic energy to convert it into
payload kinetic energy [1]. EMLS can convert electrical
energy into the kinetic energy required by the load in a short
time, and push objects to reach a certain speed quickly [2].
EMLS has been widely used in military equipment such as
artillery shells, carrier aircraft, etc. due to the advantages
of low launch cost, safe handling, strong adaptability, easy
energy control, and repeatable rapid launch. However, the
application of electromagnetic launch (EML) technology
to missiles is still in the demonstration stage and requires
a common breakthrough in technology in multiple fields.
Missile electromagnetic launch system (MEMLS) refers to
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changing the traditional cold launching and thermal launch-
ing methods, using EML technology to eject missiles from
carriers such as launch cylinders, and then using propellants
for initial acceleration. MEMLS can effectively solve the key
problems of the traditional missile launch system, such as
strong infrared radiation which is not conducive to conceal-
ment, poor continuous combat capability, serious ablation of
the launcher, and environmental pollution.

At present, most of the research on MEMLS is still the
research of core technologies such as pulsed energy storage
power supply, pulsed power discharge, motor control, etc.,
and the evaluation of the entire system is relatively lacking.
To make the demonstrated MEMLS more reasonable and
reliable, the effectiveness of the system needs to be evalu-
ated to determine the best demonstration plan. The methods
for evaluating the effectiveness of weapon systems mainly
include three categories: analytical calculation methods,
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index evaluation methods, and simulation methods. One of
the most versatile and easy to expand and perfect methods is
the availability-dependability-capability (ADC) model. The
ADC model is an efficiency analysis model and method pro-
posed by the US Industrial Weaponry System Effectiveness
Advisory Committee. The system effectiveness evaluated by
the ADC model is a measure of the degree to which the
systemmeets the requirements of a specific set of operational
functions and is a function of system availability, depend-
ability, and inherent capability. In response to the improve-
ment of the ADC model, Shao established the G-BDP-ADC
model using the gray theory and weight distribution model,
which solved the problem of evaluating the effectiveness
of the LEO satellite communication system [3]; Pirzadeh
studied the effectiveness of the hybrid ADC model on how
to overcome the channel estimation error caused by coarse
quantization [4]; Gui has established an effectiveness evalu-
ation model of drone driving equipment based on the ADC
method [5]. The above literature puts forward some ideas for
the improvement of the ADC method, but the method for
weighting the indicators at all levels is single, and there is no
combination of objective and subjective factors. At the same
time, the weighting methods for different levels of indicators
are not different and targeted. In terms of weight combination,
Niu calculated the combination of the two weighting methods
by finding the difference coefficient [6]; Gao obtained the
combination weight by using the objective data to modify the
weighting method of the subjective data [7]; Zhai achieved
the combined weight of the goal through an optimized plan-
ning method [8]. The above weight combination model is
only suitable for the combination of two weighting methods
and has a high dependence on one of the methods, which has
certain limitations and cannot guarantee accuracy. In terms of
gray fuzzy evaluation, Mi used gray clustering to effectively
deal with the decision-making problem in the case of incom-
plete information [9]; Peng applied the gray cloud model
to the whitening weight function and improved the method
of determining the whitening weight of the gray evaluation
method [10]. The above research discusses solutions to infor-
mation ambiguity and subjective randomness in the evalua-
tion, but the traditional normal gray cloud model (NGCM)
limits the flexibility of the model’s peak and boundary values,
which affects the reliability of the evaluation results.

To solve the problem of effectiveness evaluation of
MEMLS and improve the deficiencies of the above methods,
this paper establishes a new effectiveness evaluation model.
The main structure of this paper is as follows: Section I
introduces the basic concepts and advantages of EMLS and
MEMLS, and points out the current research status and
deficiencies of the existing effectiveness evaluation methods,
ADC model, combined weighting method and gray cloud
model; Section II establishes a new system effectiveness
evaluation model, specifically describing the ADC model,
fuzzy analytic hierarchy process (FAHP), active loop method
(ALM), entropy weight method (EWM), improved com-
bination weighting model of game theory (ICWGT) and

asymmetric gray cloud model (AGCM); In section III,
the L20(219) orthogonal table is constructed by using the
orthogonal design idea without interaction. The effectiveness
of MEMLS is evaluated by using the established model
combined with specific sample data. And variance analy-
sis is carried out on the effectiveness evaluation value of
the schemes, and the results of significance comparison of
capability indicators of MEMLS are obtained and analyzed;
Section IV summarizes the main innovations and conclusions
of this paper.

II. SYSTEM EFFECTIVENESS EVALUATION MODEL
This section mainly introduces a new effectiveness evaluation
model for MEMLS established in this paper. The steps and
methods of model establishment are shown in Fig. 1.

A. EFFECTIVENESS EVALUATION FRAMEWORK BASED ON
ADC MODEL
First, establish the basic framework of the ADC model,
the general model [11] is

E = A · D · C (1)

In the formula: E is the effectiveness of the system; A is
the availability vector of the system; D is the dependability
matrix of the system; C is the inherent capability vector of
the system.

Next, the availability vector, dependability matrix and
inherent capability vector model of the system are analyzed
and established.

1) AVAILABILITY VECTOR OF THE SYSTEM
The availability vector of the system can be expressed as

A = [a1, a2, a3, . . . , ai, . . . , an] (2)

In the formula: ai is the probability that the state of the
system is i at the initial moment; n is the number of possible
states of the system at the initial moment.

The representation of the availability vector model for
series and parallel systems [12], [13] is discussed below.

a: SERIES SYSTEM
Suppose a system is composed of m subsystems. Each sub-
system has only two states: normal and fault. If any of the
subsystems fails, the system is faulty. If all subsystems are
normal, the system is normal. Such a system is a series
system. It is easy to get that the system has only two states:
normal and faulty. In this case, the system availability vector
is

A = [a1, a2] =
[ m∏
i=1

MTBFi
MTBFi +MTTRi +MLDTi

,

1−
m∏
i=1

MTBFi
MTBFi +MTTRi +MLDTi

]
(3)
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FIGURE 1. The establishment steps and methods of MEMLS effectiveness evaluation model.

In the formula: a1 is the probability that the initial state of
the system is normal; a2 is the probability that the initial state
of the system is fault; MTBFi is the average time between

failures of the i-th subsystem; MTTRi is the average repair
time of the i-th subsystem; MLDTi is the i-th The average
delay time of each sub-system is guaranteed.
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b: PARALLEL SYSTEM
Suppose a system consists of m subsystems connected in
parallel. Each subsystem has only two states: normal and
fault. If any of the subsystems is normal, the system is normal.
Such a system is a parallel system. It is easy to get that
the system has 2m states. Note that asi is the availability
of the i-th subsystem and asi = 1−asi is the unavailability of
the i-th subsystem. Then the availability vector of the system
is as follows.

A = [a1, a2, a3, . . . , am, am+1, am+2, . . . , a2m ]

=



a1 · a2 · a3 · . . . · asm
as1 · a2 · a3 · . . . · asm
a1 · as2 · a3 · . . . · asm

...

a1 · a2 · a3 · . . . · asm
as1 · as2 · a3 · . . . · asm

...

as1 · as2 · as3 · . . . · asm


(4)

In the formula: ai is the probability that the system is i at
the initial moment; asi is the availability of the i-th subsystem;
asi = 1− asi is the unavailability of the i-th subsystem.

2) DEPENDABILITY MATRIX OF THE SYSTEM
Suppose that the number of possible states of the system is n,
these n states can be converted to each other. According to
Markov process theory [14], the state transition matrix is

P =


p11 p12 . . . p1n
p21 p22 . . . p2n
...

...
. . .

...

pn1 pn2 . . . pnn

 (5)

In the formula: P is a transition state matrix; pij represents
the probability that the state i becomes j after a transition.
Suppose that the number of possible states of the system

is n, and if the system cannot be repaired during the mission,
the dependability matrix of the system is expressed as

D =


d11(t) d12(t) . . . d1n(t)
0 d22(t) . . . d2n(t)
...

...
. . .

...

0 0 . . . 1

 (6)

In the formula: dij(t) represents the probability of transi-
tioning from the i state to the j state at time t when the system
is working.

Each element in the matrix meets the following conditions.
0 ≤ dij(t) ≤ 1 i, j = 1, 2, · · · n
n∑
j=1

dij(t) = 1 i = 1, 2, · · · n (7)

The reliability of series and parallel systems is discussed
below. When the system structure is different, the reliabil-
ity expression of the system is also different. Suppose that

m subsystems have independent failures and the reliability of
each subsystem is Ri, then the reliability of series and parallel
systems [15] can be expressed as

Rs(t) =
m∏
i=1

Ri(t) (8)

Rs(t) = 1−
m∏
i=1

(1− Ri(t)) (9)

Suppose that the Markov assumption is true, the steps to
establish the dependability matrix calculation model are as
follows:

a: DETERMINE THE SYSTEM STATUS
Combine the different states of the same ability in the process
of the system into a state.

b: ESTABLISH A STATE TRANSITION PROBABILITY
MATRIX P
Analyze and determine the value of each element in the
system state transition matrix.

c: ESTABLISH THE SYSTEM STATE EQUATION
The probability that the system is in different states at time t
is expressed as 

p1(t) = P {S(t) = S1}

p2(t) = P {S(t) = S2}
...

pn(t) = P {S(t) = Sn}

(10)

In the formula: S(t) = Si represents the event that the
system state is i at time t .

The probability that the system is in a certain state at time t
can be expressed by the probability of another state and its
state transition probability, that is, after 1t time, there is

Pj(t) = pi(t)pij ·1t (11)

When 1t tends to 0, a set of equations can be obtained.

dp(t)
dt
=Up(t)

U= [PT−I]=


p11 − 1 p12 . . . p1n
p21 p22 − 1 . . . p2n
...

...
. . .

...

pn1 pn2 . . . pnn − 1


p(t) = [p1(t), p2(t), · · · pn(t)]T

(12)

d: SOLVE THE DEPENDABILITY MATRIX
From the n initial states of the system, n special solutions are
calculated, and the dependability matrix of the system can be
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obtained as

D =
[
d1(t) d2(t) · · · dn(t)

]T
=


d11(t) d12(t) . . . d1n(t)
d21(t) d22(t) . . . d2n(t)
...

...
. . .

...

dn1(t) dn2(t) . . . dnn(t)

 (13)

3) INHERENT CAPABILITY VECTOR OF THE SYSTEM
The inherent capability vector C of the system can be
expressed as

C = [c1, c2, c3, . . . , ci, . . . , cn] (14)

In the formula: ci is a measure of the ability of the system
to complete the task when the state of the system is i during
the execution of the task.

If the relevant assumptions hold, then the steps to solve the
inherent capability vector of the system are as follows

a: SELECTION OF THE INHERENT CAPABILITY INDICATORS
OF THE SYSTEM
The inherent capability indicators of the system refer to the
index parameters that the system plays a certain role in the
effectiveness of the task in the process of completion, gener-
ally including quantitative indicators and qualitative indica-
tors. For more complex systems, first-level and second-level
indicators can be set up for hierarchical solution.

b: QUANTIFICATION OF QUALITATIVE INDICATORS
For qualitative indicators, the scale annotation method or
Delphi method can be used to score certain performance
indicators.

c: NORMALIZATION OF INDICATORS AFTER QUANTIZATION
The utility function is used to normalize the dimension indi-
cators. If the values of different schemes of the same perfor-
mance indicators are normalized, there are

If the system effectiveness is positively correlated with x,
then the maximum value is x ′, then

R(x) =
x
x ′

(15)

If the system effectiveness is negatively correlated with x,
then the minimum value is x ′, then

R(x) =
x ′

x
(16)

B. WEIGHT CALCULATION
1) CALCULATION OF SUBJECTIVE WEIGHT BASED ON FAHP
AHP regards the problem of complex multiobjective
decision-making as a system and decomposes the objective
layer into objectives, criteria, and indicators. The AHP uses
the expert scoring method to determine the relative impor-
tance, and the weight of the indicator is determined by solving
the feature vector method [16]. However, the AHP has certain
deficiencies, such as the difficulty of consistency testing, and

the lack of a scientific basis for the criterion CR < 0.1, which
is different from the consistency of human thinking. The
FAHP introduces the idea of fuzzy mathematics [17] into the
traditional AHP. FAHP originated in 1983. Van Loargoven of
the Netherlands used the relevant ideas of fuzzy mathematics
to fuzzyly expand Satty’s ranking. Since then, the FAHP
has been continuously applied to systemic evaluation and
analysis, covering various fields such as risk assessment,
analysis of complex environments, industrial production and
sales, economic finance, and military technology [18]–[21].

The steps to calculate the weights using FAHP are as
follows:

a: ESTABLISH A HIERARCHICAL ANALYSIS STRUCTURE
MODEL
The establishment of the hierarchical analysis structure
model of the system indicators is based on the system identi-
fication, and the inherent capability indicators of the system
are layered into several groups, and then different levels are
formed according to the rules. In the hierarchical structure
model, the following hierarchical analysis structure model is
mainly established:

1) Objective layer: Indicate the objective of the solution
required by AHP.

2) Criteria layer: Generally, choose the weight and nor-
malized value of the solution target.

3) Factor layer: There are many general indicators of the
system, so the factor layer often has multiple layers.

b: CONSTRUCT FUZZY COMPLEMENTARY JUDGMENT
MATRIX
After establishing the hierarchical analysis structure model,
the membership relationship between the upper and lower
layers is determined accordingly. First, construct a fuzzy
judgment matrix. In this paper, the comparison between the
two levels of indicators adopts the quantitative expression
of the importance of one indicator compared with the other.
Generally, the nine-scale method in Table 1 is used to get
the quantity scale between indexes and establish the fuzzy
judgment matrix F = (fij)q×q. If fij + fji = 1, then F is the
fuzzy complementary judgment matrix.

c: CALCULATE FUZZY CONSISTENCY JUDGMENT MATRIX
AND WEIGHT VECTOR
Sum each row of the fuzzy complementary judgment matrix
and make a mathematical transformation to obtain the fuzzy
consistency judgment matrixR = (rij)q×q, as in formula (17).

ri =
q∑
j=1

fij i = 1, 2, · · · , q

rij =
ri − rj
2(q− 1)

+
1
2

i, j = 1, 2, · · · , q

(17)

Perform row and normalization processing on the matrix R
to obtain the indicator ranking vector, in which the weight
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TABLE 1. Nine-scale method scale.

vector satisfies

ω′i =

q∑
j=1

fij − 1+ q
2

q(q− 1)
i = 1, 2, · · · , q (18)

d: CONSISTENCY TEST OF FUZZY COMPLEMENTARY
JUDGMENT MATRIX
In this paper, when the consistency test is performed, the
selection criterion is the compatibility indicator of the fuzzy
judgment matrix and its characteristic matrix. Calculate the
characteristic matrix of fuzzy judgment matrix.Wij =

ω′i

ω′i + ω
′
i

i, j = 1, 2, · · · , q

W∗ = (Wij)n×n i, j = 1, 2, · · · , q
(19)

In the formula:W∗ is the characteristic matrix of the fuzzy
judgment matrix.

Construct compatibility indicator.

I (F,W∗) =

q∑
i=1

q∑
j=1

∣∣fij −Wij
∣∣

q2
(20)

In the formula: I (F,W∗) is the compatibility indicator.
When the formula (21) is satisfied, the judgment matrix

is considered to satisfy consistency. The weight obtained by
formula (18) is the subjective weight based on FAHP.

I (F,W∗) ≤ α (21)

In the formula: α represents the attitude of the decision
maker. The smaller α, the higher the consistency requirement
of the decision maker. α is generally 0.1.

2) CALCULATION OF OBJECTIVE WEIGHT BASED ON ALM
With the widespread application of complex network theory,
network measurement methods are commonly used to eval-
uate system nodes in the field of combat systems, including
quantitative analysis of the importance of system nodes using
indicators such as intermediaries, compactness, and feature
vectors. The reference [22] proposed a ring ranking metric

based on closed path detection, but the evaluation result is
not precise enough to judge the importance of similar nodes.
To solve the related problems, this paper uses ALM to calcu-
late the objective weight of the system that satisfies the loop
model. The reference [23] has verified the effectiveness and
accuracy of the method and will not repeat the proof here.

First, define the evaluation indicators.

a: LOOP BETWEENNESS lbi
represents the ratio of the number of loops passing through
this node in the network to the total number of network loops,
the calculation formula is as follows.

lbi =
numi

sum(loop)
(22)

In the formula: numi represents the number of loops pass-
ing through node i; sum(loop) represents the total number of
network loops.

b: DEPENDENCY MATRIX DM
indicates the degree of dependence between nodes, dij is the
shortest distance from node i to node j, 1/dij is the degree of
dependence, and the degree of node dependence on itself is 1.
The dependency matrix DM can be constructed according to
the method.

c: IMPACT FACTOR ki :
According to the study of distance by network science,
the more the number of edges between two nodes, the more
difficult it is to reach two points, and the greater the possi-
bility that the loop passing through the two points will be
destroyed. Therefore, the impact factor can be used to express
the various uncertainties that affect the smooth completion of
the loop. The calculation formula is as follows.

ki =
avei

max(loop)
(23)

In the formula: avei represents the average size of the loop
through node i; max(loop) represents the number of sides of
the largest loop in the network.

Next, calculate the importance of nodes in the network
relative to other nodes, which can be represented by H.

H = DM ·
[
lb1, lb2, · · · , lbq

]T (24)

The importance set of nodes can be expressed as IM.

IM = H×
[
1
k1
,
1
k2
, · · · ,

1
kq

]T
(25)

Finally, the elements in the obtained IM are normalized and
normalized to obtain the objective weight of the loop node.

3) CALCULATION OF OBJECTIVE WEIGHT BASED ON EWM
For indicators that have no network relationship and can be
quantified as specific values, EWM can be used to calculate
objective weights. The concept of entropy was first applied
to the field of thermodynamics in physics. EWM originated
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in 1948. N. Wiener and C. E. Shannon founded information
theory. At the same time, the uncertainty of the signal of the
information source in the communication process is called
information entropy. The proposal of this theory solves the
problem of describing information. EWM is a mathematical
method for weighting based on the objective information of
the indicator. This method calculates the weight based on the
comprehensive consideration of the amount of information
provided by the indicator. As an objective weighting method,
EWM has been widely used in the field of system evaluation.

The steps and methods of calculating the weight of each
indicator by information entropy [24] are as follows:

(1) Construct a data matrix
The data set composed of p samples and q indicators is

normalized to obtain a data set Xij for evaluation.

X =


x11 x12 . . . x1q
x21 x22 . . . x2q
...

...
. . .

...

xp1 xp2 . . . xpq

 (26)

In the formula: xij is the normalized value of the j-th index
value in the i-th sample.

(2) Calculate the proportion of the i-th sample under the
j-th indicator to all samples of the indicator.

tij =
xij
p∑
i=1

xij

(j = 1, 2, · · · , q) (27)

(3) Calculate the entropy of the j-th indicator.

ej =

p∑
i=1

tij ln(tij)

− ln(p)
(j = 1, 2, · · · , q) (28)

(4) Calculate the weight
The weight is determined by the difference coefficient of

the indicator. The greater the difference value of the indica-
tor, the greater the effect on the evaluation and the smaller
the entropy value. The weight calculation formula based on
EWM can be obtained.

ω′′j =
1− ej

q∑
j=1

(1− ej)
(j = 1, 2, · · · , q) (29)

In the formula: ω′′j is the EWMweight of the j-th indicator.

4) CALCULATION OF COMBINED WEIGHT BASED ON ICWGT
The weights obtained by FAHP reflect the experience of
experts, but they are subjectively arbitrary and difficult to
guarantee objectivity. The weights obtained by ALM are
based on the loop and are objective, but they are greatly
affected by loop analysis. And the weights obtained by EWM
are based on the indicator value, which are objective, but
unstable, and are greatly affected by data fluctuations. How to
determine the combined weights under the conditions of tak-
ing into account both subjective decision-making and objec-
tive data is a process of mutual coordination and competition.

The object of game theory research is competitive things, and
it is a tool for balanced decision-making when analyzing the
influence of multiple decision-making schemes. The assump-
tion of game theory is that the decision-making schemes
are all rational decisions, that is, the decision-making
schemes are all positive decisions made to achieve the goals.
Game theory seeks to maximize common interests in the
decision-making process.

CWGT uses the idea of game theory to synthesize differ-
ent weighting schemes. Since this game is a noncooperative
game, the basic goal is to minimize the spread between the
weighting schemes, that is, to achieve Nash balance.

However, the traditional CWGT is prone to the situation
that the obtained combination coefficient is negative, which
clearly does not meet the objective requirements. Therefore,
this paper uses ICWGT.

Suppose that there are q evaluation indicators and k weight-
ing schemes, k basic weight sets can be obtained, and the
linear combination of k basic weight sets can be expressed
as

ω =

k∑
i=1

αiω
T
i (30)

In the formula: ω is any combination of k basic weight
sets; αi represents the linear combination coefficient of the
i-th weight set, αi > 0; ωT

i is the i-th weight set.
Based on the basic theory of CWGT [25], the optimized

game model is

min
j=1,2,··· ,k

∥∥∥∥∥
k∑
i=1

αiω
T
i − ωj

∥∥∥∥∥
2

(31)

In the formula: ωj is the weight set of the j-th weighting
scheme.

According to the properties of matrix differential, to pre-
vent the linear combination coefficient from being negative,
the optimal condition of ICWGT is

min
α1,α2,··· ,αk

f =
k∑
j=1

∣∣∣∣∣
(

k∑
i=1

αiωjω
T
i

)
− ωjω

T
j

∣∣∣∣∣ (32)

Borrowing the constraints of the objective weighting
method for maximizing dispersion, the linear combination
coefficient can also satisfy the following conditions.

αi > 0 i = 1, 2, · · · , k
k∑
i=1

α2i = 1
(33)

The Lagrange function is constructed as follows.

L(αi, λ)=
k∑
j=1

∣∣∣∣∣
(

k∑
i=1

αiωjω
T
i

)
−ωjω

T
j

∣∣∣∣∣+ λ2
(

k∑
i=1

α2i − 1

)
(34)
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Find the partial derivatives of αi and λ respectively,
combined with the constraints, and αi > 0, we can obtain

αi =

k∑
j=1
ωjω

T
i√√√√ k∑

i=1

(
k∑
j=1
ωjω

T
i

)2
(35)

Formula (35) is the only solution that satisfies the condi-
tion, and finally the αi is normalized as follows.

α∗i =

k∑
j=1
ωjω

T
i

k∑
i=1

k∑
j=1
ωjω

T
i

(36)

The final combination weight is

ω∗ =

k∑
i=1

α∗i ω
T
i i = 1, 2, · · · , k (37)

Different combination methods will get different
combination weights, so it is essential to test the rationality of
combination weighting. This paper uses the average degree of
difference to test the rationality of the combination weights.
The formula for calculating the average difference is as
follows.

D(ω∗) =
1

k × p

k∑
l=1

p∑
i=1

q∑
j=1

∣∣xij(ω∗(j)− ωl(j))∣∣ (38)

In the formula: xij is the normalized value of the j-th
indicator of the i-th sample; ω∗(j) is the weight of the
j-th indicator of the combined weight; ωl(j) is the weight of
the j-th indicator of the l-th single weighting method; k is
the total number of single weighting methods; p is the total
number of samples; q is the total number of indicators.
The smaller the average difference is, the smaller the devia-

tion between the combined weights and the weights obtained
by other single weighting methods is, that is, the more rea-
sonable the method of combined weighting.

C. AGCM DETERMINES THE EVALUATION VALUE
Due to the complexity of the evaluation system, the diversity
of the indicators, and the uncertainty of the information,
the system evaluation has strong ambiguity and grayness.
To solve these problems, the gray cloud model is widely
used in the field of system evaluation [26], [27]. According
to the symmetry of the NGCM [28], the quantitative rela-
tionship between the peak value and the boundary value can
be obtained, but at the same time it limits the flexibility of
the model value and reduces the reliability of the evaluation
results. Therefore, this paper uses AGCM to evaluate the sys-
tem effectiveness [29], which can effectively solve the prob-
lem of information uncertainty and inflexibility of the model
value in the evaluation process.

1) NGCM
The gray cloud model whose curve conforms to the normal
distribution law is called the NGCM, which satisfies the
following conditions.

Cx = (Lx + Rx)/2

En = (Rx − Lx)/6

He = En/γ (39)

In the formula: Cx represents the peak value; Lx represents
the left boundary value; Rx represents the right boundary
value; En represents the entropy, that is, the measurement
of the ambiguity of the left and right boundary values; He
represents the superentropy, that is, the degree of dispersion
of the cloud droplets; γ is given constant.

Suppose T1,T2, · · · ,Ts is the gray class to which the
clustering object belongs, and s is the total number of gray
classes. Then the normalized gray cloud whitening weight
function whose indicator j belongs to the gray class Tk satis-
fies the NGCMofmoderate measurement, as shown in Fig. 2,
the available formula is as follows.

f kj (x) =

 exp
[
−
(x − Cx)2

2(En′)2

]
, x ∈ [Lx,Rx]

0, x /∈ [Lx,Rx]
(40)

FIGURE 2. Moderately measured NGCM.

In the formula: En’ is a normal random number with En as
the expectation and He as the standard deviation.

The normalized gray cloud whitening weight function
whose indicator j belongs to the gray class Tk satisfies the
NGCM of lower limit measurement, as shown in Fig. 3,

FIGURE 3. NGCM with lower limit measurement.
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the available formula is as follows.

f kj (x) =


1, x ∈ [Lx,Cx]

exp
[
−
(x − Cx)2

2(En′)2

]
, x ∈ [Cx,Rx]

0, x /∈ [Lx,Rx]

(41)

The normalized gray cloud whitening weight function
whose indicator j belongs to the gray class Tk satisfies the
NGCM of upper limit measurement, as shown in Fig. 4,
the available formula is as follows.

f kj (x) =


exp

[
−
(x − Cx)2

2(En′)2

]
, x ∈ [Lx,Cx]

1, x ∈ [Cx,Rx]
0 x /∈ [Lx,Rx]

(42)

FIGURE 4. NGCM with upper limit measurement.

2) GRAY CLUSTER EVALUATION PROCESS BASED ON AGCM
In reality, the peak value of the system evaluation model is
often not the middle value of the left and right boundary
values, but any possible value within the range, so this paper
establishes AGCM. AGCM is composed of two different
half-curves of a moderately measured NGCM. Since it is
taken from the NGCM, the half-edge curve of each AGCM
retains the relevant properties of the normal curve. The gray
clustering process of AGCM is as follows.

(1) Calculate the data set Xij for evaluation, as in
formula (30).

(2) Determine the evaluation level, determine and cal-
culate various parameters of AGCM, and construct the
model.

(3) Calculate the gray cloud whitening weight of each
indicator. The gray cloud whitening weight indicates the
degree of membership of a certain indicator data to the
evaluation level. At the same time, since AGCM contains
random variables, the whitening weight obtained each time is
different. To solve this problem, this paper adopts the method
of multiple operations and calculating the average value to
reduce the uncertainty error. Finally, the whitening weights of
different evaluation levels of the same indicator are summed
and normalized. For example, the calculation formula for the

j-th indicator of the i-th sample is as follows.

f k (xij) =
[
f k1 (xij)+ f

k
2 (xij)+ · · · + f

k
h (xij)

]
/h (43)

µk (xij) =
f k (xij)
s∑

k=1
f k (xij)

(44)

In the formula: f k (xij) represents the average whitening
weight of xij belonging to the gray class Tk ; h represents
the total number of operations of xij; µk (xij) represents the
normalized gray cloud whitening weight.

(4) Calculate gray fixed weight clustering coefficient. The
calculation formula of the i-th sample belonging to the gray
class Tk is as follows.

σ ki =

q∑
j=1

µk (xij)ωj (45)

In the formula: ωj is the weight of indicator j in compre-
hensive clustering.

(5) Determine the evaluation level. The evaluation level of
sample i is the gray class represented by k with the largest σ ki .

(6) Determine the evaluation value. If the k value of the
grey class Tk is larger, the evaluation level is higher, then the
calculation formula of the evaluation value is as follows.

Gi =
s∑

k=1

σ ki ·
k
s

(46)

In the formula: s is the total number of gray classes.

III. EFFECTIVENESS EVALUATION OF MEMLS
This paper combines the ideas of ADCmethod, AHPmethod,
and loop network to construct a MEMLS effectiveness
evaluation hierarchical framework. From the analysis of
all elements of the entire process of MEMLS operation,
a hierarchical diagram of MEMLS effectiveness evaluation
is obtained, as shown in Table 2.

According to table 2, the target layer is the effective-
ness evaluation of MEMLS, and the criterion layer is the
system availability, dependability, and inherent capability.
Considering the whole combat process ofMEMLS, including
launch, enemy and foe confrontation after launch, equipment
state loss after launch, and system further expansion and
application ability, four first-level indicators are constructed,
and the first-level indicators are subdivided, and a total
of 18 second-level indicators are obtained. Next, the effec-
tiveness of the system is evaluated according to the steps and
methods in Fig. 1.

A. ANALYSIS OF SYSTEM AVAILABILITY AND
DEPENDABILITY
The simple working process of MEMLS is that the energy
storage of the pulse energy storage system, the discharge of
the pulse power discharge system, and the pulse linear motor
work together. Since the working process is a series system,
and from the perspective of operational decision-making
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TABLE 2. MEMLS effectiveness evaluation level table.

requirements, the division of more states of each subsystem at
the initial time will make the system more complicated and
not conducive to decision-making, so it is assumed that the
MEMLS has only two states at the initial time, namely normal
and fault. According to formula (3), the availability vector of
MEMLS is

A = [a1, a2] =
[

MTBF
MTBF +MTTR+MLDT

,

1−
MTBF

MTBF +MTTR+MLDT

]
(47)

In the formula: a1 is the probability that the initial state
of the system is normal; a2 is the probability that the initial
state of the system is fault;MTBF is the average time between
failures of the system; MTTR is the average repair time of
the system;MLDT is the average guarantee delay time of the
system.

Since the working process of MEMLS can be regarded as
a Markov process satisfying ergodicity, according to the tran-
sition probability property of the Markov process, combined
with formulas (13), the dependability matrix of the system
can be obtained as

D =
[
e−

t
MTBF 1− e−

t
MTBF

0 1

]
(48)

In the formula: t is the total duration of the task performed
by MEMLS.

B. EXPLANATION OF SYSTEM INHERENT CAPABILITY
INDICATORS AND ORTHOGONAL DESIGN
At the initial moment, MEMLS only has two states of normal
and fault. At the same time, for the battlefield, the abil-
ity of the system to complete the task under the fault can
be regarded as 0. Therefore, combining formula (14) and
formula (47), the inherent capability vector of the system can
be obtained as

C =
[
c
0

]
(49)

In the formula: c is the inherent capability value of
MEMLS under normal conditions.

1) SPECIFIC DESCRIPTION OF INDICATORS
The following is the description of the secondary indicators
of inherent capability.

a: DIMENSIONAL INDICATORS
1) Maximum thrust U13 represents the maximum ejection

force that MEMLS can exert on the missile, in kN.
2) Acceleration time U14 represents the time for the mis-

sile to accelerate to a predetermined speed via the guide
rail, in ms.
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3) Initial ejection velocity U15 indicates the speed at
which the missile exits the barrel after being acceler-
ated by the launcher, in m/s.

4) Infrared radiation intensity U21 is an important indica-
tor to measure the missile’s stealth performance during
the launch process, in W/sr.

5) Ejection power unit weight U41 represents the total
weight of the power unit directly used for ejection in
the system, in kg.

6) Launcher weight U42 represents the total weight of all
devices used for missile launching, in t.

b: CALCULATION OF QUANTITATIVE PROBABILITY AND
RATIO INDICATORS

1) Initial anti-interception rate U24 is the probability
of anti-interception during the initial phase after the
missile is launched by the launch system.

2) Energy utilization rate U31 represents the ratio of the
energy converted by the system for missile launch to
the total energy consumed.

c: CALCULATION OF QUALITATIVE INDICATORS
The quantification of qualitative indicators is mainly evalu-
ated by expert scoring method. The scoring range is 0 to 1.
The higher the score, the better. The specific indicators are as
follows.

1) Thrust control accuracy U11 indicates the closeness of
the thrust of the launch system to the missile to the
required value.

2) Robustness during launch U12 indicates the degree
of stability of the system when the force changes
suddenly.

3) Electromagnetic anti-interference ability U22 means
our anti-interference ability in the face of enemy elec-
tromagnetic interference during the launch mission.

4) Electromagnetic compatibility of own systemU23 indi-
cates the electromagnetic compatibility capability of
the transmitter’s own system

5) Ablation degree of the launcher U32 indicates the
degree of ablation damage of the launching system
to our equipment such as launch vehicle and launch
platform.

6) Environmental pollution degree U33 indicates the
degree of pollution to the surrounding environment
during the mission of the launching system.

7) Spare parts replacement rate U34 indicates the ability
of the spare parts in the launcher to be temporarily
replaced and repaired temporarily during the execution
of the task.

8) Space-ratio performance U43 indicates that MEMLS
occupies the space ratio of the entire missile combat
system.

9) Continuous combat capability U44 means the ability of
the launch system to perform multiple launch missions
in a short period.

10) Universality of launch system U45 indicates the versa-
tility of the launch system for launching other types of
missiles.

2) ORTHOGONAL DESIGN WITHOUT INTERACTION AND
NORMALIZATION
There are a total of 18 second-level indicators of MEMLS.
To analyze the significant differences in the effectiveness
of each indicator, it is assumed that each indicator has
2 selectable levels, and the indicators have no interaction.
Therefore, according to the orthogonal design idea without
interaction, the L20(219) orthogonal table is selected, and
a total of 20 sets of system design schemes are designed,
as shown in Table 3. All the data samples used in this paper
are derived from the demonstration plan of the research group
and the laboratory on the MEMLS and the data of the active
missiles using thermal and cold launch systems.

C. WEIGHT CALCULATION OF INHERENT CAPABILITY
The calculation of the weight of the indicator needs to select
the appropriate weighting method according to the charac-
teristics of the indicator. Because the first-level indicators
of MEMLS are not specific values and cannot be directly
quantified, but meet the characteristics of network loops,
FAHP-ALM is used to calculate the subjective and objec-
tive weights respectively, and then the combined weights
of the first-level indicators are calculated by ICWGT. The
second-level indicators have been quantified and normalized
in Table 3 and Table 4, so FAHP-EWM is used to calculate
the subjective and objective weights, respectively, and then
the combined weights are calculated by ICWGT. Finally, the
weight of each secondary indicator relative to the total system
is obtained through multiplication.

1) WEIGHT CALCULATION OF FIRST-LEVEL INDICATORS
The subjective weights based on FAHPmethod are calculated
according to formulas (17)-(21). According to Table 1 and
Delphi method, the fuzzy complementary judgment matrix
of the first-level indicators can be obtained as

B1 =


0.5 0.7 0.6 0.8
0.3 0.5 0.4 0.6
0.4 0.6 0.5 0.7
0.2 0.4 0.3 0.5

 (50)

The fuzzy consistency judgment matrix is calculated as
follows.

R1 =


0.5000 0.6333 0.5667 0.7000
0.3667 0.5000 0.4333 0.5667
0.4333 0.5667 0.5000 0.6333
0.3000 0.4333 0.3667 0.5000

 (51)

The weight vector of the first-level indicators based on the
FAHP is calculated as follows.

ω′1 = (0.3000, 0.2333, 0.2667, 0.2000) (52)
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TABLE 3. Orthogonal design table.

Next, the consistency test of the fuzzy complementary
judgment matrix is performed, and the characteristic matrix
of the fuzzy judgment matrix of the first-level indicators is
calculated as

W1 =


0.5000 0.5625 0.5294 0.6000

0.4375 0.5000 0.4667 0.5385

0.4706 0.5333 0.5000 0.5714

0.4000 0.4615 0.4286 0.5000

 (53)

The compatibility index is obtained as follows, satisfying
the conditions.

I (B1,W1)=
1
n2

n∑
i=1

n∑
j=1

∣∣B1ij−W1ij
∣∣=0.0831<0.1 (54)

The objective weights based on the first-level indicators of
ALM are calculated below. First, analyze the network loop of
the system to obtain Fig. 5.

According to formulas (22)-(25), the dependency matrix is
calculated as in formula (55), and the loop betweenness, rel-
ative importance, impact factor, importance, and normalized

FIGURE 5. Network loop of first-level indicators.

importance are shown in Table 5.

DM =


1 1 1 1
0.5 1 0.5 1
0.5 1 1 1
1 0.5 1 1

 (55)

From Table 5, the objective weight vector based on ALM
is obtained, that is, ω

′′

1 = (0.2845,0.1945,0.2517,0.2693).
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TABLE 4. Indicators normalized value table.

TABLE 5. ALM calculation result table.

From formulas (30)-(37), the combined coefficients of
subjective and objective weights obtained by ICWGT are
0.5004 and 0.4996, respectively, and the combined weights
vector of the first-level indicator is calculated, that is,
ω1 = (0.2923,0.2139,0.2592,0.2346).
Compare the combined weights and the weights of indi-

vidual weighting methods, as shown in Fig. 6. It can be
seen that the ICWGTmethod combines subjective and objec-
tive weights, effectively avoiding the problems of uncer-
tainty and poor reliability caused by the single weighting
method.

FIGURE 6. Weights of first-level indicators based on different weighting
methods.

2) CALCULATION OF SECOND-LEVEL INDICATORS WEIGHTS
AND COMPREHENSIVE WEIGHTS
Similarly, the fuzzy complementary judgment matrices of
the second-level indicators of each first-level indicator are as
follows.

B21 =


0.5 0.4 0.3 0.4 0.2
0.6 0.5 0.4 0.5 0.3
0.7 0.6 0.5 0.6 0.4
0.6 0.5 0.4 0.5 0.3
0.8 0.7 0.6 0.7 0.5

 (56)
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B22 =


0.5 0.6 0.7 0.6
0.4 0.5 0.6 0.5
0.3 0.4 0.5 0.4
0.4 0.5 0.6 0.5

 (57)

B23 =


0.5 0.3 0.4 0.6
0.7 0.5 0.6 0.8
0.6 0.4 0.5 0.7
0.4 0.2 0.3 0.5

 (58)

B24 =


0.5 0.6 0.5 0.4 0.7
0.4 0.5 0.4 0.3 0.6
0.5 0.6 0.5 0.4 0.7
0.6 0.7 0.6 0.5 0.8
0.3 0.4 0.3 0.2 0.5

 (59)

Similarly, he weight vectors are calculated as follows.

ω′21 = (0.1650, 0.1900, 0.2150, 0.1900, 0.2400) (60)

ω′22 = (0.2833, 0.2500, 0.2167, 0.2500) (61)

ω′23 = (0.2333, 0.3000, 0.2667, 0.2000) (62)

Similarly, the compatibility index is obtained as follows,
satisfying the conditions.

I (B21,W21) =
1
n2

n∑
i=1

n∑
j=1

∣∣B21ij −W21ij
∣∣ = 0.0773 < 0.1

(63)

I (B22,W22) =
1
n2

n∑
i=1

n∑
j=1

∣∣B22ij −W22ij
∣∣ = 0.0499 < 0.1

(64)

I (B23,W23) =
1
n2

n∑
i=1

n∑
j=1

∣∣B23ij −W23ij
∣∣ = 0.0831 < 0.1

(65)

I (B24,W24) =
1
n2

n∑
i=1

n∑
j=1

∣∣B24ij −W24ij
∣∣ = 0.0764 < 0.1

(66)

The objective weights based on EWM are calcu-
lated below. From Table 4 and formulas (26)-(29), the
ej and ω

′′

2j corresponding to the second-level indicators
of each first-level indicator can be obtained, as shown
in Table 6.

Similarly, ICWGT is used to obtain the combination coef-
ficient and combination weights of subjective and objective
weights, as shown in Table 7.

Compare the combined weights and the weights of indi-
vidual weighting methods, as shown in Fig. 7. It can be seen
that the ICWGT method combines subjective and objective
weights, effectively avoiding the problems of uncertainty and
poor reliability caused by the single weighting method.

To further verify the rationality of the combined weight-
ing based on ICWGT, the formula (38) is used to calculate
the degree of difference and compared with other methods,
as shown in Table 8.

TABLE 6. EWM calculation result table.

TABLE 7. Combination weights table of second-level Indicators.

According to Table 8, compared with other methods,
the ICWGT adopted in this paper has the smallest degree of
difference, which verifies the rationality and superiority of
the combined weighting method.
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TABLE 8. Calculation table of difference degree based on different combined weighting methods.

TABLE 9. Weight table of each second level indicator relative to the
system.

Finally, through multiplication, the weights of the second
level indicators relative to the system are calculated as shown
in Table 9, and the line chart of weights is made as shown
in Fig. 8.

D. CALCULATION OF INHERENT CAPABILITY EVALUATION
LEVEL AND EVALUATION VALUE
1) AGCM ESTABLISHMENT
In this paper, the Delphi method is used to uniformly divide
the evaluation levels of indicators.

That is, the indicators are divided into four gray categories
I, II, III, and IV, which represent poor, medium, good, and
excellent. The left and right boundary values and peak values
of the four gray categories are given, and take γ = 8 to
calculate entropy and superentropy, as shown in Table 10.

According to Table 10, make an AGCM chart for inherent
capability evaluation, as shown in Fig. 9.

TABLE 10. AGCM gray classification and digital characteristics table.

2) EVALUATION VALUE CALCULATION
In the calculation of whitening weights, the number of oper-
ations h = 1000. According to the formula (50) - (53),
the comprehensive clustering coefficient, evaluation grade,
and evaluation value of inherent capability of each scheme
are calculated, as shown in Table 11.

E. EFFECTIVENESS EVALUATION AND ANALYSIS OF
VARIANCE
The value of inherent capability has been calculated in
section 3.4, and the system performance evaluation value can
be obtained according to the ADC model. Since MEMLS
is still demonstrating research, there is no accurate data on
MTBF,MTTR, andMLDT. To further study the effectiveness
of the missile EML in the research stage, it is assumed that the
reliability andmaintainability indicators of the EMLS and the
active launch system are the same, taking MTBF = 1000h,
MTTR = 50h,MLDT = 20h, t = 1h. Find a1 ·d11 = 0.9336.
The system effectiveness evaluation value can be obtained,
as shown in Table 10.

The significance of each indicator is analyzed in conjunc-
tion with Table 3, as shown in Table 12.

Combined with the indicators of the demonstration scheme
and variance analysis of MEMLS, this paper further analyzes
the effectiveness evaluation results, and obtains the following
three points.
(1) It can be obtained from Table 11 that among the

20 schemes using EMLS with different battle targets,
14 of the schemes have an inherent capability evalu-
ation level of IV, and the overall system effectiveness
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FIGURE 7. Weights of second-level indicators based on different weighting methods.

TABLE 11. Comprehensive clustering coefficients and evaluation results.

is relatively high. This proves that from the perspective
of effectiveness, it is necessary to change the traditional
launch mode and study MEMLS.

(2) It can be seen from Table 12 that the effectiveness
has not been greatly improved when the initial ejec-
tion velocity is increased. This is because the original
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TABLE 12. ANOVA Table.

FIGURE 8. Line chart of weight of each second level indicator relative to
the system.

launch system can already meet the initial ejection
velocity requirements of the missile. If the focus of
the EMLS is on the improvement of the initial ejection
velocity, there is no greater value and significance.

(3) Ranking the significance of the 18 indicators, the first
six indicators with better significance were U21, U32,
U14, U33, U42, and U41. It can be concluded that the
main breakthrough points and advantages of MEMLS
compared to traditional emission methods are to reduce
the intensity of infrared radiation, reduce the abla-
tion degree of the launcher, shorten the accelera-
tion time and reduce the degree of environmental
pollution. Further optimization of these indicators

FIGURE 9. AGCM chart.

can significantly improve the effectiveness of EMLS,
which is also the important goal of missile EML tech-
nology. At the same time, it can be found that theweight
reduction of the launching device and the ejection
power unit is also very significant. This is because,
as a new launching system, in addition to the qualified
technical indicators, it also needs to be suitable for the
battlefield environment and missile weapon equipment
to ensure the availability of the system on the battle-
field. Therefore, it is also a key research direction.

According to the previous research of the research
group [30], the field of motor control in MEMLS has been
studied, aiming to strengthen the robustness of control and
shorten the acceleration time during the launch process.
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This is consistent with the results of this paper, which
proves the reliability of the results and the contribution of
research. It can be seen from the above results that the next
step of the research is to further analyze and optimize the
infrared radiation intensity and ablation degree of the system,
which is also the work being carried out in the author’s
laboratory.

IV. CONCLUSION
The main contributions of this paper are as follows.
(1) It eliminates that most of the research only focuses on

the key technical points of theMEMLS, and ignores the
deficiencies of the evaluation and balance of the entire
system.

(2) From the perspective of effectiveness, this paper
demonstrates the necessity of using EMLS on missiles,
and provides prerequisite support for the research of
related key technologies. From the effectiveness evalu-
ation results and variance analysis, several key indica-
tors that have a greater impact on system effectiveness
have been obtained, which provides direction and guid-
ance for system development and optimization.

To solve the problem of the effectiveness evaluation of
MEMLS, an improved effectiveness evaluation model is
established in this paper. The innovative points of the method
adopted in this paper are as follows.
(1) To solve the problem of exponential increase in

evaluation samples caused by the large number of
second-level indicators, an orthogonal design exper-
iment method is adopted, which greatly reduces the
number of samples.

(2) To solve the problem that the samemethods are used for
the primary and secondary indicators in the traditional
weighting process, resulting in a lack of pertinence
and unreliable evaluation. This paper adopts different
weighting methods for the objective weights of first-
level and second-level indicators to make the weight
value obtained is more reliable and credible.

(3) To solve the problem that the traditional weight com-
bination method has a strong dependence on a certain
weighting method and the traditional CWGTmay have
a negative combination coefficient, this paper proposes
IWCGT to solve the above problems.

(4) To solve the problem that traditional NGCM restricts
the flexibility of the peak value and boundary value of
the model, this paper proposes AGCM to perform gray
clustering.

The proposed method has good scalability, mainly as
follows.
(1) The model proposed in this paper is suitable for

any indicator-based system effectiveness evaluation
process, and in the later stage of weapon system
demonstration and development, the method of
function fitting can be used to quickly obtain the system
effectiveness value.

(2) The orthogonal design method can be applied to the
design of multi-indicator evaluation schemes, and the
more indicators, the more simplified the number of
schemes.

(3) The ALM proposed in this paper can be applied to the
objective weighting problem of any indicator system
that satisfies the characteristics of the loop, and EWM
can be applied to the objective weighting problem of
any quantifiable indicator system. ICWGT can be used
to combine two or more weight sets.

(4) The AGCM proposed in this paper can flexibly adjust
the peak value and boundary value of themodel accord-
ing to different systems and evaluation standards, and
has good scalability.
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