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ABSTRACT Generally, an intertrack interference (ITI) is a critical problem in bit-patterned magnetic
recording (BPMR) systems that can attain an areal density (AD) up to 4 Tb/in2. Unavoidably, at high ADs,
a very narrow track width must be employed, leading to severe ITI and unacceptable system performance.
To tackle the ITI; therefore, this article introduces a novel ITI suppression technique for coded dual-track
dual-head (DTDH) BPMR systems. At the first turbo iteration, the weighted readback signal of the adjacent
track served as an estimated ITI signal is utilized for subtracting from the target readback signal to subside the
ITI effect, before passing the refined readback signal to a turbo equalizer. Nonetheless, for the second turbo
iteration onwards, the estimated ITI signal generated by the soft information obtained from a decoder at each
turbo iteration will be then employed to subtract from the target readback signal during the turbo decoding
process. Computer simulation results demonstrate that the proposed system can provide better performance
than the DTDH system using a hard ITI suppression technique as well as the conventional system using
one read head to decode one data track for all ADs, because the proposed technique can estimate the ITI
signal well. Furthermore, when considering the recording system under the effects of media noise and track
mis-registration, we also found that the proposed system is more robust than other systems.

INDEX TERMS Bit-patterned magnetic recording, ITI suppression, soft information, turbo decoding.

I. INTRODUCTION
A current perpendicular magnetic recording (PMR) technol-
ogy used to store data in hard disk drives is approaching its
limit at 1 Terabit per square inch (Tb/in2), technically known
as a super-paramagnetic limit [1]. To continuously support
the need for storing enormous data in a digital era, one of
the promising recording technologies called a bit-patterned
magnetic recording (BPMR) has been introduced, which can
achieve an areal density (AD) up to 4 Tb/in2. Additionally,
when the BPMR technology is combined with a heat-assisted
magnetic recording technology, we obtain a heated-dot mag-
netic recording (HDMR) technology that can expand the AD
up to 10 Tb/in2 [2]. Unlike PMR, BPMR stores one data bit on
each magnetic island separated by non-magnetic material [1],
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which helps reduce the transition noise as existed in a granular
medium. Therefore, this article focuses on a BPMR medium
with a rectangular array arrangement as shown in Fig. 1.
Generally, a read head is employed to sense an induced

magnetization from the magnetic island. Because the size of
read head is normally larger than the island, it covers many
islands while reading data in both along- and cross-track
directions. This definitely causes the readback signal to expe-
rience with both intersymbol interference (ISI) and inter-
track interference (ITI) [3], whose severity depends on an
operating AD. Specifically, the larger the AD, the more
severe the ISI and ITI. In addition, other disturbances can
also degrade the BPMR system performance, such as track
mis-registration (TMR), media noise, write synchronization
error [4], and skew angle [5]. The TMR is a head offset in
either upward or downward direction that is occurred when
the center of the read head is not aligned with that of the
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FIGURE 1. A medium with regular island arrangement for the DTDH
detection technique.

target track, whereas the nature of media noise is caused
by the fluctuation of the island size, location, and magnetic
saturation. Moreover, the write synchronization error results
frommis-synchronization between the write clock and the bit
island, leading to a crucial problem of insertion, deletion and
substitution errors [4], [6], which can cause many errors in
a data detection process. Finally, the skew angle is occurred
when the angle of the read head is not aligned with the target
track direction, this deteriorates the system performance if
precaution is not taken to prevent it [7].

Several researchers have proposed the methods to miti-
gate the ITI effect in a BPMR system. For example, Nabavi
and Kumar [3] developed the two-dimensional (2D) pulse
response to represent the BPMR channel and proposed a 2D
equalizer to combat ISI and ITI, where the system employed
three read heads to scan three data tracks and decoded only
the main data track. Next, Nabavi et al. [8] proposed a
modified Viterbi detector, whose trellis has 4 states with
3 parallel branches between any two connected states, to alle-
viate the ITI embedded in the readback signal. The design
of iterative decision feedback detection and 2D general-
ized partial response (GPR) equalization based on minimum
mean-squared error (MMSE) followed by one-dimensional
(1D) Viterbi algorithm [9] was also introduced and eval-
uated its performance under several ADs. This technique
was claimed that it is a good candidate for an ultra-high
capacity BPMR system. Then, Karakulak [10] presented
the full-complexity 2D Viterbi detector, whose trellis has
64 states with 8 incoming/outgoing branches, to tackle the
ITI, which can perform better than other 2D Viterbi detectors
at an expense of high complexity.

Furthermore, Warisarn et al. [11] and Kovintavewat et al.
[12] utilized a 2Dmodulation code to avoid fatal data patterns
that cause severe ITI to be stored on a magnetic medium;
however, these methods required large memory to encode
and decode the data. Hence, Chang and Cruz [13] employed
the joint track concept to design the equalizer suitable for a
staggered BPMR system, whereas Fujii and Shinohara [14]
proposed the ISI and ITI cancellation technique by using

a multi-track iterative method for a shingled write record-
ing system. Yao et al. [15] proposed and analyzed the 2D
maximum-likelihood page detection to cope with the ISI and
ITI effects in BPMR and page-oriented optical memory sys-
tems. Moreover, an array-reader-based magnetic recording
approach [16] was presented to enhance recording capacity
for both BPMR and 2D magnetic recording technologies,
where multiple readback signals were utilized to process alto-
gether. For example, the design of 2D equalizer was proposed
by jointly processing based on an array-reader two-track
detection system [17], whose performance gain can be
achieved over a traditional single-reader single-track detec-
tion system. Finally, Koonkarnkhai and Kovintavewat [18]
introduced a simple ITI mitigation for a 2-head 2-track
(2H2T) BPMR channel, where two read heads were
employed to read two data tracks and decoded them simul-
taneously. To subside the ITI, we subtracted the weighted
readback signal of the 2nd track (acted as an ITI signal) from
the 1st readback signal, and vice versa.

Nowadays, a modern signal processing technique for
magnetic recording systems usually utilizes a multi-track
multi-head concept that performs together with the turbo
decoding process [19] to boost the system performance [14],
[20], [21]. For instance, Koonkarnkhai et al. [20] introduced
an iterative 2H2T detection method for a staggered BPMR
system to lessen the ITI effect. To do so, at the first iteration,
we subtracted the weighted readback signal obtained from the
adjacent tracks (served as an estimated ITI signal) from the
target readback signal, before passing the refined readback
signal to the turbo decoder. Thus, at the second iteration
onwards, the estimated ITI signal was reconstructed by the
hard decision received from the output of the turbo decoder.

Nonetheless, this article presents a novel ITI suppression
technique for a coded DTDH BPMR channel with regular
island arrangement, which is an extended work from [22],
where we thoroughly explain the proposed ITI suppression
technique on how it operates and investigate its performance
more in the presence of media noise and TMR. Specifi-
cally, the proposed technique employs two read heads to
read two data tracks and decode them concurrently at the
receiver side. Hence, the log-likelihood ratios (LLRs) of
the coded bits obtained from the low-density parity-check
(LDPC) decoder [23] are utilized to produce the weighted
readback signals before subtracting them from the target
readback signals. The proposed system can provide better
bit-error rate (BER) performance if compared to the DTDH
system with hard ITI suppression technique [20] and the con-
ventional system for all ADs, particularly when the recording
system severely encounters both media noise and TMR.

The rest of this article is organized as follows. The BPMR
channel model for the proposed scheme is explained in
Section II. Section III describes how the proposed system
performs and summarizes the design of a 2× 3 target and its
compatible 1D equalizer. The performance of the proposed
system will be investigated in Section IV. Finally, Section V
gives the conclusion.
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FIGURE 2. A DTDH BPMR channel model with the soft ITI suppression technique.

II. CHANNEL MODEL
Consider the coded BPMR system with the proposed ITI
suppression technique in Fig. 2. A binary input data sequence
{aj,k} is encoded by a rate-8/9 LDPC encoder [23] to obtain a
sequence {bj,k}, where j = m is the target track, m ∈ {1, 2} is
themth read head, and j = m− 1,m+ 1 is the adjacent track.
Subsequently, a coded sequence {bj,k} is fed to the BPMR
channel. For simplicity, we assume that themth read headwill
read data on the mth track. Generally, the readback signal of
the mth read head corrupted by ITI and ISI can be written as

ymk =
∞∑

j=−∞

∞∑
i=−∞

hj,ibm−j,k−i + nmk , (1)

where hj,i’s are the coefficients of the 2D channel response,
which can be acquired by sampling the 2D Gaussian pulse
response [3] at integer multiples of a bit pitch (Tx) and a track
pitch (Tz), and nmk is additive white Gaussian noise with zero
mean and variance σ 2 associated with the mth read head.

Practically, the 2D Gaussian pulse response corrupted by
media noise and TMR can be modeled as

H (z+1T , x) = A exp

(
−
1
2

[(
x +1x

cWx

)2

+

(
z+1T +1z

cWz

)2
])

, (2)

where A = 1 is a normalized peak amplitude of the 2D pulse
response, Wz and Wx are the pulse-width-at-half-maximum
(PW50) of the cross- and along-track pulses, respectively,
c = 1/2.3458 is a constant to account for the relationship
between PW50 and the standard deviation of a Gaussian
function,1x is the along-track location fluctuation,1z is the
cross-track location fluctuation. Note that this article only
considers the media noise resulted from the location fluc-
tuation, which will be referred to as ‘‘position jitter noise.’’
Hence, we model the media noise or position jitter noise
(1x and 1z) as a truncated Gaussian probability distribu-
tion function with zero mean and variance σ 2

j , where σj is

specified as the percentage of Tx . Additionally, 1T is the
head-offset or the distance between the center of the target
track and that of the read head, where the percentage of TMR
is defined as

TMR (%) =
1T

Tz
× 100. (3)

At the receiver, the readback signals {ymk } are fed to the
equalizers followed by the turbo decoding process, which
iteratively exchanges the soft information between the 2D
soft-output Viterbi algorithm (SOVA) [24] and the LDPC
decoder for NT iterations. In this article, the LDPC decoder
is implemented based on a message-passing algorithm with
Ni internal iteration [23], where Ni = 3 is considered.

III. PROPOSED SCHEME
This section explains how the proposed ITI suppression tech-
nique operates and briefly summarizes how to design the
2D target and its compatible 1D equalizer. In [20], the ITI
suppression technique for the coded DTDH BPMR channel
with a staggered array island medium was presented, which
employed the hard decision from the LDPC decoder to esti-
mate the ITI signal. To improve its performance further, this
article proposes to utilize the soft information from the LDPC
decoder to approximate the ITI signal for the BPMR channel
with a regular array island medium [22].

Before explaining the proposed technique, we first assume
that the read head reads the kth bit on the jth track, where the
ISI is restricted to two adjacent symbols (k − 1) and (k + 1),
and the ITI is limited to two adjacent tracks (j−1) and (j+1).
Thus, we can consider {i, j} ∈ {±1, 0} in (1). Then, the 2D
channel pulse response can be illustrated in a matrix form as

H (jTz, iTx) = H =

 h−1
h0
h1


=

 h−1,−1 h−1,0 h−1,1
h0,−1 h0,0 h0,1
h1,−1 h1,0 h1,1

 , (4)

VOLUME 8, 2020 153079



S. Koonkarnkhai et al.: Novel ITI Suppression Technique for Coded DTDH BPMR Systems

where h0,0 = 1 is supposed to be a normalized peak ampli-
tude, h−1,0 and h1,0 represent the ITI, and h0,−1 and h0,1
represent the ISI.

A. SOFT ITI SUPPRESSION TECHNIQUE
Suppose the proposed technique utilizes two read heads to
read the data from track j = 1 and j = 2 that corresponds to
the input data sequences {a1,k} and {a2,k}, respectively, where
{a0,k} and {a3,k} are considered as random data sequences.
For simplicity, we assume a symmetric BPMR channel and
the read heads are placed at the center of their tracks. Thus,
we can employ h1,1 = h−1,−1 = h−1,1 = h1,−1, h1,0 =
h−1,0, and h0,1 = h0,−1 [8]. Note that if the read heads are
positionedmore towards inner tracks j and j+1, we found that
the system performance will be degraded (not shown here).
This might be because although the ITI from tracks j − 1
and j + 2 is reduced, the amplitude of the target signal is
decreased and the ITI from tracks j and j+1 is also increased,
thus lowering the quality of the readback signals. Therefore,
the performance is deteriorated as the read head is moved
away from its original position at the center of the track,
which is similar to the result in [16].

At the first turbo iteration (NT = 1), the switches in Fig. 2
are at the position A. To mitigate the ITI embedded in the
1st readback signal, we subtract the weighted version of the
2nd readback signal from the 1st readback signal. Similarly,
to subside the ITI embedded in the 2nd readback signal,
we subtract the weighted version of the 1st readback signal
from the 2nd readback signal. This process is similar to
[18], [20], where the refined readback signal in the noiseless
channel of the 1st read head scanning the jth track can be
written as

r1k = y1k − αy
2
k ,

= h1,1bj−1,k+1 + h1,0bj−1,k + h1,1bj−1,k−1 + h0,1bj,k+1
+ bj,k + h0,1bj,k−1 − αh1,1bj,k+1 − αh1,0bj,k
−αh1,1bj,k−1 − αh1,1bj+2,k+1 − αh1,0bj+2,k
−αh1,1bj+2,k−1 +

(
h1,1 − αh0,1

)
bj+1,k+1

+
(
h1,0 − α

)
bj+1,k +

(
h1,1 − αh0,1

)
bj+1,k−1, (5)

and that of the 2nd read head scanning the (j+ 1)th track can
be expressed as

r2k = y
2
k − αy

1
k ,

= h0,1bj+1,k+1 + bj+1,k + h0,1bj+1,k−1 + h1,1bj+2,k+1
+ h1,0bj+2,k + h1,1bj+2,k−1 − αh1,1bj−1,k+1
−αh1,0bj−1,k − αh1,1bj−1,k−1 − αh1,1bj+1,k+1
−αh1,0bj+1,k−αh1,1bj+1,k−1+(h1,1 − αh0,1)bj−1,k+1
+ (h1,0 − α)bj,k + (h1,1 − αh0,1)bj,k−1, (6)

where α is a weighting factor. It has been shown in [18] that
a good weighting factor can be easily obtained from

α =
h1,0
h0,0
=
h1,1
h0,1
= exp

(
−0.5

(
Tz
cWz

)2
)
. (7)

Because αh1,0 ≈ 0 and αh1,1 ≈ 0, which can be neglected,
the refined readback signals after the ITI suppression tech-
nique of the 1st and 2nd read heads (i.e., (5) and (6)) can be
reduced to

r1k = h1,1bj−1,k+1 + h1,0bj−1,k + h1,1bj−1,k−1︸ ︷︷ ︸
ITI signal from the (j−1)th track

+ h0,1bj,k+1 + bj,k + h0,1bj,k−1︸ ︷︷ ︸
wanted signal

, (8)

and

r2k = h0,1bj+1,k+1 + bj+1,k + h0,1bj+1,k−1︸ ︷︷ ︸
wanted signal

+ h1,1bj+2,k+1 + h1,0bj+2,k + h1,1bj+2,k−1,︸ ︷︷ ︸
ITI signal from the (j+1)th track

(9)

respectively. It is clear that there is only one-side ITI effect
that remains in the refined readback signals.

For the second turbo iteration onwards (NT ≥ 2),
the switches in Fig. 2 are moved to the position B. To further
lessen the ITI embedded in the 1st readback signal, we use
the soft information λ2k obtained from the LDPC decoder to
reconstruct the estimated ITI signal, c̃2k , which will be utilized
to subtract from the 1st readback signal. Similarly, we also
utilize the soft information λ1k to generate the estimated ITI
signal, c̃1k , which will be employed to subtract from the
2nd readback signal to mitigate the ITI effect. Accordingly,
the refined readback signals of the 1st and 2nd read heads can
be obtained by

r1k = y1k − c̃
2
k , (10)

r2k = y2k − c̃
1
k , (11)

where c̃mk for m ∈ {1, 2} is the soft ITI signal associated with
the mth track and the kth data bit.

It has been shown in Appendix that for a symmetric target,
the soft ITI signal c̃mk can be computed from

c̃mk =

(
W + X + Y + Z

4 cosh(λmk /2) cosh(λ
m
k−1/2) cosh(λ

m
k−2/2)

)
, (12)

where

W = x sinh
(
λmk + λ

m
k−1 + λ

m
k−2

2

)
, (13)

X = y sinh
(
λmk + λ

m
k−1 − λ

m
k−2

2

)
, (14)

Y = y sinh
(
−λmk + λ

m
k−1 + λ

m
k−2

2

)
, (15)

Z = z sinh
(
λmk − λ

m
k−1 + λ

m
k−2

2

)
, (16)

where λmk is the LLR from the mth head of the kth bit at the
LDPC decoder output.
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B. TARGET AND EQUALIZER DESIGN
In a conventional system, because the readback signal gen-
erally contains the two-side ITI effect from the upper and
lower tracks, the 3 × 3 target or full complexity trellis’s
structure (64 states with 8 incoming/outgoing branches)
must be employed in a 2D SOVA detector. Nevertheless,
with the proposed technique, the refined readback signals
in (8) and (9) contain only the one-side ITI effect. Thus,
we can utilize the 2 × 3 target so as to decrease the detec-
tor’s complexity, which has only 16 states with 4 incoming/
outgoing branches [20]. Consequently, this section briefly
summarizes how to design the 2×3 target and its compatible
1D equalizer based on an MMSE approach [25].

Consider the BPMR channel model in Fig. 2. Let
G1 andG2 be the 2×3 target, and f1 and f2 be the 1D equalizer
associated with the 1st and 2nd read heads, respectively.
To design for G1 and f1, we write the target G1 in a matrix
form as

G1 =

[
g−1
g0

]
=

[
g−1,−1 g−1,0 g−1,1
g0,−1 g0,0 g0,1

]
. (17)

Let f = [f−N . . . f0 . . . fN ]T be a column vector of the
equalizer f1, g =

[
g−1,−1 g0,−1 g−1,0 g0,0 g−1,1 g0,1

]T be
a column vector of the target G1, where [.]T is the transpose
operator, g0,0 is set to be 1,M = 2N+1 is the total number of
equalizer taps, and the length of g is L = 6. Therefore, f and g
can be obtained by minimizing a mean-squared error (MSE)
of the 1st read head, e1k , between an equalizer output and a
desired output according to

E
[
{e1k}

2
]
= E

[(
fTrk − gTbk

) (
fTrk − gTbk

)T]
, (18)

whereE[.] is an expectation operator,bk = [b0,k b1,k b0,k−1
b1,k−1 b0,k−2 b1,k−2]T is a column vector of a binary input
sequence {bj,k}, and rk = [r1k+N . . . r1k . . . r1k−N ]

T is a
column vector of an equalizer input sequence {r1k }.
During the minimization process, a monic constraint must

be imposed by setting ITg = 1 to avoid the answer of g =
f = 0. Thus, (18) can be rewritten as

E
[
{e1k}

2
]
= fTRf+gTBg−2fTTg−2ν

(
ITg− 1

)
, (19)

where I = [0 0 0 1 0 0]T, ν is a Lagrange multiplier,
R = E[rkrTk ] is an M × M auto-correlation matrix of {r1k },
T= E[rkbTk ] is anM×L cross-correlation matrix of {r1k } and
{bj,k}, and B = E[bkbTk ] is an L × L auto-correlation matrix
of {bj,k}. By minimizing (19) with respect to ν, g and f, one
obtains

ν =
1

IT(B− TTR−1T)−1I
, (20)

g = ν(B− TTR−1T)−1I, (21)

f = R−1Tg. (22)

For a symmetric channel without media noise and TMR,
we can employ the equalizer f2 = f1 and the target G2 equal

to a flipped version of G1 according to

G2 =

[
g0
g−1

]
=

[
g0,−1 g0,0 g0,1
g−1,−1 g−1,0 g−1,1

]
. (23)

It should be pointed out that because the refined readback
signals contain less ITI, the 1D equalizer and the 2× 3 target
should be redesigned for each turbo iteration (NT ≥ 2).
However, we found that we can still use a new set of the target
and its equalizer designed at NT = 2 for NT > 2 because no
significant performance improvement can be acquired (will
be demonstrated in Section IV).

IV. NUMERICAL RESULT
Consider the coded BPMR channel in Fig. 2. We evaluate
the system performance at the ADs of 2, 2.5, and 3 Tb/in2

corresponding to Tx = Tz = 18 nm, Tx = Tz = 16 nm, and
Tx = Tz = 14.5 nm [9], respectively. Each island in Fig. 1 is a
square island with 11 nm for each side. This article considers
the fly height between a read head and a magnetic medium
of 10 nm, a gap-to-gap width is 16 nm, the along-track PW50
(Wx) is 19.8 nm, and the cross-track PW50 (Wz) is 24.8 nm.
Moreover, for the system without media noise and TMR,
the weighting factor in (7) used in our system for the AD
of 2, 2.5, and 3 Tb/in2 is α = 0.2321, α = 0.3154, and
α = 0.3876, respectively.

Here, the signal-to-noise ratio (SNR) is defined as

SNR = 10 log10

(
1
Rσ 2

)
(24)

in decibel (dB), where R = 8/9 is a code rate of the LDPC
code. We also employ the 7-tap (M = 7) equalizer designed
based on the MMSE approach [25], where the target and its
equalizer are designed at the SNR to achieve BER of about
10−4 for the uncoded system without media noise and TMR.
In addition, a block of 3640 information bits is encoded by
a regular (3, 27) LDPC code [23] to obtain a coded block of
length 4095 bits, where the parity-check matrix has 3 ones in
each column and 27 ones in each row. Finally, each BER point
is computed based on a minimum number of 10000 coded
blocks and 1000 error bits.

First, we investigate the proposed technique whether or not
it is essential to redesign the equalizer and its compatible
target for every turbo iteration. To do so, let S j denotes a
set of the equalizer and its compatible target designed at the
jth iteration and by default used it only at the jth iteration
(unless otherwise stated). For example, at AD = 2.5 Tb/in2

and SNR = 10.63 dB, Fig. 3 demonstrates that redesign-
ing S j for every iteration can gradually improve the system
performance, where ‘‘Use S j for the jth iteration onwards’’
means that the system utilizes the same S j for the ith iteration
and i = {j, j + 1, j + 2, . . .}. Additionally, NT = 0.5 is
referred to as the system performance at the output of the
2D SOVA detector at the 1st iteration. It is apparent that the
performance improvement is not considerable if S2 is fixed
and is employed for the ith iteration and i = {2, 3, 4, . . .}.
Therefore, from this point on, we consider only the system
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FIGURE 3. Performance of the proposed system with redesigning the
equalizer and its compatible target for every turbo iteration.

that redesigns a new set of the equalizer and its target at the
2nd iteration (i.e., S2) and uses it for the remaining turbo
iterations so as to reduce the memory required to store the
equalizers and targets of all iterations.

Then, we explore the performance of the proposed system
as a function of the number of turbo iterations (NT ’s) at the
AD of 2.5 and 3 Tb/in2, as depicted in Fig. 4. Apparently,
the BER performance gets better as NT goes. Nevertheless,
we found that the performance improvement is very small,
when the number of turbo iterations is more than 5 iterations.
As a result, from this point on, all systems will be evaluated
at the 5th turbo iteration (NT = 5).

FIGURE 4. Performance of the proposed system as a function of NT ’s.

Next, we compare the BER performance of different sys-
tems at the AD of 2, 2.5, and 3 Tb/in2 in Fig. 5, where
the performance of the proposed system is denoted as
‘‘Proposed (DTDH with soft decision)’’ and that of the sys-
tem in [20] using a hard ITI mitigation technique is referred to
as ‘‘DTDH with hard decision.’’ For the conventional system
that employs a single read head and decode one single track,

FIGURE 5. Performance comparison at different ADs.

we denote it as ‘‘Conventional.’’ Note that in the SOVA
detector, the conventional system employs the 3 × 3 target
whose trellis has 64 states with 8 incoming/outgoing branches
at each state, whereas the DTDH system can utilize the 2× 3
target. As depicted in Fig. 5, the proposed system performs
the best for all ADs, especially at high ADs. For instance,
at AD= 3 Tb/in2 and BER= 10−5, it is clear that ‘‘Proposed
(DTDH with soft decision)’’ can provide a performance gain
of about 0.4 and 5.2 dBs over ‘‘DTDH with hard decision’’
and ‘‘Conventional,’’ respectively. This is because the pro-
posed technique can estimate the ITI signal better than the
hard ITI suppression technique.

To confirm that the proposed system can estimate the ITI
signal well, we measure the MSE between the actual ITI
signal, cmk , and the estimated one, c̃mk , according to

MSE = 10 log10

(
1
B

B∑
k=1

(
cmk − c̃

m
k
)2)

, (25)

FIGURE 6. MSE performance as a function of SNRs.
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FIGURE 7. MSE performance as a function of NT ’s.

in dB, where B = 4095 is the length of a coded data
sector. Fig. 6 compares the MSE between the system using
soft ITI suppression technique (i.e., the proposed system)
and that using hard ITI suppression technique (denoted as
‘‘DTDH with hard decision’’) as a function of SNRs. Appar-
ently, the proposed system yields lower MSE than ‘‘DTDH
with hard decision,’’ especially at high ADs. Furthermore,
we also compare the MSE of both systems as a function
of a number of turbo iterations (NT ) in Fig. 7, where we
use SNR = 10.63 and 16.8 dB for AD = 2.5 and 3 Tb/in2,
corresponding to the proposed system having BER of 10−4

and 10−5, respectively. Again, the proposed system provides
lower MSE than ‘‘DTDH with hard decision’’ as NT goes.
For example, at AD = 3 Tb/in2 and NT = 5, the proposed
system offers 5 dB lower than ‘‘DTDH with hard decision.’’
These results confirm why the proposed system is superior to
‘‘DTDH with hard decision.’’

Moreover, we also investigate the system performance in
the presence of media noise and TMR, which practically

FIGURE 8. Performance comparison as a function of position jitter
amounts.

occurs in real applications. Fig. 8 illustrates the performance
comparison of several systems in the presence of position
jitter noise. It reveals that the proposed system outperforms
the other systems for all position jitter amounts (σj/Tx’s).
For instance, at AD = 3 Tb/in2 and σj/Tx = 4%, the pro-
posed system can provide the BER of 0.9 decade lower
than ‘‘DTDH with hard decision’’ and is much superior to
‘‘Conventional.’’ Finally, the BER performance of different
systems as a function of TMR amounts is compared in Fig. 9,
where +TMR and −TMR denote the upward and downward
directions, respectively. Clearly, the proposed system is more
robust to TMR than ‘‘DTDH with hard decision,’’ and both
DTDH systems outperform ‘‘Conventional.’’

FIGURE 9. Performance comparison as a function of TMR amounts.

V. CONCLUSION
The ITI effect is a major problem in an ultra-high density
BPMR system because it can deteriorate the overall system
performance. To alleviate the ITI, we propose a novel ITI sup-
pression technique for a coded DTDH BPMR system by uti-
lizing the soft information of the adjacent track obtained from
the LDPC decoder to estimate the ITI signal and subtracting
it from the associated readback signal at each turbo iteration.
As illustrated in the simulation results, the proposed system
using the soft information from the LDPC decoder to estimate
the ITI signal yields better performance than the DTDH
system using the hard decision from the LDPC decoder to
approximate the ITI signal. Nonetheless, the DTDH system
using either a soft or a hard ITI suppression technique is supe-
rior to the conventional system that uses only one read head
to decode one data track, particularly when AD is large. Fur-
thermore, we found that the proposed system is also robust to
TMR andmedia noise, if compared to both the DTDH system
using a hard ITI suppression technique and the conventional
system. Eventually, it should be pointed out that the proposed
technique can also be applied for them-trackm-head (m ≥ 3)
detection in BPMR systems, as presented in [26].
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TABLE 1. A relationship between the channel input and the channel output for a given channel.

FIGURE 10. A side-track channel.

APPENDIX
GENERATING THE SOFT ITI SIGNAL
Consider a side-track channel in Fig. 10, where the binary
input bits bm,k ∈ {−1, 1} are independent and identically dis-
tributed random variables. Then, a sequence {bm,k} is filtered
by the side-track channel, h−1, given by

h−1(D) =
1∑

k=−1

h−1,kDk

= h−1,−1D−1 + h−1,0 + h−1,1D, (A.1)

where D is a delay operator, to obtain a channel output
sequence {cmk } according to

cmk = bm,k ∗ h−1, (A.2)

and ∗ is an 1D convolution operator. For a symmetric channel
without TMR and media noise, it can be shown that cmk ∈
{±x,±y,±z}, where x = 2h + h−1,0, y = h−1,0, z = 2h −
h−1,0, and h = h−1,−1 = h−1,1, as given in Table 1.

At a receiver side, a conventional turbo decoder for the
side-track channel provides the LLRs, {λmk }, for the chan-
nel input sequence {bm,k}. Consider a memoryless soft
slicer that utilizes the LLRs {λmk } to output a soft decision
c̃mk = E

[
cmk
∣∣{λmk } ], which can be calculated from

c̃mk =
∑

i
di Pr

[
cmk = di

∣∣{λmk } ]
= x Pr

[
cmk = x

∣∣{λmk } ]+ yPr [cmk = y
∣∣{λmk } ]

+ zPr
[
cmk = z

∣∣{λmk } ]− x Pr [cmk = −x ∣∣{λmk } ]
− yPr

[
cmk = −y

∣∣{λmk } ]
− zPr

[
cmk = −z

∣∣{λmk } ] , (A.3)

where di ∈ {±x,±y,±z} is illustrated in Table 1. Let the
LLR, λmk , of the input bit, bm,k , be given by

λmk = log

(
Pr
[
bm,k = 1

∣∣{λmk }]
Pr
[
bm,k = −1

∣∣{λmk }]
)
. (A.4)

Therefore, it is obvious to demonstrate that

Pr
[
bm,k = 1

∣∣{λmk }] = eλ
m
k /2

eλ
m
k /2 + e−λ

m
k /2
, (A.5)

Pr
[
bm,k = −1

∣∣{λmk }] = e−λ
m
k /2

eλ
m
k /2 + e−λ

m
k /2
. (A.6)

To obtain the channel output cmk = −x, the channel
input must be {bm,k , bm,k−1, bm,k−2} = {−1,−1,−1}. Thus,
we obtain

Pr
[
cmk = −x

∣∣λmk ] = Pr
[
bm,k = −1

∣∣λmk ]
× Pr

[
bm,k−1 = −1

∣∣λmk ]
× Pr

[
bm,k−2 = −1

∣∣λmk ]
=

(
e−λ

m
k /2

eλ
m
k /2 + e−λ

m
k /2

)

×

(
e−λ

m
k−1/2

eλ
m
k−1/2 + e−λ

m
k−1/2

)

×

(
e−λ

m
k−2/2

eλ
m
k−2/2 + e−λ

m
k−2/2

)
. (A.7)

Next, the channel input must be {bm,k , bm,k−1, bm,k−2} =
{1, 1, 1} to produce the channel output cmk = x. Then, we get

Pr
[
cmk = x

∣∣λmk ] = Pr
[
bm,k = 1

∣∣λmk ]
× Pr

[
bm,k−1 = 1

∣∣λmk ]
× Pr

[
bm,k−2 = 1

∣∣λmk ]
=

(
eλ

m
k /2

eλ
m
k /2 + e−λ

m
k /2

)

×

(
eλ

m
k−1/2

eλ
m
k−1/2 + e−λ

m
k−1/2

)

×

(
eλ

m
k−2/2

eλ
m
k−2/2 + e−λ

m
k−2/2

)
. (A.8)

Similarly, to obtain the channel output cmk = −y, the chan-
nel input must be {bm,k , bm,k−1, bm,k−2} = {−1,−1, 1} or
{1,−1,−1}. Hence, we acquire

Pr
[
cmk = x

∣∣λmk ] = {Pr [bm,k = −1 ∣∣λmk ]
× Pr

[
bmm,k−1 = −1

∣∣λmk ]
× Pr

[
bm,k−2 = 1

∣∣λmk ]}
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+
{
Pr
[
bm,k = 1

∣∣λmk ]
× Pr

[
bm,k−1 = −1

∣∣λmk ]
× Pr

[
bm,k−2 = −1

∣∣λmk ]}
=

{(
e−λ

m
k /2

eλ
m
k /2 + e−λ

m
k /2

)

×

(
e−λ

m
k−1/2

eλ
m
k−1/2 + e−λ

m
k−1/2

)

×

(
eλ

m
k−2/2

eλ
m
k−2/2 + e−λ

m
k−2/2

)}

+

{(
eλ

m
k /2

eλ
m
k /2 + e−λ

m
k /2

)

×

(
e−λ

m
k−1/2

eλ
m
k−1/2 + e−λ

m
k−1/2

)

×

(
e−λ

m
k−2/2

eλ
m
k−2/2 + e−λ

m
k−2/2

)}
. (A.9)

Sequentially, the channel input must be {bm,k , bm,k−1,
bm,k−2} = {1, 1,−1} or {−1, 1, 1} to generate the channel
output cmk = y. Thus, we obtain

Pr
[
cmk = x

∣∣λmk ] = {Pr [bm,k = −1 ∣∣λmk ]
× Pr

[
bm,k−1 = 1

∣∣λmk ]
× Pr

[
bm,k−2 = 1

∣∣λmk ]}
+
{
Pr
[
bm,k = 1

∣∣λmk ]
× Pr

[
bm,k−1 = 1

∣∣λmk ]
× Pr

[
bm,k−2 = −1

∣∣λmk ]}
=

{(
e−λ

m
k /2

eλ
m
k /2 + e−λ

m
k /2

)

×

(
eλ

m
k−1/2

eλ
m
k−1/2 + e−λ

m
k−1/2

)

×

(
eλ

m
k−2/2

eλ
m
k−2/2 + e−λ

m
k−2/2

)}

+

{(
eλ

m
k /2

eλ
m
k /2 + e−λ

m
k /2

)

×

(
eλ

m
k−1/2

eλ
m
k−1/2 + e−λ

m
k−1/2

)

×

(
e−λ

m
k−2/2

eλ
m
k−2/2 + e−λ

m
k−2/2

)}
. (A.10)

Next, to obtain the channel output cmk = −z, the channel
input must be {bm,k , bm,k−1, bm,k−2} = {−1, 1,−1}. Then,
we get

Pr
[
cmk = x

∣∣λmk ] = Pr
[
bm,k = −1

∣∣λmk ]
× Pr

[
bm,k−1 = 1

∣∣λmk ]
× Pr

[
bm,k−2 = −1

∣∣λmk ]

=

(
e−λ

m
k /2

eλ
m
k /2 + e−λ

m
k /2

)

×

(
eλ

m
k−1/2

eλ
m
k−1/2 + e−λ

m
k−1/2

)

×

(
e−λ

m
k−2/2

eλ
m
k−2/2 + e−λ

m
k−2/2

)
. (A.11)

Finally, to obtain the channel output cmk = z, the channel
input must be {bm,k , bm,k−1, bm,k−2} = {1,−1, 1}. Hence,
we acquire

Pr
[
cmk = x

∣∣λmk ] = Pr
[
bm,k = 1

∣∣λmk ]
× Pr

[
bm,k−1 = −1

∣∣λmk ]
× Pr

[
bm,k−2 = 1

∣∣λmk ]
=

(
eλ

m
k /2

eλ
m
k /2 + e−λ

m
k /2

)

×

(
e−λ

m
k−1/2

eλ
m
k−1/2 + e−λ

m
k−1/2

)

×

(
eλ

m
k−2/2

eλ
m
k−2/2 + e−λ

m
k−2/2

)
. (A.12)

Let a = λmk /2, b = λmk−1/2, and c = λmk−2/2. By
substituting (A.7) – (A.12) into (A.3), one obtains

cmk =

−xe−ae−be−c + xeaebec − ye−ae−bec−yeae−be−c + ye−aebec + yeaebe−c

−ze−aebe−c + zeae−bec


(ea + e−a)(eb + e−b)(ec + e−c)

. (A.13)

Because cosh(θ ) = (eθ+e−θ )
2 and sinh(θ ) = (eθ−e−θ )

2 ,
(A.13) reduces to

cmk =

−xe−ae−be−c + xeaebec − ye−ae−bec−yeae−be−c + ye−aebec + yeaebe−c

−ze−aebe−c + zeae−bec


8 cosh(a) cosh(b) cosh(c)

=

−xe−(a+b+c) + xe(a+b+c) − ye−(a+b−c)+ye(a+b−c) − ye−(−a+b+c) + ye(−a+b+c)

−ze−(a−b+c) + ze(a−b+c)


8 cosh(a) cosh(b) cosh(c)

=

(
−x sinh(a+ b+ c)+ y sinh(a+ b− c)
+y sinh(−a+ b+ c)+ z sinh(a− b+ c)

)
4 cosh(a) cosh(b) cosh(c)

. (A.14)

Again, by substituting a = λmk /2, b = λmk−1/2, and
c = λmk−2/2 in (A.14), we obtain

c̃mk =


x sinh

(
λmk +λ

m
k−1+λ

m
k−2

2

)
+y sinh

(
λmk +λ

m
k−1−λ

m
k−2

2

)
+y sinh

(
−λmk +λ

m
k−1+λ

m
k−2

2

)
+z sinh

(
λmk −λ

m
k−1+λ

m
k−2

2

)


4 cosh(λmk /2) cosh(λ

m
k−1/2) cosh(λ

m
k−2/2)

, (A.15)

which is same as (12).
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