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ABSTRACT The biological brain has self-adaptive ability through neural information processing and
regulation. Drawing from the advantage of the biological brain, it is significant to research the robustness
of artificial neural network (ANN) based on brain-like intelligence. In this study, based on the Izhikevich
neuron model and the synaptic plasticity model which contains excitatory and inhibitory synapses, a spiking
neural network (SNN) with small-world topology and a SNN with scale-free topology are constructed.
The anti-injury function of two complex SNNs (CSNN) under random attack is comparatively analyzed.
On this basis, the information processing of CSNN under attack is further discussed, and the anti-injury
mechanism of CSNN is explored based on the synaptic plasticity. The experimental results show that: (1)
scale-free SNN (SFSNN) has better performance than small-world SNN (SWSNN) in the anti-injury ability
under random attacks. (2) The information processing of CSNN under random attacks is clarified by the
linkage effects of dynamic changes in neuron firing, synaptic weight, and topological characteristics. (3) The
anti-injury ability of CSNNs is closely related to the dynamic evolution of synaptic weight, which implies
the dynamic regulation of synaptic plasticity is the intrinsic factor of the anti-injury function of CSNNs. This
study lays a theoretical foundation for the application of brain-like intelligence with adaptive fault-tolerance.

INDEX TERMS Complex network, spiking neural network, random attack, anti-injury function, anti-injury
mechanism.

I. INTRODUCTION
With the emergence of the latest achievements in brain sci-
ence, a new round of artificial intelligence research upsurge
has been triggered. The biological brain has self-adaptive
ability through neural information processing and regula-
tion [1]. Drawing from the advantage of the biological
brain, it is significant to research the robustness of artifi-
cial neural network (ANN) based on brain-like intelligence.
Spiking neural network (SNN) is the most biologically inter-
preted ANN and has been applied in many fields, such
as speech recognition [2], geological monitoring [3], and
tumor detection [4]. There are three elements of constructing
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a SNN: neuron model, synaptic plasticity model, and net-
work topology. Extensive biological researches have proved
that brain networks have the scale-free properties and/or the
small-world properties [5], [6]. Bin et al. [7] used electroen-
cephalogram (EEG) to establish brain functional networks,
which found that the network has high clustering coefficient
characteristics of small-world networks, and the degree dis-
tribution is in line with the power-law distribution property
of scale-free networks. The structure of the network has a
profound influence on the dynamic process of the network.
Therefore, drawn from the research results of biological brain
network, many researches have been carried out based on
the SNN with complex network topology. Kim and Lim [8]
employed the scale-free network with connection probabil-
ity of 0.1 to construct a SNN, and investigated the effects
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of network architecture on stochastic burst synchronization.
Boaretto et al. [9] studied a SNN with 2000 neurons con-
nected in a small-world network topology with nonlocal
connection probability of 0.001, and proposed a method
that can control the anomalous synchronization and non-
stationarity occurring without any effect on the individual
neuron dynamics. The Hebbian hypothesis suggests that the
synaptic plasticity is the nerve basis of learning and memory
through information transmission. Reference [10] proposed
an adaptive scale-free neural network regulated by excitatory
synaptic plasticity, which found that spike-timing-dependent
plasticity can optimize coherence resonance and synchro-
nization transitions by autaptic delay. However, inhibitory
synapses also play an important regulative role in the biologi-
cal brain [11]. It is necessary to introduce a synaptic plasticity
model which including excitatory and inhibitory synapses
in the SNN to investigate the brain information processing.
Lin et al. [12] constructed a SNN regulated by excitatory and
inhibitory synapses coexisted, which found that inhibitory
neurons can inhibit synchronization by delaying the firing
of the neurons and promote synchronization by facilitating
the transition of the oscillatory patterns. Combining with the
latest progress of network topology and synaptic plasticity
in the biological brain, the exploration of the SNN with
more biological rationality can promote the development of
brain-like intelligence.

Brain-like research is to simulate the structure and function
of the real brain as much as possible based on the latest
findings in brain science. Extensive biological experiments
in neuroscience indicate that the brain network has a strong
fault-tolerant ability. Based on the size of the largest network
component and global efficiency, Alstott et al. [13] analyzed
the change of functional connection under ‘‘random’’ and
‘‘targeted’’ node deletions on the structural brain network
model based on diffusion spectrum imaging (DSI). It found
that the brain network is relatively resilient against random
node removal and target node removal. Joyce et al. [14]
conducted network attack experiments on voxel-wise func-
tional brain networks and region-of-interest (ROI) networks
generated based on functional magnetic resonance imag-
ing (fMRI). Based on local and global efficiency as well
as the size of the giant component, the impact of targeted
attacks on network structure was evaluated. It found that the
structure of the brain network is highly resilient to targeted
attacks. A growing number of studies approach the brain as
a complex network [15]. Many studies have analyzed the
robustness of complex networks under attack. For example,
Albert and Jeong [16] found that the scale-free network has
high robustness to random attacks and is very vulnerable
at target attacking some important nodes, by analyzing the
index of average shortest path length. He et al. [17] stud-
ied the robustness of small-world networks and scale-free
networks under different attacks based on the index of total
connectedness, which found that the scale-free network is
more robust under random attacks; the small-world network
is more robust under target attacks. Although past studies

have shown that small-world networks and scale-free net-
works have certain anti-injury abilities, these findings are
from the static network without nerve electrophysiological
characteristics. In other words, for the networks in these
studies, a node is just a point, not a neuron model, and an
edge is just a line, not a synapse model. As is known to all,
the biological brain has the self-adaptive dynamic regulation
ability to external attacks through information processing.
The SNN with neuronal dynamics and synaptic plasticity
is the dynamic network with self-adaptive regulation abil-
ity. Therefore, the exploration of the anti-injury function of
the SNN with nerve electrophysiological characteristics is
meaningful, and it can promote the development of brain-like
intelligence with fault-tolerance. In this study, the relative
change rate of firing rate and the correlation between mem-
brane potential of neurons are used as indexes to investigate
the anti-injury function of two kinds of SNN with complex
network topology under random attacks. Then, the informa-
tion processing of the network is further analyzed, and the
anti-injury mechanism of the network is explored.

The main contributions of this study are as follows:

• The two kinds of complex SNN (CSNN) which have
more biological rationality are constructed: small-world
SNN (SWSNN) and scale-free SNN (SFSNN), which
promotes the development of SNN in brain-like
intelligence.

• The robustness of the CSNNs with nerve electrophys-
iological characteristics under random attack is com-
paratively analyzed. The experimental results show that
SFSNN has better performance than SWSNN in the
anti-injury ability, which lays a theoretical foundation
for engineering applications with fault-tolerant ability
by drawing from the advantage of the biological brain.

• The information processing of CSNN under random
attacks is clarified by the linkage effects of dynamic
changes in neuron firing, synaptic weight, and topolog-
ical characteristics. The findings are helpful to under-
stand brain information processing.

• The relationship between the external anti-injury ability
of CSNN and the internal synaptic plasticity is estab-
lished. The experiment results show the dynamic reg-
ulation of synaptic plasticity is significantly related to
the anti-injury ability of CSNN, which implies that the
dynamic regulation of synaptic plasticity is the intrinsic
factor of the anti-injury function of CSNNs.

The rest of this study is organized as follows: In Section II,
the two kinds of CSNNs are constructed. In Section III,
the anti-injury ability of two kinds of networks is investigated
under random attack. In Section IV, the anti-injury mecha-
nism of CSNN is further analyzed. We present the conclusion
in Section V.

II. CONSTRUCTION OF CSNN
In this study, we construct two kinds of CSNNs: a SNN with
small-world network topology and a SNN with scale-free
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network topology. The Izhikevich neuron model is used as
the node of CSNNs, and the synaptic plasticity model with
excitatory and inhibitory synapses coexisted is used as the
edge of CSNNs.

A. IZHIKEVICH NEURON MODEL
At present, there are many spiking neuron models. Among
these, the Hodgkin-Huxley (HH) model is the most biolog-
ically interpretable spiking neuron model. Since the model
consists of fourth-order partial differential equations, its time
complexity is high. The first-order Leaky Integrate-and-Fire
(LIF) model is the simplest spiking neuron model, which has
low time complexity but poor biological interpretation. The
second-order Izhikevich neuron model combines the advan-
tages of the HH model and LIF model, which can not only
well reflect the firing characteristics of biological neurons
but also be suitable for large-scale simulation computing due
to its low time complexity [18]. Therefore, we choose the
Izhikevich neuron model as the node of CSNNs. The model
is defined as:

dv
dt
= 0.04v2 + 5v+ 140− u+ I ,

du
dt
= a(bv− u), if v ≥ 30,

{
v← c
u← u+ d,

(1)

where v is the membrane potential; u is the membrane voltage
recovery variable, which reflects the activation of potassium
channel current and the inactivation of sodium channel cur-
rent in biological neurons and provides negative feedback
for the membrane voltage; I is the sum of the external input
current and the synaptic current transmitted through multiple
synapses. a, b, c, and d are dimensionless parameters. Differ-
ent parameter values correspond to different types of neurons
in the model. In this study, excitatory neurons and inhibitory
neurons are randomly distributed in a ratio of 4:1 in CSNNs
according to the experimental results of neuroanatomy [19].
The regular spiking (RS) pattern is used as the firing pattern
of excitatory neurons in the CSNNs, whose parameters a =
0.02, b = 0.2, c = −65, and d = 8, as shown in Fig. 1(a).
The low-threshold spiking (LTS) pattern is used as the firing
pattern of inhibitory neurons, whose parameters a = 0.02,
b = 0.25, c = −65, and d = 2, as shown in Fig. 1(b).

B. SYNAPTIC PLASTICITY MODEL
The synaptic plasticity model with excitatory synapses and
inhibitory synapses coexisted is used to construct CSNNs.
The output current and input voltage of the synaptic plasticity
model show an approximately linear relationship, which can
be described as:

Isyn = gsyn(t)(V − Vm(t)), (2)

where Isyn is the synaptic currents; gsyn is the synaptic con-
ductance; Vm(t) is the membrane potential of a postsynaptic
neuron; V is the inversion of potential. In this study, exci-
tatory inversion potential V E

= 0mV ; inhibitory inversion

FIGURE 1. The firing patterns of Izhikevich neurons. (a) The firing pattern
of excitatory neurons. (b) The firing pattern of inhibitory neurons.

potential V I
= −70mV . Both excitatory and inhibitory

synapses regulate the efficiency of information transmission
among neurons by changing the value of synaptic conduc-
tance. Their regulation rules are as follows:

(1) If postsynaptic neuron j has not received the action
potential of presynaptic neuron i, the synaptic weights of
excitatory and inhibitory synapses decline exponentially,
which are described by equations (3) and (4), respectively.

Excitatory synapse: τex
dgex
dt
= −gex , (3)

Inhibitory synapse: τin
dgin
dt
= −gin, (4)

where τex and τin represent the decay constants of excita-
tory and inhibitory synaptic conductance, respectively. In this
study, τex = τin = 5ms.
(2) If postsynaptic neuron j has received the action poten-

tial of presynaptic neuron i, the weight gex(t) of excitatory
synapse and gin(t) of inhibitory synapse are as follows:

Excitatory synapse: gex(t) → gex(t)+ ḡex , (5)

Inhibitory synapse: gin(t) → gin(t)+ ḡin, (6)

where ḡex and ḡin represent the excitatory and inhibitory
synaptic conductance increment caused by action poten-
tial, respectively. ḡex is regulated by the synaptic correction
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function wij, ḡin is regulated by the synaptic correction
function mij.

The synaptic correction function wij andmij are as follows:

wij =

{
A+ exp(1t/τ+)
−A− exp(1t/τ−),

(7)

mij =

{
B+ exp(1t/τ+)
−B− exp(1t/τ−),

(8)

where 1t is the firing interval between presynaptic neuron
and postsynaptic neuron; τ+ and τ− represent the time inter-
val between the firing of neurons before and after synaptic
strengthening and synaptic weakening, respectively; A+ and
A− represent the maximum and minimummodified values of
the synaptic conductance of excitatory synapses when they
are strengthened and weakened, respectively; B+ represent
the maximum and minimum corrections of the synaptic con-
ductance of the inhibitory synapse when it increases and
decreases, respectively. According to empirical studies [20],
the parameters are: τ+ = τ− = 20ms, A+ = 0.1,
A− = 0.105, B+ = 0.02, and B− = 0.03 in this study.

C. COMPLEX NETWORK TOPOLOGY MODEL
We generate two kinds of complex networks based on the
generation algorithm. One is the small-world network with
high small-world property, and the other is the scale-free net-
work whose degree distribution follows power-law distribu-
tion. Through our experiments, the size of both networks is set
as 500 nodes for the following reasons: when the number of
network nodes is more than 1000, the running of the program
need use a computer cluster for calculation, rather than a
single computer due to the time complexity of the calculation;
we find that the anti-injury performance of CSNNs with the
number of nodes in the range of 500-1500 shows no obvious
difference according to the results of our experiments. The
network construction and analysis are implemented on a PC
with a 2.50 GHz CPU and 8 GB RAM.

1) SMALL-WORLD NETWORK
The small-world network topology of the SWSNN in this
study is generated by the WS algorithm [21]. In the WS
algorithm, the small-world topologies with different cluster-
ing coefficients can be obtained by adjusting the rewiring
probability pc. Small-world property σ of the network can
be quantitatively analyzed, and its description is as follows:

σ =
γ

λ
=
Creal/Crandom
Lreal/Lrandom

, (9)

where Creal and Crandom represent the average clustering
coefficient of the real network and its corresponding random
network respectively, Lreal and Lrandom represent the average
shortest path length of the real network and its corresponding
random network respectively, γ is the ratio between Creal
and Crandom, and λ is the ratio between Lreal and Lrandom.
That is, the small-world property of the network is relative to
the random network corresponding to this network. Through

FIGURE 2. The topology and degree distribution of small-world network.
(a) Topological diagram. The red nodes on ellipse boundary represents
the nodes of network, the internal blue line represents the connections
between nodes. (b) Degree distribution. The abscissa represents the node
degree value, the ordinate represents the frequency of the corresponding
degree value in the network. The degree distribution of nodes in
small-world network is concentrated.

experiments, we find that the small-world network with
pc = 0.2 has the highest σ , which is 9.1209. Therefore,
the topology of SWSNN is the small-world network with
pc = 0.2, and its topology and degree distribution are
shown in Fig. 2(a) and (b), respectively. And the characteristic
parameters of the network are shown in Table 1.

2) SCALE-FREE NETWORK
The scale-free network topology of the SFSNN in this study is
generated by the BBV algorithm [22]. In the BBV algorithm,
the scale-free topologies with different clustering coefficients
can be obtained by adjusting the dot probability pp. The
degree distribution of scale-free networks follows power-law
distribution and its power-law index η is between 2 and 3. The
η can reflect the scale-free property of a network. Extensive
biological experiments have proved that the brain functional
network has a high clustering coefficient, and whose η of
the scale-free property is about 2 [23]. Through experiments,
we find that when pp = 0.3, the η of the scale-free net-
work is 2.154, and the clustering coefficient is more than
0.5, satisfying the characteristics of the brain functional net-
work. Therefore, the scale-free network with pp = 0.3 is
used as the topology of SFSNN, whose topology and degree
distribution are shown in Fig. 3(a) and (b), respectively.
And the characteristic parameters of the network are shown
in Table 2.

From the above, the degree distribution of the scale-free
networks in our study follows the power-law distribution,
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TABLE 1. The characteristic parameters of small-world network.

TABLE 2. The characteristic parameters of scale-free network.

FIGURE 3. The topology and degree distribution of scale-free network.
(a) Topological diagram. The red nodes on ellipse boundary represents
500 nodes, the internal blue line represents the connections between
nodes. (b) Degree distribution. The abscissa represents the node degree
value, the ordinate represents the frequency of the corresponding degree
value in the network. The degree distribution of scale-free network
follows the power-law distribution.

whereas that of the small-world network in our study
does not. That is, the small-world network does not have
scale-free properties. And the small-world property of the
scale-free network is far lower than that of the small-world
network. That is, this scale-free network mainly presents
scale-free properties. Additionally, there are obvious dif-
ferences between the two complex networks in average
degree, average clustering coefficient, average shortest path
length, γ , λ. Therefore, the two complex networks can rep-
resent the small-world network topology structure and the
scale-free network topology structure, respectively. In this
study, a SFSNN and a SWSNN are constructed by employing
the Izhikevich neuron model and the synaptic plasticity. The

SNNs based on the two complex network topology structures
can present different brain-like functions.

III. ANTI-INJURY FUNCTION OF CSNN UNDER RANDOM
ATTACK
To investigate the anti-injury function of two kinds of CSNNs
under random attacks, the anti-injury abilities of two kinds of
CSNNs are evaluated based on the two indexes of the relative
change rate of firing rate and the correlation between mem-
brane potential. We randomly remove neurons in CSNNs
to represent the neuron injury caused by the attack. The
proportion P of injured neurons in CSNNs ranges from 5%
to 50%, and the step length is 5%.

A. THE RELATIVE CHANGE RATE OF FIRING RATE
1) FUNDAMENTAL PRINCIPLE
The firing rate is the number of spikes emitted by neurons per
unit time. In this study, the firing rate of CSNN is the average
of all neurons in the network. To quantitatively analyze the
change in firing rate before and after the attack, the relative
change rate of firing rate is introduced, which is described as
follows:

δ% =

∣∣fj − fi∣∣
fi
∗ 100%, (10)

where fi and fj represent the firing rate of the network before
and after the attack respectively, and δ represents the relative
change rate of the firing rate before and after the attack. The
smaller the δ is, the stronger the anti-injury ability of CSNN
is.

2) EXPERIMENTAL RESULTS AND ANALYSIS
To investigate the anti-injury abilities of SFSNN and SWSNN
under random attacks, the change in the firing rate of neurons
in the two networks before and after the attack is compara-
tively analyzed. The relative change rate of the firing rate δ of
the two kinds of CSNNs under different P is shown in Fig. 4.

From Fig. 4, with the increase of P, the δ of SWSNN
increases rapidly, and its distribution is between 0.40% and
8.94%, whereas the δ of SFSNN grows slowly, and its distri-
bution is between 0.64% and 4.11%. Except for theP = 10%,
the δ of SFSNN is lower than that of SWSNN. The results
indicate that both CSNNs have a certain anti-injury function,
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FIGURE 4. The relative change rate of the firing rate of SFSNN and
SWSNN under different P .

and the anti-injury ability of SFSNN is stronger than SWSNN
under random attacks.

B. THE CORRELATION BETWEEN MEMBRANE POTENTIAL
1) FUNDAMENTAL PRINCIPLE
The correlation between membrane potential of a neuron
can reflect the similarity of neuronal membrane potential
before and after the attack. The correlation between mem-
brane potential of CSNN is the average correlation between
membrane potential of all neurons in the network. The corre-
lation coefficient can be described as follows:

ρij(τ ) =

t2−τ+1∑
t=t1

xi(t)xj(t + τ )√
t2−τ+1∑
t=t1

x2i (t)
t2−τ+1∑
t=t1

x2j (t + τ )

, (11)

where ρij(τ ) is correlation coefficient; [t1, t2] is simulation
duration; xi is the membrane potential of neurons before
attack; xj is the membrane potential after attacks. The maxi-
mum correlation coefficient ρ in ρij(τ ) is used to evaluate the
correlation between membrane potential before and after the
attack. The larger the ρ is, the stronger the anti-injury ability
of CSNN is.

2) EXPERIMENTAL RESULTS AND ANALYSIS
To investigate the anti-injury abilities of SFSNN and SWSNN
under random attacks, the correlation between membrane
potential of neurons in the two networks before and after the
attack is comparatively analyzed. The correlation coefficient
ρ of the two kinds of CSNNs with different P is shown
in Fig. 5.

From Fig. 5, the change in the ρ of two CSNNs shows a
downward trend with the increase of P, and the ρ is always
larger than 0.8 at below the 35%. Except for the and P =
5% and P = 45%, the ρ of SFSNN is higher than that of
SWSNN. The results indicate that both CSNNs have a certain
anti-injury function, and the anti-injury ability of SFSNN is
stronger than SWSNN under random attacks.

FIGURE 5. The correlation coefficient of SFSNN and SWSNN under
different P .

Through the analysis of two indexes of the relative change
rate of firing rate and the correlation between membrane
potential, we find that both CSNNs have a certain anti-injury
function, and SFSNN has better performance than SWSNN
in the anti-injury ability under random attack. The SNN with
nerve electrophysiological characteristics is the latest genera-
tion ANN. The significance of this study based on SNN is that
the development of SNN in brain-like intelligence can be pro-
moted, and the theoretical foundation for the application of
SNN in clinic and engineering can be laid. And the robustness
mechanism of the brain-like network can be further explored
based on the neural information processing of CSNN.

IV. ANTI-INJURY MECHANISM ANALYSIS OF CSNN
UNDER RANDOM ATTACK
To explore the anti-injury mechanism of CSNNs under ran-
dom attacks, the information processing of the SFSNN is
analyzed, and the relationship between synaptic plasticity and
the anti-injury function of CSNNs is further discussed.

A. INFORMATION PROCESSING OF SFSNN
To explore the information processing of network under ran-
dom attack, taking the P = 15% as an example, the dynamic
evolution of neural information processing is clarified from
the firing rate, synaptic weight and the shortest path length of
SFSNN.

1) FIRING RATE
The firing sequence of each neuron in SFSNN changes under
random attacks. This change leads to changes in the firing
rate of neurons. The average firing rate of SFSNN is used to
characterize the firing of all neurons. The dynamic evolution
of the average firing rate of neurons with time is shown
in Fig. 6.

From Fig. 6, in the first 150 ms, the average firing rate of
SFSNN drops sharply; during 150-700 ms, the average firing
rate drops slowly; after 700 ms, the average firing rate tends
to be stable.

2) SYNAPTIC WEIGHT
Formulas (3), (4), (5), and (6) indicate that synaptic weight
is determined by the firing sequence of presynaptic and
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FIGURE 6. The dynamic evolution of the average firing rate of SFSNN.

FIGURE 7. The dynamic evolution of the mean of synaptic weight of
SFSNN.

postsynaptic neurons. Therefore, the firing change in neu-
rons leads to the change in synaptic weight under random
attacks. The mean of synaptic weight is used to characterize
the synaptic weight of all edges in SFSNN. The dynamic
evolution of the mean of synaptic weight in SFSNN under
attacks is shown in Fig. 7.

From Fig. 7, in the first 150 ms, the mean of synap-
tic weight drops rapidly; during 150-700 ms, the mean of
synaptic weight decreases slowly; after 700 ms, the mean of
synaptic weight tends to be stable.

3) WEIGHTED SHORTEST PATH LENGTH
As an important index to measure the topological characteris-
tics of complex network, the shortest path length reflects the
transmission efficiency between two nodes in the network.
The shortest path length dij in aweighted network is described
as follows [24]:

dij = min
ϒ(i,j)∈0(i,j)

 ∑
m,n∈ϒ(i,j)

1
wmn

 , (12)

where wmn is the synaptic weight. It can be seen that the
change in synaptic weight leads to the change in dij. In this
study, the average shortest path length is used to characterize
the shortest path length of all neuron pairs in SFSNN, and its
dynamic evolution is shown in Fig. 8.

FIGURE 8. The dynamic evolution of the average shortest path length of
SFSNN.

From Fig. 8, in the first 450 ms, the average shortest path
length of SFSNN increases rapidly; during 500-1000 ms,
the average shortest path length fluctuates little and tends to
stabilize.

From the above results, the dynamic evolution of neural
information processing presents a trend from violent, to mod-
erate, to gradually stable. Under random attacks, the firing
sequence of neurons in CSNN changes, which leads to the
change in synaptic weight. The change in synaptic weight
leads to the change in topological characteristics, which
forms the self-adaptive regulation of CSNN.

B. RELATIONSHIP BETWEEN SYNAPTIC PLASTICITY AND
THE ANTI-INJURY FUNCTION
To explore the relationship between synaptic plasticity and
the anti-injury function of CSNNs, the dynamic regulation
process of synaptic plasticity in SFSNN and SWSNN is com-
paratively analyzed, and the correlation between the dynamic
regulation of synaptic plasticity and the anti-injury abilities of
CSNNs is further investigated.

1) COMPARATIVE ANALYSIS OF REGULATION PROCESS OF
SYNAPTIC PLASTICITY
To investigate the regulation process of synaptic plasticity of
CSNNs under random attacks, the mean of synaptic weights
of SFSNN and SWSNN with the proportion P of injured
neurons of 0%, 5%, 15%, 25%, 35%, and 45% are analyzed.
The dynamic evolution of the mean of synaptic weight under
different P is shown in Fig. 9.

From Fig. 9(a), the dynamic evolution processes of the
mean of synaptic weight of the SFSNN injured randomly
is not obviously different from that of the uninjured. From
Fig. 9(b), the dynamic evolution process of the mean of
synaptic weight of the SWSNN injured randomly is obvi-
ously different from that of the uninjured, and the mean of
synaptic weight after stabilization decreases gradually with
the increase of P.

To show more intuitively the difference in the impact of
random attack on the dynamic evolution of synaptic weight
of two CSNNs, we further study the relative change rate of
the mean of synaptic weight. The relative change rate of the
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TABLE 3. The Pearson correlation coefficient between the mean of synaptic weight, and firing rate and membrane potential of SFSNN.

FIGURE 9. The dynamic evolution of the mean of synaptic weight in the
CSNNs with different P . (a) SFSNN. (b) SWSNN.

mean of synaptic weight in CSNNs with different P is shown
in Fig. 10.

From Fig. 10(a), for the SFSNN with different P, the evo-
lution processes of the relative change rate of the mean of
synaptic weight are slightly different, and the dynamic range
of relative change rate is [0%, 30.99%]. From Fig. 10(b),
for the SWSNN with different P, the evolution processes of
the relative change rate of the mean of synaptic weight are
very different, which show an obvious upward trend with the
increase of P, and the dynamic range of relative change rate
is [0.02%, 82.64%]. Except for the P = 5%, the relative
change rate of the mean of synaptic weight after stabilization
in SWSNN is higher than that in SFSNN. The results show
that the dynamic regulation process of synaptic plasticity
of SFSNN is less affected by random attacks than that of
SWSNN, which implies the self-adaptive regulation ability
of SFSNN is stronger than that of SWSNN under random
attacks.

FIGURE 10. The dynamic evolution of the relative change rate of the
mean of synaptic weight with time in CSNNs with different P . (a) SFSNN.
(b) SWSNN.

2) CORRELATION ANALYSIS
The Pearson correlation coefficient can reflect the correla-
tion degree between two variables. The t-test can detect the
significance of data. In this study, the correlation between
the mean of synaptic weight, and firing rate and mem-
brane potential is established based on the Pearson correla-
tion coefficient. The significance level of their correlation is
determined by the significance test (two-tailed t-test). If the
significance level is 0.05, it is marked with ‘‘*’’; if the signif-
icance level is 0.01, it is marked with ‘‘**’’. The correlation
results in SFSNN and SWSNN are shown in Tables 3 and 4,
respectively.

From Table 3, for the SFSNN with different P, the mean
of synaptic weight is significantly correlated with the firing
rate and the membrane potential at 0.01 level. From Table 4,
the similar results as SFSNN are obtained in SWSNN.
It indicates that the dynamic regulation of synaptic weight is
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TABLE 4. The Pearson correlation coefficient between the mean of synaptic weight, and firing rate and membrane potential of SWSNN.

significantly correlated with the anti-injury abilities of
SWSNN and SFSNN under random attack.

From the above results, the synaptic plasticity of CSNNs
with different topologies exhibits different regulation abilities
for the same attacks, and the dynamic regulation of synaptic
plasticity is significantly related to the anti-injury abilities
of CSNNs. It clues that the dynamic regulation of synaptic
plasticity is the intrinsic factor of the anti-injury function of
CSNNs.

V. CONCLUSION AND FUTURE WORK
In this study, the small-world topology and the scale-free
topology are used to construct two kinds of CSNNs with
self-adaptive regulation ability, respectively. The anti-injury
abilities of two kinds of CSNNs are comparatively analyzed
by using the two indexes of the relative change rate of firing
rate and the correlation between membrane potential before
and after the random attack. On this basis, the information
processing of CSNNs under random attacks is analyzed, and
the relationship between the dynamic regulation of synap-
tic plasticity and the anti-injury abilities of the networks is
discussed based on the Pearson correlation coefficient. The
experimental results demonstrate that: (1) Both CSNNs have
a certain anti-injury function, and SFSNN has better perfor-
mance than SWSNN in the anti-injury ability under random
attacks. (2) Under random attacks, the information processing
of the anti-injury of CSNN is clarified by the linkage effects
of dynamic changes in neuron firing, synaptic weight, and
topological characteristics. (3) The dynamic regulation of
weight based on synaptic plasticity is significantly correlated
with the anti-injury abilities of CSNNs, which implies that the
dynamic regulation of synaptic plasticity is the intrinsic factor
of the anti-injury function of CSNNs. The findings of this
study are helpful to understand brain information process-
ing and promote the development of brain-like intelligence.
Moreover, it lays a theoretical foundation for intelligent appli-
cations with adaptive fault-tolerance.

The biological brain is composed of many kinds of neurons
that perform different brain functions. The SNNs in this study
is constructed based on a single-class neuron model, which
cannot form multiple brain regions structure and still lacks
biological rationality. In our future work, constrained by brain
structure and inspired by brain function, we will integrate
different kinds of neuron models to construct a SNN with
multiple brain regions coordination.
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