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ABSTRACT The Controller Placement Problem (CPP) is a key technical challenge in a large-scale Software
Defined Network (SDN). Low-complexity heuristic algorithm is widely used for solving the CPP. However,
parameter settings of the heuristic algorithm greatly affect the result of the CPP. Therefore, we establish a
Parameter OptimizationModel (POM) for the heuristic algorithm applied to the CPP. The heuristic algorithm
can effectively solve the CPP by using the optimized parameters obtained in POM. To verify the effectiveness
of the POM, we first establish a synthetical-delay controller placement model to reduce the delay between
the controllers and the switches and the delay between the controllers. Further, we select the bat algorithm,
the firefly algorithm, and the varna-based optimization respectively to solve the model, and use the particle
swarm optimization method to optimize the parameters of the three algorithms. Experimental results on real
topologies show that compared with original algorithms and other similar algorithms, the algorithms with
optimized parameters perform better.

INDEX TERMS Controller placement problem, delay, heuristic algorithm, parameter optimization, particle
swarm optimization, software defined network.

I. INTRODUCTION
With the rapid development of the communications technol-
ogy, the number of Internet users is increasing day by day.
In terms of network scalability and reliability, a wide variety
of services make higher requirements that traditional net-
works cannot meet. Thus, Software Defined Network (SDN)
came into being [1]. Separation of the coupled control and
forwarding functions is the distinctive feature of the SDN.
The centralized control layer improves the reliability and the
robustness of the network. For a small-scale SDN, placing
one controller is sufficient. However, with the expansion of
the network scale, a single controller can increase the delay
between some switches and the controller. Furthermore, once
the controller fails, the entire network would be paralyzed.
In short, multiple controllers need to be placed to manage a
large-scale SDN [2].
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To placemultiple controllers in the SDN, the first thing is to
determine locations of the controllers and mapping relation-
ship between the controllers and the switches. Heller et al.
named this problem Controller Placement Problem (CPP).
They pointed out that the CPP is an NP-hard problem of
which an optimal solution cannot be achieved within a rea-
sonable period of time [3]. For the original CPP model, they
took into account only the delay between the controllers and
the switches and used the brute force method to traverse all
possible conditions. To improve the robustness and the relia-
bility of the SDN, studies of the CPP after [3] contain more
indicators, such as the delay between the controllers, the load
of the controllers, and the load of the switches [4], [5]. With
the increase of network indicators, it is unrealistic to use
brute force to obtain the optimal solution. For example, in [3],
only the delay between the controllers and the switches was
considered, and the author spent several weeks using the brute
force method to analyze all possible controller placements
schemes. In [6], the author used the enumeration method to
solve a variant of the CPP, which includes the delay between
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the controllers, the load of the controllers, and the load of the
switches. Due to the time-consuming problem, this research
was only limited to the small and medium SDN.

The heuristic algorithm belongs to the stochastic algo-
rithm. The design mechanism of the heuristic algorithm does
not depend excessively on the problem. A near-optimal solu-
tion can be obtained within a reasonable period of time.
Therefore, the heuristic algorithm is suitable for solving
complex engineering problems [7], [8]. The inspiration of
designing the heuristic algorithm usually comes from nature.
For example, Particle swarm optimization (PSO) is inspired
by ethnic behavior of birds [9]; Bat algorithm (BA) is inspired
by foraging behavior of bats [10]; Firefly algorithm (FA) is
inspired by courtship behavior of fireflies [11]; Teaching-
learning-based optimization (TLBO) is inspired by teaching
behavior of human beings [12]; and varna-based optimiza-
tion (VBO) is inspired by social structure and production
behavior of human beings [13]. As a result, the heuristic
algorithm is more and more used for solving the CPP due
to its low-time complexity and its suitability for solving
high-dimensional problems [17]–[25].

In a large number of existing studies, the heuristic
algorithms are simply improved or directly applied to solve
the CPP. However, if the key parameters of the heuristic
algorithm are improperly set, the solution results will be badly
affected. In light of this, we proposed a parameter optimiza-
tion model (POM) of the heuristic algorithm for solving the
CPP. The main contributions are as follows:
• To meet different controller placement requirements,
we took the weighted sum of the delay between the
controllers and the switches and the delay between
the controllers as the synthetical delay. Then, with
the minimum synthetical delay as the goal, we put
forward the synthetical-delay controller placement
model (SDCPM).

• We established the POM that obtains optimal parameters
of the controller placement algorithm to better solve
the SDCPM.

• To verify the effectiveness of the POM, we designed the
SDCPM solution algorithm based on the FA, the BA,
and the VBO, respectively, and then used the PSO
to optimize the parameters of the FA, the BA, and
the VBO.

The rest parts of this article are organized as follows:
Section II presents the related work, followed by the model
and method in section III. Section IV evaluates the model
through experiments. Finally, conclusions are presented
in section V.

II. RELATED WORK
Since the CPP was formally proposed, different network
indicators have been introduced into the CPP to meet dif-
ferent SDN controller placement requirements. Compared
with traditional network, the most distinctive feature of the
SDN is that data packets are forwarded by the SDN in
exchanging the flow table. The flow table in each switch

is delivered by the controller. Frequent communications are
performed between the controllers and the switches. There-
fore, the delay between the controllers and the switches is the
most important CPP indicator [14]–[37]. After being placed
with multiple controllers, the SDN is divided into multiple
subdomains, and each subdomain is managed by one con-
troller. The information of links and nodes in the SDN needs
to be unified among multiple controllers. To ensure consis-
tency between the controllers in the SDN, communication
between the controllers is also required. Therefore, the delay
between the controllers is also a key CPP indicator [14]–[29].
Besides, placement cost [21], network fault tolerance [28],
path failure probability [30] and the like, are common
CPP indicators.

From the perspective of the solving method used in CPP,
a tendency was shown from using the brute force method for
the optimal solution to using a stochastic algorithm for the
near-optimal solution. In [7], the author used the brute force
method to analyze multiple CPP indicators. Being affected by
time consumption, the experiment was limited to the small
and medium SDN. In [40], the author designed a controller
placement algorithm based on an optimal algorithm [41],
but high-time complexity exists. With the expansion of the
network scale and the increase of various indicators, the brute
force method and the optimization algorithm are unable to
produce the optimal solution in a reasonable period of time.
Further then, scholars turned their focus on using the stochas-
tic algorithm with low-time complexity to solve the CPP, for
example, clustering-based controller placement algorithms,
which includes density-based clustering [16], basic cluster-
ing [26], spectral clustering [31], affinity propagation [33].
These clustering-based controller placement algorithms first
divide the entire SDN into multiple subnets and then deter-
mine the location of each controller to minimize the delay
between the controllers and the switches. However, more
controller placement algorithms were designed based on the
heuristic algorithm, for example, the controller placement
algorithm based on the physical law heuristic algorithm:
simulated annealing algorithm [15]; the controller place-
ment algorithm based on the swarm intelligent behavior
heuristic algorithm, which includes the PSO [18], FA [25],
moth flame optimization [27], and adaptive bacterial foraging
optimization [30]; the controller placement algorithm based
on the human behavior heuristic algorithm, which includes
TLBO [20] and VBO [29]; and the controller placement
algorithm based on the evolutionary behavior heuristic algo-
rithm, which includes non-dominated sorting genetic algo-
rithm [17], non-dominated sorting genetic algorithm II [22],
and genetic algorithm [32]. The controller placement algo-
rithm based on the heuristic algorithm usually simulates the
coordinates of the controllers which need to be placed in
the network into a multi-dimensional object in the heuristic
algorithm, uses the location update strategy, sets the objective
function, and iteratively solves the CPP. Due to the excel-
lent performance in resolving the multi-dimensional problem
and the multi-objective optimization problem, the heuristic
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algorithm is very suitable for solving the CPP in the
large-scale SDN.

The existing controller placement algorithm based on the
heuristic algorithm usually applies a heuristic algorithm to
CPP directly. However, the result of the heuristic algorithm
for solving the CPP is greatly affected by the initial param-
eters. If the parameters are not properly set, the solution
will not meet the placement requirements. In this article,
we considered the two most important CPP indicators: the
delay between the controllers and the switches and the delay
between the controllers. Taking the weighted sum of the two
delays as the synthetical delay, we established the SDCPM,
which can flexibly adjust the proportion of the two delays to
meet different placement needs. Further, to obtain the optimal
parameters of the controller placement algorithm, we estab-
lished POM, which aims to use the parameter-optimized con-
troller placement algorithm to obtain a controller placement
scheme with a lower synthetical delay.

III. MODEL AND METHOD
The process, which applies the controller placement algo-
rithm optimized by POM to solve the SDCPM, can be divided
into three phases. In phase one, the heuristic algorithm
applied to the SDCPM and its key parameters to be optimized
are determined. In phase two, a random SDN topology as
an instance is selected and the solving algorithm for the
POM is determined. Then, the near-optimal parameters of
the controller placement algorithm are output. In phase three,
the parameters-optimized controller placement algorithm is
used to solve the SDCPM in other topology instances. The
specific process is shown in Figure 1:

A. SYNTHETICAL-DELAY CONTROLLER PLACEMENT
MODEL
We modeled the large-scale SDN topology as an undirected
graph G (S, L), where S is the set of switch nodes in the
topology (the quantity is N ), and L is the set of links between
the switches, which are shown in formula (1) and (2):

S = {si|i = 1, 2, . . . ,N } . (1)

L =
{
link

(
si, sj

)
|si, sj ⊂ S

}
. (2)

where, si and sj are switch nodes, link
(
si, sj

)
is the link

between the si and the sj.
C is the set of controller nodes in the topology (the quantity

isK ), and LC is the set of links between the controllers, which
are shown in (3) and (4):

C = {ci|i = 1, 2, . . . ,K } . (3)

LC =
{
link

(
ci, cj

)
|ci, cj ⊂ C

}
. (4)

where, ci and cj are controller nodes, link
(
ci, cj

)
is the

link between the ci and the cj. In-band placement mode is
adopted, that is, the controller node is placed on the inherent
switch node, and the link between the switches is used, that
is C ⊂ S, LC ⊂ L.

FIGURE 1. Applying the controller placement algorithm optimized by
parameter optimization model to solve the synthetical-delay controller
placement model.

The assigned controller of the switch is the controller with
the closest link distance from the controller set, which is
shown in (5):

B(si) = min(linkdst (si, cj)), j = 1, 2, . . . ,K . (5)

where, B(si) represents the assigned controller of the switch
si, min represents a minimum function, and linkdst (si, cj)
represents the link distance of switch si and controller cj.

The mapping relationship between the controllers and the
switches is shown in (6):

Map = {B (si) |si ⊂ S} . (6)

where,Map represents the mapping relationship, B(si) repre-
sents the assigned controller of the switch si.
The set of the switches contained in the controller is shown

in (7):

cconti =
{
sj|B

(
sj
)
= ci j = 1, 2, . . . ,N

}
. (7)

where, cconti represents the set of the switches contained in ci.
The average delay between the controllers and the average

delay between the controllers and the switches are shown
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in (8) and (9):

DmeanCC =

 K∑
i=1

K∑
j=1

linkdst (ci, cj)

/(K − 1)× K × H . (8)

where, DmeanCC represents the average transmission delay
between the controllers, linkdst (ci, cj) represents the link dis-
tance between the ci and the cj, K represents the number of
controllers, and H represents the data transmission speed of
the link.

DmeanCS =

(
N∑
i=1

linkdst (si,B (si))

)
/N × H . (9)

where, DmeanCS represents the average transmission delay
between the controllers and the switches, linkdst (si,B (si))
represents the link distance between the switches and its
assigned controllers, N represents the number of switches,
and H represents the data transmission speed of the link.
The two aforementioned delays reflect different placement

requirements. Then, we propose a synthetical delay, which is
shown in (10):

DELAY = λ1DmeanCC + λ2D
mean
CS . (10)

where, DELAY represents the synthetical delay, λ1 and λ2
are two weight coefficients of two kinds of delay and λ1 +
λ2 = 1. Two coefficients may be adjusted according to
different controller placement requirements.

The SDCPM is used to find the controller placement
scheme with a minimum value of DELAY, which is shown
in (11):

Min (DELAY) , s.t. C ⊂ S,LC ⊂ L. (11)

where, Min is the minimum function.

B. PARAMETER OPTIMIZATION MODEL
The POM of the controller placement algorithm is shown
in (12):

Min (result) , result =
n∑
1

CPA (a, b, c)/n

s.t. a ⊂
[
alow, aup

]
, b ⊂

[
−∞, bup

]
, c ⊂ [clow,∞] .

(12)

where, CPA represents a controller placement algorithm. a, b
and c respectively represent three variable initial parameters
of the CPA. The number of variable initial parameters of the
CPAmay not be three. For ease of description, we assume that
there are three variable initial parameters. Each parameter
needs to comply with the constraints of the CPA. The param-
eters with both upper and lower limits, such as a, are taken
a value between the upper limit aup and the lower limit alow.
The parameters with only upper limit, such as b, need to be
within a range less than the upper limit bup. The parameters
with only lower limit, such as c, need to be within a range
higher than the lower limit clow. CPA (a, b, c) represents the

return value of the CPA solving the SDCPM, that is, the syn-
thetical delay of the controller placement scheme. Further
then the CPA (a, b, c) is repeated n times, and the average
value is used as the objective function (e.g. result) of the
POM. POM needs to minimize the value of the result under
the constraints of the parameters.

C. SYNTHETICAL-DELAY CONTROLLER PLACEMENT
ALGORITHM
To verify the effectiveness of the POM, we designed the
synthetical-delay controller placement algorithms based on
the FA, the BA, and the VBO respectively.

1) BA-BASED SYNTHETICAL-DELAY CONTROLLER
PLACEMENT ALGORITHM
BA is a heuristic algorithm that simulates the use of
sonar by bats to detect the prey and avoid obstacles in
nature [10]. BA-based synthetical-delay controller placement
algorithm (BACPA) is shown in Algorithm 1.

Algorithm 1 BACPA
Input: iteration times: T, number of bats: n, topology infor-

mation: G, initial parameters variable of the BA: fmin,
fmax , β, γ , R0, A0

Output: xoptimal and corresponding Map
1: Randomly generate vector x, vector v
2: According to the coordinates of switches, discrete x
3: According to R0 and A0, generate initial n-dimensional

vector R and A
4: According to (6), calculate the Map
5: According to (10), calculate the DELAY
6: for t in (0, T) do
7: Calculate Amean, xoptimal , and DELAY optimal
8: v = vold + (xold − xoptimal)∗ rand(fmin, fmax)
9: x = xold + v
10: Calculate the Map and the DELAY
11: if rand(0, 1) > R: then
12: xnew = xoptimal + rand(−1, 1)*Amean
13: end if
14: xnew = xold + rand(−1, 1)*Amean
15: Calculate Map and DELAY for xnew
16: if rand(0, 1) < A and DELAY < DELAY optimal then
17: x = xnew
18: A = β*A
19: R = R ∗(1 − exp(−γ *t))
20: end if
21: end for
22: Output xoptimal and corresponding Map

Firstly, initialize the key variables of the algorithm and
randomly generate n sets of controller coordinate vector x,
and velocity vector v (lines 1 to 5). Next, find the optimal
solution iteratively in the entire solution space (lines 6 to 21).
Finally, output the optimal solution of the controller coor-
dinates xoptimal , and the corresponding Map (line 22).
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rand (a, b) in Algorithm 1 means that random numbers
between a and b are taken. For the description of the key
formulas in the BA, refer to [10].

2) FA-BASED SYNTHETICAL-DELAY CONTROLLER
PLACEMENT ALGORITHM
FA is a heuristic algorithm that simulates the courtship
behavior of fireflies in nature [11]. FA-based synthetical-
delay controller placement algorithm (FACPA) is shown
in Algorithm 2.

Algorithm 2 FACPA
Input: iteration times: T, number of bats: n, topology infor-

mation: G, initial parameters variable of the FA: α, β, γ
Output: xoptimal and corresponding Map
1: Randomly generate vector x
2: According to the coordinates of switches, discrete x
3: According to (6), calculate the Map
4: According to (10), calculate the DELAY
5: for t in (0, T) do
6: for i in (0, n) do
7: for j in (0, n) do
8: B[j] = β*DELAY [j] ∗ exp(norm(x[i], x[j]))
9: end for
10: Calculate the index Des[i] of maximum B
11: x[i] = xold [i] + β ∗ exp(−γ ∗ norm(x[i], x[j])) ∗

(x[Des[i]]−xold [i])−α*Gauss(0, 1)
12: end for
13: Calculate the Map and the DELAY
14: Update xoptimal and corresponding Map
15: end for
16: Output xoptimal and corresponding Map

Firstly, initialize the key variables of the algorithm
(lines 1 to 4). Next, find the optimal solution iteratively
in the entire solution space (lines 5 to 15). Finally, output
the optimal solution of the controller coordinates xoptimal ,
and the corresponding Map (line 16). Gauss (a, b) in
Algorithm 2 means that random numbers on a normal dis-
tribution with an expectation of 0 and a standard deviation
of 1, are taken. For the description of the key formulas in the
FA, refer to [11].

3) VBO-BASED SYNTHETICAL-DELAY CONTROLLER
PLACEMENT ALGORITHM
VBO is a heuristic algorithm that simulates the social
structure and production behavior of human beings [13].
VBO-based synthetical-delay controller placement algo-
rithm (VBOCPA) is shown in Algorithm 3.

Firstly, initialize the key variables of the algorithm
(lines 1 to 5). Next, find the optimal solution iteratively in
the entire solution space (lines 6 to 24). Finally, output the
optimal solution of the controller coordinates xoptimal , and
the correspondingMap (line 25). R (0, 1) in Algorithm 3 rep-
resents multidimensional vector composed of random

numbers from 0 to 1. For the description of the VBO, refer
to [13].

Algorithm 3 VBOCPA
Input: iteration times: T, number of fireflies: n, topology

information: G, initial parameters variable of the VBO:
α, c1, c2

Output: xoptimal and corresponding Map
1: Randomly generate vector x
2: According to the coordinates of switches, discrete x
3: According to (6), calculate the Map
4: According to (10), calculate the DELAY
5: na = α ∗ n
6: for t in (0, T) do
7: xoptimal and xworst
8: for i in (0, na) do
9: x[i] = xold [i] + R(0, 1)∗(xoptimal − xworst )
10: end for
11: for i in (na,n) do
12: Generate a random integer r 6= i from 0 to n
13: xpeer = x[r]
14: if DELAY [i] < DELAY [r] then
15: x[i] = xold [i] + c1*R(0,1)*(xoptimal − xpeer )
16: else if DELAY [i] > DELAY [r] then
17: x[i] = xold [i] + c2*R(0,1)*(xpeer − xold [i])
18: else
19: x[i] = 2 ∗ rand(0,1)∗xold [i]
20: end if
21: end for
22: Calculate the Map and the DELAY
23: If current solution performs better, then accept
24: end for
25: Output xoptimal and corresponding Map

D. PSO-BASED PARAMETER OPTIMIZATION ALGORITHM
Additionally, for the parameter optimization problem of the
Controller Placement Algorithm (CPA), we designed the
parameter optimization algorithm based on the PSO. The
PSOwas a heuristic algorithm, which originated from the eth-
nic behavior of birds to transfer foraging information [9]. The
execution process of the PSO-based parameter optimization
algorithm (PSOPOA) is shown in Algorithm 4.

Firstly, generate p sets of key parameters of the CPA
randomly (lines 1 to 4). Then, iteratively optimize the
entire solution space (lines 6 to 11). At last, output the
optimal parameters of the CPA (line 12). rand (0, 1) in
Algorithm 2 means that random numbers between 0 and 1 are
taken. For the description of the key formulas in the PSO,
refer to [9].

IV. SIMULATION AND EVALUATION
We used different heuristic algorithms to solve the SDCPM.
The synthetical delay of real topologies was calculated
according to the precise location of the controllers and the
mapping relationship.
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FIGURE 2. Average value of DELAY of different synthetical-delay controller placement algorithms, (a) Savvis (b) Rnp (c) Ans (d) Bosnet (e) Ernet
(f) Funet (g) Internet 2 (h)Bell Canada.
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FIGURE 2. (Continued.) Average value of DELAY of different synthetical-delay controller placement algorithms, (a) Savvis (b) Rnp (c) Ans
(d) Bosnet (e) Ernet (f) Funet (g) Internet 2 (h)Bell Canada.

A. SIMULATION SETTINGS
1) BASIC ENVIRONMENT
The development environment was windows 10 professional
(64 bit), intel(R) Core (TM) i5-7300HQCPU@2.50GHz, and
16.00G memory. All solving algorithms and models were
implemented by using the Python programming language.

Algorithm 4 PSOPOA
Input: iteration times: iter, number of particles: p, topology

information: G, initial parameters variable of PSO: c1
and c2

Output: globalbestcoor
1: Randomly generate vector x and vector v
2: According to (12), use p sets of x as the input of the CPA,

and obtain p result values
3: Calculate personalbestcoor and personalbest
4: Calculate globalbestcoor , and globalbest
5: for t in (0, iter) do
6: v = (0.4 + 0.5∗(1 − t/iter))∗vold + c1 ∗ rand(0,1)

∗ (personalbestcoor − xold ) + c2 ∗ rand(0,1) ∗

(globalbestcoor − xold )
7: x = xold + v
8: According to (12), calculate p values of the result
9: Calculate personalbestcoor and personalbest
10: Calculate globalbestcoor , and globalbest
11: end for
12: Output globalbestcoor

2) TOPOLOGIES
The 7 random WAN topologies from The Internet Topology
Zoo and the topology of Internet2 Network Advanced Layer
2/3 Service were selected as topology instances [42], [43].
Distance between nodes was calculated according to the lon-
gitude and latitude of the nodes provided by [42], [43]. The
unit is m. Considering that the delay of data packets includes

TABLE 1. Information of topologies.

propagation delay, processing delay, and transmission delay,
the data transmission speed on the link was set to two-thirds
of the speed of light, 2 × 108m/s [33]–[35]. The relevant
parameters of the 8 topologies are shown in Table 1.

3) COMPARATIVE ALGORITHMS
The PSO in [18], the TLBO in [20], the FA in [25], the VBO
in [29], and the BA with unoptimized parameters were com-
pared with the parameter-optimized BACPA, FACPA, and
VBOCPA. It should be noted that the PSO can be applied
not only to the SDCPM, but also to the POM. To distinguish,
the algorithm used in [18] to solve the CPP is referred to as
PSO in this article, and the PSO applied to solve the POM
is referred to as PSOPOA. Similarly, the algorithms with
optimized parameters is denoted as BACPA, FACPA, and
VBOCPA in this article, and the algorithms with unoptimized
parameters is denoted as BA, FA, and VBO. The settings of
the relevant parameters of the algorithms used in the simula-
tion are shown in Table 2.

The parameter symbols of the above comparison algo-
rithm are the original symbols in relevant literatures. The
parameters of the BACPA, the FACPA, and the VBOCPA
are the optimized results of the PSOPOA. The parameters of
the PSO, the BA, the FA, the TLBO, and the VBO are the
original values of [9]–[12], and [13]. It should be noted that
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FIGURE 3. Standard deviation of DELAY of different synthetical-delay controller placement algorithms, (a) Savvis (b) Rnp (c) Ans (d) Bosnet
(e) Ernet (f) Funet (g) Internet 2 (h)Bell Canada.
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FIGURE 3. (Continued.) Standard deviation of DELAY of different synthetical-delay controller placement algorithms, (a) Savvis (b) Rnp
(c) Ans (d) Bosnet (e) Ernet (f) Funet (g) Internet 2 (h)Bell Canada.

TABLE 2. Parameter settings of algorithms.

T represents the number of iterations of the algorithm, and n
represents the population size (i.e., the number of particles,
the number of bats, the number of agents. . . ). Norm(0,1)
represents a random number of Gaussian distributions with
an expectation of zero and a standard deviation of one.
randint(0,1) represents a random integer from 1 to 2 (either
1 or 2). ω = 0.4 + 0.5 ∗ (1 − t/T) is an improvement of the
PSO, which introduce the iteration-based dynamic strategy,
where t represents the current quantity of iterations.

4) METRICS
To place 3 to 7 controllers in 8 topologies respectively, then,
we run the FA, the FACPA, the BA, the BACPA, the VBO,
the VBOCPA, the PSO, and the TLBO 100 times each, and
recorded the results of 100 sets of the DELAY. To take the
delay between the controllers and the switches as the main
optimization indicator, we set the weight coefficient (λ1) of
the delay between the controllers and the switches to 0.8,
and the weight coefficient (λ2) of the delay between the con-
trollers to 0.2. We took the mean and variance of the 100 sets
of the DELAY as metric 1 and metric 2. With the different

numbers of controllers placed in the 8 topologies, we took the
respective time consumption of the FA, the FACPA, the BA,
the BACPA, the VBO, the VBOCPA, the PSO, and the TLBO
as metric 3.

B. SIMULATION ANALYSIS
As shown in Fig. 2, no matter what algorithm is used,
the DELAY in the 8 topologies decreases with the increase
of the number of controllers. Because in the synthetical delay
indicator used in the simulation, the delay weight coefficient
between the controllers is only 0.2, and the delay between the
controllers and the switches still occupies the main part. With
the increase of the number of the controllers, each switch can
be assigned to a controller that is closer to itself. Therefore,
the value of DELAY decreases as the number of controllers
increases.

It can also be seen from Fig. 2 that in the 8 topologies,
the results of the TLBO are lower than those of the PSO. The
results of FA with unoptimized parameters are higher than
those of the PSO in 5 topologies of Savvis (Fig. 2a), Rnp
(Fig. 2b), Ans (Fig. 2c), Internet 2 (Fig. 2g), and Bell Canada
(Fig. 2h).While the results of the optimized FACPA are lower
than those of the PSO in 8 topologies. Furthermore, the results
of FACPA are lower than those of TLBO in 4 topologies of
Savvis (Fig. 2a), Rnp (Fig. 2b), Bosnet (Fig. 2d), and Ernet
(Fig. 2e). In the 8 topologies, the results of BA with unop-
timized parameters are higher than those of PSO. While the
results of optimized BACPA are lower than those of the PSO.
Furthermore, the results of the BACPA are lower than those of
the TLBO in 4 topologies of Savvis (Fig. 2a), Rnp (Fig. 2b),
Bosnet (Fig. 2d), and Ernet (Fig. 2e). In the 8 topologies,
the VBO with unoptimized parameters are lower than those
of the PSO and are higher than those of the TLBO. While in
the 3 topologies of Savvis (Fig. 2a), Rnp (Fig. 2b), and Ans
(Fig. 2c), the results of the optimized VBOCPA are lower
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FIGURE 4. Time consumption of different synthetical-delay controller placement algorithms, (a) Savvis (b) Rnp (c) Ans (d) Bosnet (e) Ernet
(f) Funet (g) Internet 2 (h)Bell Canada.
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FIGURE 4. (Continued.) Time consumption of different synthetical-delay controller placement algorithms, (a) Savvis (b) Rnp (c) Ans
(d) Bosnet (e) Ernet (f) Funet (g) Internet 2 (h)Bell Canada.

than those of the TLBO. In the 8 topologies, the results of
the FACPA, the BACPA, and the VBOCPA are lower than
those of the original algorithms to varying degrees. Therefore,
the synthetical delay of the controller placement scheme
solved by the FACPA, the BACPA, and the VBOCPA is lower.

It can be seen fromFig. 3 that in the 8 topologies, the results
of TLBO are lower than those of PSO. In the 8 topologies,
compared with the results of FA with unoptimized parame-
ters, the results of the optimized FACPA are evidently lower.
Except for Bell Canada (Fig. 3h), the results of the FACPA
are lower than those of the TLBO. In the 8 topologies, com-
pared with the results of BA with unoptimized parameters,
the results of the optimized BACPA are much lower. Except
for Funet (Fig. 3f) and Bell Canada (Fig. 3h), the results
of the BACPA are lower than those of the TLBO. In the
8 topologies, compared with the results of VBO with unopti-
mized parameters, the results of the optimized VBOCPA are
much lower. In the topologies of Savvis (Fig. 3a) and Ans
(Fig. 3c), the results of the VBOCPA are lower than those of
the TLBO. Therefore, the synthetical delay of the controller
placement scheme obtained by the FACPA, the BACPA, and
the VBOCPA is more stable.

As can be seen from Fig. 4, regardless of the adopted
algorithm, the time consumption in the 8 topologies increases
with the number of placed controllers. This is because when
more controllers are placed, the dimension of the problem
may increase. In the optimized algorithms and the original
algorithms, only a few key parameters are changed, and
the main body of the algorithms have not been changed,
so the time consumption of the optimized algorithms is
not significantly different from that of the original algo-
rithms. The time consumption of the TLBO is much higher
than that of the other algorithms, while the time consump-
tion of the PSO is comparable to that of the VBO and
the VBOCPA.

The synthetical delay of the controller placement schemes
solved by the FACPA, the BACPA, and the VBOCPA is
lower than that of the PSO and the original algorithms and
is comparable to that of the TLBO. The variance of the
synthetical delay of the controller placement schemes solved
by the FACPA, the BACPA, and the VBOCPA is lower than
that of the PSO, the TLBO, and the original algorithms.
The time consumption of the FACPA, the BACPA, and the
VBOCPA is comparable to that of the original algorithms and
is sharply lower than that of the TLBO. To sum up, the better
performance of the FACPA, the BACPA, and the VBOCPA
verifies the effectiveness of the POM.

V. CONCLUSION
Currently, the heuristic algorithm, which is of low-time com-
plexity and is suitable for solving high-dimensional prob-
lems, is the main algorithm for solving the CPP. However,
if the parameters of the heuristic algorithm are improperly
set, it will have a negative effect on the results. In response
to this problem, we established the POM. To verify the
effectiveness of the POM, we established the SDCPM, and
respectively designed the PSOPOA, the FACPA, the BACPA,
and the VBOCPA, based on the PSO, the FA, the BA, and the
VBO. Simulations were conducted in the 8 real topologies.
The results show that compared with the original algorithms,
in terms of the synthetical delay, the variance of synthetical
delay, and the time consumption, the TLBO, and the PSO,
the FACPA, the BACPA, and the VBOCPA perform better.
This boils down to the POM. Besides, the POM can also be
used to optimize the parameters of other heuristic algorithms
for solving the CPP. In future work, we will further study the
parameter optimization problem of the heuristic algorithm
for the CPP containing more network indicators to obtain a
reasonable SDN controller placement scheme.
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