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ABSTRACT The submarine drifter is a novel Lagrangian-based observation platform to explore the ocean,
but its precise and rapid depth control system design is still an open issue. The major challenge would be
the complex hybrid actuation system, which contains anisotropic characteristics and switching issues. In this
paper, we proposed an modified complementary constrained model predictive control (MCC-MPC) scheme
to meet the metrics. The scheme reformulates complex drifter and hybrid actuation system dynamics into
a solvable system with complementary constraints. The nonlinear component inside the system is approx-
imated by applying a sgn-sigmoid approximation function for the sake of linearization and computation.
Then the customized online optimizer predicts the system dynamics with complementary constraints and
computes the optimal control outputs in the finite horizon in an iterative loop. The validation results prove
that the proposed controller can effectively control the submarine drifter to achieve the desired depth and the
key metrics are 10x, 4x, and 2x better than conventional PID control, disturbance observer-based control,
and conventional MPC methods, respectively.

INDEX TERMS Submarine drifter, hybrid actuation system, complementary constraints, model predictive

control.

I. INTRODUCTION

Ocean observation technology is a crucial topic since it’s
essential to protect the ocean environment, mine ocean
resources, and prevent ocean hazards. The observation meth-
ods can be divided into space-based and sea-based: space-
based observations use satellite remote sensing technology
or aircraft to obtain sea surface remote sensing data; sea-
based observations are referred to the measurement systems
deployed on vessels, which is the most direct and reliable
way to observe ocean. The commonly used ocean mobile
observation platforms including ocean research ships, ocean
observation stations, and unmanned ocean mobile observa-
tion platforms provide more detailed observations of the
ocean. In recent years, with the rise of intelligent technology,
unmanned ocean mobile observation platforms (e.g., Argo,
autonomous underwater vehicle (AUV), underwater glider,
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unmanned vessel, drifter, etc.) carrying variety of sensors
can perform a series of important tasks in the extreme ocean
environment. Though there are still lots of problems of these
intelligent platforms, especially, if the observation problem
is unique. The ocean current observation is an attractive area
for scientists, but the existing methods do not meet the desired
performance metrics yet. Argos are challenging to meet pre-
cise depth control requirements to conduct reliable measure-
ment because of its inherent driving systems [1]. Their depth
is adjusted by a mechanism of a plunger pump to change
its gravity which is sensitive to the sea density. Underwater
gliders are designed with better driving systems but they do
not fit the fine-scale measurement tasks [2], [3]. AUVs that
utilize propellers can provide precise position control and are
considered as ideal platforms for ocean observation [4], [5].
But its propellers can significantly affect the nature of the
ocean current. Unmanned vessels [6] can replace traditional
ocean research ship with Acoustic Doppler Current Profiler
(ADCP) [7] to fulfill a part of the tasks, but the measurement
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ranges are limited to the sea surface while three-dimensional
information is incomplete.

As a Lagrangian-based observation method, the drifter
requires the observation platform to follow the current effec-
tively and can intuitively reflect some physical phenomena
in the ocean [8]. Therefore, it can be used for a fine-scale
observation of the ocean to make up for the shortcomings of
other observation methods [9] (e.g., fixed-point Euler obser-
vation using ADCP, self-propelled observation using AUV,
glider and vessel, etc.). For example, [10] reveal the influ-
ence of geostrophic strain on oceanic ageostrophic motion
and surface chlorophyll using the surface drifter; [11] use
the drifter to observe submesoscale flow kinematics in the
coastal ocean, etc. However, the existing drifters only can
follow the two-dimensional flow at the ocean surface or
near surface because of their positive buoyancy. Although
floats like Argo can change their gravity to dive, they do
not have the function of following the current effectively and
their depth control is not precise, so they cannot be used
as drifter for three-dimensional observation. It’s the lack of
observation techniques including underwater depth control of
the drifter that hinders the application of three-dimensional
Lagrangian observation and scientists’ further studying of the
ocean [12]-[14].

At present, the research works of depth control for
underwater vessels are mainly focused on AUVs and
remotely operated vehicles (ROVs). For example, [15] use
gain-scheduled reduced order output feedback and [16] use
reinforcement learning to achieve the depth control of AUVs;
[17] use fuzzy PID and [18] use neural network predictive
control to provide solutions for the depth control of ROVs.
The optimized finite time stabilized attitude control approach
with fault-tolerant capability can be also adapted to ROVs
and other under water vessels [19], [20]. However, there is
no ideal solution to the depth control problem of the drifter.
It can’t install propellers to reformulate the control problems
to AUVs, etc. Because these active driving systems disturb
the surrounding flow field and lead the observation tasks to
be failed.

By investigating the principles of the different platforms,
we propose a novel oceanic observation platform namely
submarine drifter with both current following and precision
depth control capability. The idea is originated from Argo
and surface drifter, but the mechanical structures and the driv-
ing systems are completely redesigned. As shown in Fig. 1,
the drifter is equipped with sails to improve its ability to
follow the current, and hybrid driving system which will be
discussed in detail in the next section is used as an actuator
for the depth control. Although this design can effectively
solve the hardware problem in the application, hybrid driving
system greatly increases the difficulty of the control system.

The hybrid depth actuation system is composed of a gear
pump and a solenoid valve, which makes the ascending and
diving control anisotropic (asymmetrical). Classical solutions
like PID control calculate the control output through feedback
results without considering these problems, which will cause
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(a) Submarine drifter in indoor pool environment.

(b) Submarine drifter in ocean environment.

FIGURE 1. The actual submarine drifter in different environments.

the driving system to switch passively between the pump
and the valve in order to track the control output. Thus,
a good performance of depth control cannot be guaranteed.
For the ascending and diving directions, the system shows
anisotropic characteristics which can be usually formulated
as switched control problems. Due to the theoretical difficul-
ties, the authors are proposing an alternative approach. MPC
is a kind of optimal control, which can transform nonlinear
control problem of the drifter into real-time linear optimal
control problem with constraints and be solved by linear
quadratic programming [21]. It has the potential to pro-
vide the rapidly and precise depth control function for the
drifter, if two barriers can be overcome: (1) computation costs
and (2) hybrid driving system formulation. The underwater
motion of submarine drifter has the characteristics of low
dynamic ranges and the macro actuator is not designed to
switch rapidly, so the overall bandwidth of the drifter is
low enough to allow the engineering to implement complex
depth control algorithms of the drifter. The hybrid driving
system is also modeled as two actuators with complementary
constraints, so the MPC frameworks can be valid.
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The main contributions of this paper can be summarized as
follows:

(1) The intrinsic dynamics of the submarine drifter is
analyzed. The unique time delay mechanism and hybrid
actuation system inside the drifter are modeled and further
approximated for engineering practice.

(2) Modified complementary constrained model predic-
tive control (MCCMPC) is proposed for the depth control,
which can handle the nonlinear switching and time delay
characteristics with improved settling time and steady state
performance.

(3) The computational costs are analyzed and optimized
with a customized online solver. This solver transforms the
nonlinear optimization problem into an equivalent linear sys-
tem to accelerate the computation process.

(4) The performance and advantage of the proposed
method have been verified with the comparison of other
potential controllers. The results show that MCCMPC can
effectively control the drifter to the desired depth set point
and the key metrics are significantly better than PID control,
disturbance observer based control, and conventional model
predictive control (MPC).

[sensors2]
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FIGURE 2. The control scheme of submarine drifter.

Il. SUBMARINE DRIFTER MODEL

A. BOUYANCY MECHANISM

Bouyancy is changed by varying the displacement of the
drifter, through an oil-filled bladder system. The control
scheme and the inner dynamics of submarine drifter are
shown in Fig. 2. The hybrid actuation system (in the blue
box) consists of the pump and the valve, which are used
to vary the bladder volume. The challenge is that these two
mechanisms have completely different dynamic character-
istics, and their relationship with the controller is like a
single-pole double-throw switch, which will cause disconti-
nuity and anisotropy in modeling and step-like jumps in con-
trol. To establish a feasible control solution, these switching
dynamics must be investigated and modeled in a practical
way. The reminder of this section gives these details.

B. DYNAMIC ANALYSIS

By design, the drifter center of gravity is far lower than
its center of buoyancy. Consequently, the submerged drifter
maintains a vertical, upright orientation. Define d to be the
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drifter depth. The vertical motion dynamic is described by:
md + kd® sgn(d) = F, 1)

where m is the drifter mass, k is the water damping coef-
ficient, sgn(-) is the signum (sign) function, and F is net
buoyancy of the drifter. Net bouyancy is modeled as:

F =G — Fp, ()

where G is the drifter weight, and F} is the controlled buoy-
ancy that is changed by the bladder volume. At equilibrium,
F = 0, velocity d = 0, and the drifter is suspended in the
water.

The relationship between actuator output u# and controlled
buoyancy F, is given by:

Fp =kur - u, 3)

where k,r is a buoyancy conversion coefficient for the
actuator output u. The hybrid actuation system is furthered
described next.

C. HYBRID ACTUATION SYSTEM

As shown in Fig. 3(a), the drifer’s hybrid actuation system is
mainly composed of a outer oil bladder, gear pump, solenoid
valve and inner oil bladder. The outer oil bladder is outside
of the control cabin and bears the water pressure, while
the other components of the system are installed inside the
fixed-volume control cabin. Because the reverse pressure
capacity of the pump is low, a one-way check valve is in
series with the pump. Otherwise, hydraulic oil will leak back
into the inner oil bladder from the outer oil bladder when the
reverse pressure is high. The other control branch consists
of a solenoid valve. By controlling the flow of hydraulic oil
between oil bladders, the system can change the volume of
the outer oil bladder, and thusly control buoyancy F}, of the
drifter.

When the gear pump is turned on and the solenoid valve
is closed, the hybrid actuation system is equivalent to the
situation shown in Fig. 3(b). The hydraulic oil is discharged
from the inner oil bladder to the outer oil bladder under the
action of the pump, and buoyancy increases.

When the solenoid valve is turned on and the gear pump
is closed, the hybrid actuation system is equivalent to the
situation shown in Fig. 3(c). Water pressure forces hydraulic
oil back into the inner oil bladder, reducing the volume of the
outer bladder, resulting in decrease of bouyancy.

The pump and the valve can not be simultaneously opened;
the actuator is either in the mode of Fig. 3(b) or Fig. 3(c).

D. MODELING WITH COMPLEMENTARY CONSTRAINTS
The drifter’s ascent and descent dynamics are dfferent, and
there are step-like jumps in the control because of the switch-
ing actions of pump and solenoid valve. In this work, two
complementary constraints apply to the hybrid actuation
system:

O=0v+0p QOv-0p=0, 4
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FIGURE 3. (a) Shows the structure of the hybrid actuation system, and (b) (c) show its equivalent structure under

different working conditions.

where Q is the hybrid actuation system flow rate, Qy is the
solenoid valve flow rate, and Qp is the pump flow rate. Valve
and pump flow rates are modeled as:

Qv = max[0, sgn(uc — u)] - f(Ap)
Op = max|[0, sgn(u — u.)] - kp, @)

where u. is the output of controller, &, is the flow rate
coefficient of pump, and f(Ap) is the flow rate coefficient
of solenoid valve. Coefficient f(Ap) is a function of the
differential pressure Ap across the valve, and is modeled by:

f(Ap) = kpq\/kdpd + Patmos — Pin> (6)

where kj, is the pressure-flow (p, g) conversion coefficient,
kgp is the depth-pressure (d, p) conversion coefficient, d is
drifter depth as explained earlier, p,sos 1S atmospheric pres-
sure, and p;, is the inner oil bladder pressure.

Analysis of (5) and (6) shows that drifter depth affects
the solenoid valve flow rate in nonlinear manner, but the
pump flow rate is a constant value. When the drifter is at
the water surface, k, is about eight times larger than f(Ap).
As such, there is a significant nonlinear difference in flow
characteristics between the pump and the valve.

Define the state vector x with variables x; = d, x; = d s
x3 = u. Then the state space model of submarine drifter
dynamics takes the form:

x =f(x, u), )
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where x € R3, u. € R, and vector field f is given by:

X2
_ (kurx3—kx2? sgn(xz))/m
JEu) = a0, sgntue — x)1 -fapy+ |© @
max|[0, sgn(x3 — uc)] - kp

Because of the particular design structure of hybrid actu-
ation system, the buoyancy control has to switch between
the pump and the valve with distinct difference in flow char-
acteristics. Moreover, it needs time for the actuator to track
the control output, which leads to different control response
delays under the action of the pump or the valve.

Classical solution approaches like PID control do not
directly consider these problems, so a small settling time with
response that is free of oscillations cannot be guaranteed.
For the ascending and diving directions, the system shows
anisotropic characteristics that can be usually formulated as
switched control problems. In view of these theoretical dif-
ficulties, an alternative approach based on model predictive
control (MPC) is used in this work.

MPC has the potential to provide the rapid, precise depth
control function for the drifter, if two barriers can be over-
come: (1) large computation time, and (2) hybrid driving
system formulation. The hybrid actuator is not designed to
switch rapidly, however, and the overall bandwidth of the
drifter is low enough to allow implementation of complex
depth control algorithms. The hybrid driving system is also
modeled as two actuators with complementary constraints,
so an MPC-based framework is suitable.
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In the next section, a conventional MPC approach and its
shortcomings are briefly described, followed by description
of the main contribution, which is a modified complementary
constrained MPC, hereafter abbreviated as MCCMPC.

Ill. PROPOSED CONTROL STRATEGY

Conventional MPC for drifter depth control is discussed in
the first subsection for sake of providing prerequisite materi-
als for the proposed control method. The second subsection
details the MPC strategy with MCCMPC.

A. CONVENTIONAL MPC
There are two different approaches to implement model pre-
diction. The first approach is that the anisotropy of model (8)
can be considered as one of two separate cases:

If u. > x3, then the solenoid valve will be opened and the
following equivalent submodel is used for MPC prediction,

x
(kurx3—kx,? sgn(x2))/m | . 9
f(Ap)

Otherwise, u, < x3, the gear pump will be turned on, and the
following submodel will be used,

S, ue) =

X2
(kurx3—kx2? sgn(x2))/m | . (10)
kp

This first approach does not solve the discontinuity of
model (8). Discontinuous switching between two prediction
submodels will occur, which can lead to control extremes
(overly timid or overly strong).

A second approach is to avoid switching between predic-
tion submodels (9) and (10). A fixed prediction model could
be based on the submodel with smaller gain, i.e. use the
submodel that is more conservative. This approach solves the
problem of discontinuity, but sacrifices prediction accuracy.

S, ue) =

B. MPC WITH MODIFIED COMPLEMENTARY
CONSTRAINTS

To overcome the above barriers and drawbacks, a MCCMPC
approach that fully considers the anisotropy and discontinuity
of the drifter dynamics is presented here.

1) MODEL PREPROCESSING

The complex actual model behavior is the first barrier to
be removed, by using several model preprocessing actions.
Firstly, the original complex single-input, single-output
system with max function is converted to a two-input,
single-output system. Next, each discontinuous sgn function
in the system model is replaced by a smooth approximation.
Lastly, linearization is applied.

In model (8), the control u. is either the solenoid valve
control value u,, or the gear pump control value uj,. Therefore,
the max function can be eliminated by introducing a comple-
mentary equality constraint:

(uy — x3)(up —x3) = 0. (11)
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The physical principles of the hybrid actuation system are
reflected by additional inequality constraints:

X3 < Uy < Umax and Uy < Up = X3 (12)

where Uy, Umin are the respective maximum and minimum
output of hybrid actuation system. These equations show
that the boundary of constraints is dynamic and the optimal
solution must satisfy one-way flows of the pump and valve.
Therefore, equations (4), (5) are equivalent to these relations:

O = sgn(u, — x3)f (Ap) + sgn(xz — up)k,
X3 = Uy = Umax
Umin = Up = X3

(tty — x3)(up —x3) =0 (13)

The sgn function is next approximated by a sigmoid
function:

2
1+ e—ksx
where kg > 0 is the sigmoid coefficient that affects approxi-
mation accuracy. Fig. 4 shows a comparison of the sgn and
S(x) curves for k; = 1,10, and 100. Choosing a large kg
makes the S(x) curve very similar to the sgn function, but
also causes the sigmoid to be insensitive to the argument x,
and affects the numerical stability of the optimization solver.

Sx) = -1, (14)

2 ,
k=1
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- k =10
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1 _ks=10 s —
' _--
1 -
" -7
. [
X ot [
0 -4
27
-7 n
-7 "
L---" ‘0
) =S A
2 | | | | |
-3 -2 -1 0 1 2 3

FIGURE 4. Three sigmoid functions S(x), for ks = 1, 10, 100.

To illustrate the feasibility of approximating the sgn func-
tion, the original model (8) is compared to one having the
approximation S(x) with kg = 100. Three different input
signals (unit step, unit pulse train, and unit sine) are used to
excite the two models. The frequency of pulse train and sine
wave is 0.5 Hz, and the initial depthd = 10 m. The results are
shown in Fig. 5. With the step signal, the valve remains open
and the drifter descends (dives). Under the action of periodic
signals, the pump and the valve switch at a frequency of
0.5 Hz and because Qp > Qy, the drifter ascends (decreasing
depth). Original and approximate models exhibit almost no
differences in response to these typical signals.

After conversion and approximation of the system model,
the state-space model of the drifter dynamics with two inputs
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FIGURE 5. Comparison of response to different excitation signal between
sign and sigmoid when ks = 100.

becomes:
X1 X2
X | = (kurx3—k - x2S (x2))/m
X3 S(uy — x3)f (Ap) + S(x3 — up)kp

X3 = Uy = Umax
Umin = Up = X3

(y = x3)(up —x3) =0 15)

The final step of model preprocessing is linearization of (15),
which is performed in every MPC iteration. The linearized
model takes the form:

¥ =Ax +Beu. (16)

Note that the preprocessing results in a two-input model,
where bold-face u € R? is a vector with elements represent-
ing the valve and pump effects.

2) MCCMPC STRATEGY
For online numerical calculations, state-space model (16) is
discretized:

xq(k + D=Aagxa(k)+Bqu(k), y(k)=Caxa(k). (17)

In the above, subscript d denotes discrete-time, and should
not be confused with the symbol for water depth. To improve
steady-state performance, integrating control action is intro-
duced by rewriting model (17) in incremental form and aug-
menting the model as follows:

x(k + 1) A x(k) B
_ /—/\‘
[Axd(k + 1)] = [ Ay 0} [Axd(k)]+ [ By } Au(k)
yk+1) CiAg 1] yk) C.B,
< k
= —— | Axy(k) |, (18)
y(k) [07 1] [ (k) }

whereA € R¥*4 B € R¥2,C e R, 0 e R**!, Axq(k) =
xq(k) —xq(k — 1), Au(k) = u(k) —u(k — 1).
Define the control sequence

AU = [Au(k) Auk + 1) --- Au(N. — D],

VOLUME 8, 2020

where N, is the control horizon, and define the output predic-
tion sequence

Y = [y(k + 1|k) y(k + 2|k) --- y(k + Npl)1”,

where N, is the prediction horizon. Here Au(k) is the control
increment at time k, and y(k + 1]k) is the output of the time
k + 1 predicted at time k. The relationship between AU and
Yis:

Y = Fx(k) + ®AU, (19)
where
CA
F= : ,
CANy
and
CB 0 0
CAB cCB 0 - 0
b=
cAN—1p CANr—Nep

The MPC strategy is designed to minimize both the depth
control tracking error and the speed of response. These
requirements are expressed as a quadratic cost function:

J=R;—Y)' (R, —Y)+ AUTRAU, (20)

where vector R; € RVP*! is the reference depth sequence. In
the second term, coefficient matrix R € RVP*NP jg adjusted
for the trade-off between tracking error and speed of response
(control effort).

Substituting (19) into (20), the MPC depth control prob-
lem with hybrid actuation is described by the quadratic cost
minimization problem:

minJ = AUT (®T ®+R)AU —2AUT & (R,—Fx(k)) (21)
subject to the constraints:

x(k +1) = Ax(k) + BAu(k)
X3 = Uy = Umax
Umin = Up = X3
(uy — x3)(up — x3) = 0.

There are two additional problems that must be solved to
ensure the performance of the closed-loop system and reduce
computational burdens: (a) selection of MPC parameters, and
(b) the treatment of complementary constraints. These issues
are addressed next.

3) MPC TUNING CONSIDERATIONS

MPC parameters N,, N¢, and R are critical to system per-
formance. The length of prediction horizon is N,, which is
the number of time steps to predict future output at each
optimization iteration. Adjusting N, affects the compromise
between computational efficiency and prediction accuracy.
Because the drifter system has significant nonlinearity,
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behaviors over a long predictive horizon (large Np) will
deviate from the linearized operating point of the current
iteration and may cause instability. On the other hand, a short
prediction horizon cannot provide enough contributions for
optimization. In general, 20-30 time steps have been found
appropriate, given the low dynamics of the drifter.

Control horizon N, ranges from 1 to N,. Derivation of the
matrices I and ® in (19) indicates that the tuning philosophy
for N, is similar to N,, by balancing the computing resource
and performance. This application takes advantage of the
relatively slow dynamics of the submarine environment, and
suggests that N, be gradually increased to maximize the
control performance.

Matrix R is a soft constraint on the rate of u, and
affects settling time and overshoot. This parameter is grad-
ually increasted until the overshoot and settling time are
acceptable.

4) COMPLEMENTARY CONSTRAINT PROCESSING

Equation (21) is subject to nonlinear inequality constraints.
The problem can be converted to an unconstrained optimiza-
tion problem by using the method of Lagrange multipliers,
and then solved by Newton’s method [26], but real-time
implementation is difficult and solution accuracy cannot be
guaranteed. In this work, the nonlinear constraints are treated
as three different cases: u, = x3, up, = x3 and u, = up = x3.
The corresponding control constraints are transformed as
follows:

a) wy = X3, Upin < Up < X3
b) Up = X3, X3 = Uy = Upax

C) uy = X3, Uy =x3, (22)
and u, can be remapped to:

ups Uy = X3
Ue = YUy, Up =X3 (23)
Up, Uy =Up = X3.

Thus, MPC depth control of submarine drifter is expressed
as an optimization problem to solve quadratic programming,
where the nonlinearly constrained problem is equivalent to
three linear quadratic programming problems. The three pro-
gramming problems can be solved by the primal-dual method
[27] and their optimal values can be found respectively in
a few optimization iterations. The minimum optimal value
among these case is the desired optimal value.

5) SOLVER IMPLEMENTATION

Algorithm (1) details the MCCMPC depth control algorithm
of the drifter. The algorithm can be divided into three parts:
real-time linearization, optimal value calculation, and state
feedback. In each iteration, model (8) is linearized The opti-
mal control sequence is obtained by solving the equivalent
problem of complementary constraints. Finally, the latest
control increment is output by the controller until the next
iteration arrives.

151698

Algorithm 1 MCCMPC Depth Control Algorithm of the
Drifter
1: Initialize Ny, N, R, r, maximum iteration kpqy, kK = 1,
uc(0) = 05
2: while (k < kyqx) do
Input x* = x(k), u* = u(k — 1);
Linearize x = f(x, u) at (x*, u*) to obtain A, and B;
Discretize model to obtain A, B, and C.
Compute &7 P, (I>TRS and ®TF;
Considering 3 cases:
a)yminJy =J, s.t.uy, = X3, Upin < Up < X3
byminJy =J, s.t.up =x3, X3 < Uy < Uy ;
cyminJ3 =J, s.t.u, =x3, Up = X3
8: obtain J1(AUY), J2(AU3), J3(AUY);
9: AU* = argmin{J;(AU?), J2(AU3), (AU}
10: Compute AU* = [Au(k), Au(k + 1), ..., Au(k +
Ne — DI
11: uk) =uk — 1) + Au(k);
12: Output u(k);
13: k=k+1;
14: end while

AN O

C. OTHER CONTROL METHODS FOR COMPARISON

PID control is one of two other control approaches that are
considered. There exist well-established PID tuning meth-
ods that can treat the process as a “black box” to achieve
desired performance [28]. For this application, the PID con-
trol approach fails to achieve the desired objectives. The
hybrid actuator system switching behaviors and highly non-
linear system dynamics are not adequately considered by PID
tuning.

The second control approach considered is the use of
the disturbance observer, which treats the nonlinearity and
anisotropy of the drifter as internal lumped disturbances,
and estimates and compensates these disturbances [29], [30].
Under the framework of the disturbance observer, the drifter
model can be rewritten as:

x=fx)+g ®u. +g,(x)s, (24)

where f (x) + g (x)u, represents the approximate characteris-
tics of the drifter in one direction (either ascent or descent),
while the other direction and the remaining uncertainties are
expressed in disturbance term §. Vector fields g (x), g,(x) are
smooth with respect to x, but (8) has nonlinear terms with
sgn and max functions coupled to each other, and this will
make the disturbance term have a more complex structure and
stronger nonlinearity.

Performances of the proposed modified complementary
constrained MPC (MCCMPC), conventional MPC, PID con-
trol, and disturbance observer based control (DOBC) are
compared in the next section.

IV. VALIDATION
Experiments and simulations to validate the submarine drifter
system are presented here. To guarantee the feasibility of the
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proposed method, the model parameters of the drifter are
firstly characterized by experiments. Simulation comparisons
of several control methods are evaluated using M ATLAB
S IMULINK.

A. IDENTIFICATION OF MODEL PARAMETERS

The overall dimension of the drifter is 0.8 x 0.8 x 3.0 m
and contains four water sails arranged in a cross, an antenna,
a set of linearly arranged sensors and an outer oil bladder.
In the cabin of the drifter, there is a 24V battery, a STM32Fx
microcontroller, a gear pump, a solenoid valve, an inner oil
bladder and several sensors such as flow sensor, pressure
sensor, etc.

0

—u=10mL

—u=15mL

—u=20mL

—u=25mL

0.5} u=30mL
E
<
Q.
[
[a]

1t |

15 10 20 30 40 50 60 70
Time (s)

FIGURE 6. Response of the drifter to constant actuator outputs.

The drifter’s parameters can be identified separately. For
example, experiments of identifying the water damping coef-
ficient k are carried out with five fixed actuator output val-
ues u. The real response are plotted in Fig. 6, and we can
calculate & by fitting these curves according to equation (1).
Buoyancy conversion coefficient k,r can be obtained by cal-
ibrating the volume change of outer oil bladder caused by u.
Pump’s flow rate coefficient k, and pressure-flow conversion
coefficient kp, can be measured by flow experiments. And the
other parameters such as atmospheric pressure pgmmos, inner
oil bladder pressure p;, and the depth-pressure conversion
coefficient k4, are known constants. The final state-space
model of (15) is identified as:

. xz
Tl (0.0084x3 — 30x,2 - $(x2))/20 05)
2|7 | 7.72/0.0098066x) + 0.0213 - S(u, — x3)

—8.23 - 8(x3 — up)
and the control constraints are identified as:
x3 < u, <460
—460 < up, < x3
(tty — x3)(up —x3) =0 (26)

B. SIMULATION CONFIGURATION AND MCCMPC
PARAMETER TUNING

MATLAB R2014a is used to simulate and compare depth
control using PID, disturbance observer based control
(DOBC), conventional model predictive control (MPC), and
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the proposed MCCMPC. In Sec. III-A, two methods for con-
ventional MPC were described — the simulation comparisons
use the first method. All programs are running on the Intel
15-4200U CPU. The sampling rate is 1 Hz.

—data1
—data2
—data3
—data4
—data5

data6é
—data7

data8
—~data9

Depth (m)
N ==

[X)
E

0 50 100 150 200
Time (s)

FIGURE 7. Parameter tuning of MCCMPC at r = 3m.

In Fig. 7, curves datal-data7 are the system responses
during parameter tuning. The line data8 is the depth setpoint
(r = 3m), and curve data9 is the satisfactory response
achieved after tuning is completed.

At the start of tuning, the system is initialized with a
small R, a large prediction horizon N, and a small control
horizon N,, resulting in large overshoot, as plotted in datal.
Increasing R gradually reduces overshoot, as illustrated by
data2 and data3. Tuning R is insufficient to achieve satisfac-
tory performance; as discussed earlier, the prediction horizon
N, also affects response qualities. Curves data4 — data7
illustrate the effect of adjusting N,. Control horizon N, is
gradually increased to achieve satisfactory system perfor-
mance plotted in data9.

C. DEPTH CONTROL RESULTS

Two different depth set-point values of » = 3m and 10m
are considered. For conventional MPC, the parameter ranges
are N, € [20,30], N. € [3,10] and R € [0.2, 1], and the
best performance is selected for comparison. The PID con-
troller tuned by Ziegler-Nichols (ZN) method [31] resulted
in controller gains Kp = 2.3, K; = 0.01, Kp = 10, and
the disturbance observer design follows the parameter tuning
instructions in [32].

1) COMPARISON OF SETTLING TIMES

System response to PID control, disturbance observer based
control (DOBC), conventional MPC, and the proposed
MCCMPC are plotted in Figs. 8, 9, 10, and 11, respectively,
for the dive from the surface to a depth » = 3m. Itis important
to note that the time scales are different for the four cases.
There are clear differences in settling time; the drifter settles
approximately 12 times faster under MCCPCC compared to
PID control. The proposed MCCMPC response also settles
faster than MPC and DOBC. Responses to a deeper dive
(r = 10 m) are plotted in in Fig. 12, 13, 14, and 15. The
proposed MCCMPC still takes the shortest time, about 65s.
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FIGURE 9. System response to DOBC, r = 3m.

Responses to PID, DOBC and MPC take approximately 300s,
275s and 140s, respectively.

It may seem strange that the system response with PID
control at larger set-point r = 10m is faster than the smaller
set-point r = 3m. This strange phenomenon is determined by
the interacting characteristics of both the PID controller and
hybrid actuation system. Under PID control, a larger set-point
value will produce a larger control output, which is beneficial
to the diving acceleration process of the drifter. Furthermore,
the solenoid valve flow rate gradually increases with diving
depth.

2) COMPARISON OF STEADY STATE PERFORMANCE

Fig. 16 shows the comparison of errors among MCCMPC,
MPC, PID and DOBC depth control at # = 3m and r = 10m.
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FIGURE 11. System response to proposed MCCMPC, r = 3m.

When the set-point is » = 3m, the drifter under PID
control fluctuates about +0.15m, while it only fluctuates
about £0.02m with MCCMPC. Although MPC and DOBC
have significantly less fluctuations at the set-point than PID,
they overshoot about 10% and 14%, respectively. When the
set-point is » = 10m, the fluctuation of the drifter under PID
control become worse and is about +0.2m with about 15%
overshoot. MPC and DOBC also have 10% and 20% over-
shoot respectively. while the fluctuation of the drifter under
MCCMPC is about £0.025m without any clear overshoots.

In summary, the MCCMPC approach can fully take advan-
tage of modelling knowledge - it considers both the floating
and the diving characteristics of the drifter, and achieves the
best performance. The advantages will be discussed further
in the following subsection.
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TABLE 1. Rms error values and settling times for MCCMPC, PID, MPC and DOBC.

Setpoint (m) RMSE?# Settling time (s)
MCCMPC PID MPC DOBC MCCMPC PID MPC DOBC
1 0.0135 0.0597 0.0221 0.0262 45 639 82 181
2 0.0093 0.0766 0.0233 0.0258 47 620 87 193
3 0.0157 0.0785 0.0322 0.0292 50 598 90 200
4 0.0100 0.1186 0.0297 0.0311 52 552 96 209
5 0.0245 0.0649 0.0243 0.0221 55 501 104 223
6 0.0124 0.0713 0.0175 0.0325 57 459 111 231
7 0.0143 0.0525 0.0252 0.0312 59 393 118 243
8 0.0230 0.1244 0.0183 0.0271 61 351 125 258
9 0.0115 0.0984 0.0268 0.0298 63 322 132 266
10 0.0219 0.0998 0.0324 0.0301 65 301 140 275

2RMSE: Root Mean Squared Error.
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FIGURE 14. System response to MPC, r = 10m.
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FIGURE 13. System response to DOBC, r = 10m.
FIGURE 15. System response to proposed MCCMPC, r = 10m.

3) ANALYSIS OF DEPTH CONTROL

We also simulate depth control from Im to 10m in incremen- PID depth control has a overall worse performance than
tal steps of 1m. The rms error values and settling times are MCCMPC. It regards the drifter as a single-input single-
tabulated in Table 1. output system, without considering the internal operating

VOLUME 8, 2020 151701



IEEE Access

D. Song et al.: Complementary Constrained Model Predictive Depth Control

N

Error (m)
o

_ I I I I
20 50 100 150 200

1 1 1 1 1
250 300 350 400 450 500

Time (s)
(b) r=10m
' ' R PID
—_ —MCCMPC
13 MPC
g ----- DOBC
w

_ I I I
50 50 100 150 200

1 1 1 1 1
250 300 350 400 450 500

Time (s)

FIGURE 16. Comparison of error curves among PID, MCCMPC, MPC, and DOBC.

mechanism of the system. The magnified details of PID
control in Fig. 8 and Fig. 12 show that the actuator has to
switch between the pump and the valve in order to track u,.
At 1 Hz sampling frequency, the actuator output u will exceed
or fall below the u, within the sampling interval, which
results in switching. As we can see from Fig. 8 and Fig. 12,
although the drifter under PID control responds faster at
r = 10m than r = 3m, the diving speed is not slowed
down in advance which makes the drifter produce about 15%
overshoot. The valve flow rate also increases nonlinearly with
depth, while the pump flow rate remains constant. PID tuning
does not account for these changes effectively, so the steady
state performance under PID control cannot be guaranteed.
Therefore, these defects of the PID controller cause the poor
performances, which reflect in the slow system response and
large fluctuation.

Compared with PID control, the performances of depth
control using MPC and DOBC have been improved. How-
ever, they still show slower response speeds and large over-
shoots compared to MCCMPC. DOBC simplifies model (8)
by considering the anisotropy and nonlinearity of the model
as lumped disturbances, and uses disturbance observer to
make compensation. Because the discontinuous functions
such as sgn, max in the original model are coupled together,
the disturbance term has a complex structure and strong
nonlinearity. The disturbance observer cannot fully compen-
sate it instantly, so the tracking speed of the drifter can be
greatly affected. MPC makes prediction basing one direc-
tion’s characteristic. When switching occurs between (9)
and (10), the optimal solution and optimal state calculated
by the previous submodel will not be applicable under the
current submodel. Therefore, MPC that does not consider
complementary constraints cannot achieve the desired control
performance because of the large model mismatch.

151702

In contrast, the MCCMPC solution has showed its merits
from multiple aspects. The improvements are conducted by
appropriately solving the nonlinear and non-ideal charac-
teristics. It reformulates the SISO complex switch system
into a two-input-single-output system with constraints which
simplifies the controller design procedures. Then the flow
characteristics between the pump and the valve are also taken
into account based on the system model. With the well estab-
lished nominal model, it predicts the future state within a
certain time window based on the current state, and optimizes
the controller output with cost function, which makes the
switching between the pump and the valve more proactive.
By reviewing the results that illustrated in Fig. 11 and Fig. 15,
the results of the depth control with MCCMPC can be divided
into three stages: dive accelerating, buffering and decelerat-
ing, and maintaining steady state. It makes predictions before
the set-point arrives to slow down the drifter and proactively
adjust the switching between the pump and the valve at the
steady state, which makes the drifter respond quickly without
overshoot and almost has no fluctuation at the set-point.

4) FEASIBILITY ANALYSIS OF MCCMPC ONLINE
IMPLEMENTATION
The computation cost is the major concern for MPC-based
controls. We evaluated the computation time of our proposed
solver. In make a fair comparison, we also used MATLAB’s
nonlinear solver fimincon [33] to solve the complementary
constraint in equation (21). That is, we use fmincon to
directly obtain the optimal AU in Algorithm (1) instead of
steps 7, 8, and 9. Fig. 17 shows the computational cost of
Fig. 15.

After the equivalent constraints processing, the average
time for the controller to calculate the optimal value in each
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iteration only takes 0.02s, which is a small fraction of the 1s
sample period. In contrast, it takes more than 10 times cost
to solve the complementary constraints directly using fmin-
con. This is because we transformed the original nonlinear
complementary constraint optimization problem into a linear
constraint optimization problem. The solutions to the linear
constrained optimization problems are all on the boundary
of the convex polygon formed by its constraints, which is
easy to find. Therefore, the processing of complementary
constraint can satisfy the requirement of online MCCMPC
implementation.

V. CONCLUSION

In this paper, a modified complementary constrained MPC
scheme (MCCMPC) is proposed to precisely control the
depth of a submarine drifter with hybrid actuation system,
which cannot be processed efficiently by standard controllers.
The drifter’s control system model is established with equiv-
alent constraints, and the model parameters of actual subma-
rine drifter are characterized by experiments. The comple-
mentary constraint is transformed into three linear quadratic
programming problems in order to implement online appli-
cation. Compared with other three control methods, the pro-
posed MCCMPC scheme achieves satisfied performance by
solving the difficult nonlinear dynamics with compleme-
natary constraints and providing the accelerated optimization
solver. The key metrics of the drifter under the proposed
method show an overall improvement of 10x compared to
classical methods.

We admit that this solution requires more works involving
accurate system identification to conduct a reliable prediction
model and relatively complex solver implementation. How-
ever, the validation sufficiently prove that this MCCMPC is
able to fulfill the mission of depth control of the drifter. The
suggested future work would be an auto tuning algorithm for
MCCMPC and evaluate its anti-disturbance capability.
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