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ABSTRACT Aerial acoustic communication (AAC) has been developed for a variety of Internet-of-things
(IoT) applications, thanks to the merit of embedding small amounts of data directly into audio contents
and transmitting them through commercial off-the-shelf (COTS) devices without additional infrastructure.
However, AAC has clear limitations due to ambient noise, severely frequency-selective acoustic channels,
and high power consumption of COTS devices. We adopt chirp spread spectrum (CSS) modulation and
design new quaternary symbols to overcome frequency selectivity of audio interfaces of COTS devices.
We also develop a computation-efficient method to demodulate the proposed symbols, aiming to reduce
the power consumption of COTS devices. We employ a frame combining technique without increasing
computational complexity, to mitigate the effects of multipath fading and ambient noise in acoustic channels.
To evaluate the proposed methods, we conduct extensive experiments with several smartphones in various
environments. The experimental results and evaluation demonstrate that the proposed symbols and frame
combining method contribute to improving the frame reception ratio by up to 59.8%p (267.9%) and 14%p
(84.3%), respectively. The frame combining increases the possibility of receiving a framewithin two attempts
at extremely low SNR, by up to 107.9%, resulting in reduced excessive delay. The method to demodulate the
proposed symbols lowers power consumption by tens to hundreds of milliwatts, depending on the device.
Our proposal significantly helps to achieve high reliability and low power consumption of COTS devices
in AAC.

INDEX TERMS Aerial acoustic communication, ambient noise, chirp spread spectrum, correlator, frame
combining, software-based digital modem.

I. INTRODUCTION
With the advent of the Internet-of-things (IoT), various wire-
less communication technologies have been considered to
connect a wide range of objects. Unlike traditional views
focusing on the data ratemaximization, it is more important to
focus on each communication technology and to take advan-
tage of its own strengths, considering each IoT scenario.

Aerial acoustic communication (AAC) is a major can-
didate to consider in the scenarios where small amounts
of data are transmitted through commercial off-the-shelf
(COTS) devices, such as sharing URLs, user authentication,

The associate editor coordinating the review of this manuscript and

approving it for publication was Ananya Sen Gupta .

voucher-delivery services, and TV’s second screen ser-
vices [1]. In general, the frequency range of AAC should
be high enough to be inaudible to humans. According to the
Nyquist theorem, the frequency range is upper-bounded by
approximately 22 kHz among COTS devices, mostly with
the sampling rate of 44.1 kHz. Therefore, only narrow band-
widths of a few kHz are available for AAC, resulting in
low data rates. However, AAC has attracted commercial and
academic attention owing to several advantages of acoustic
signals in small data transmission scenarios.

First, unlike traditional wireless communications such
as Wi-Fi and Bluetooth, AAC does not require any addi-
tional hardware and infrastructure installation. Since most
mobile devices already have audio interfaces, i.e., speakers
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and microphones, they can be reused for data transmission.
Second, secondary information about audio content, such as
music and video, can be embedded directly into the content
itself, which can be of benefit to not only users but also
service providers. For example, in the case of TV content,
users can get additional information about the content without
hassle through acoustic communication applications running
in the background of smart devices. Service providers are
happy to offer additional advertisements or interactive expe-
riences to users at the right moment. Finally, acoustic signals
are drastically attenuated outside a room or building, which
creates a geo-fence and enables an acoustic signal to act as
a location identifier (ID). For instance, the geo-fence of the
acoustic signal can be used to secretly exchange users’ secu-
rity keys between smart devices in close proximity. In cafes
and restaurants, the location ID can be used to order items
directly through smart devices without going to the counter.
Also, in the subway, AAC can help passengers watching
video clips on mobile devices not to miss their stop, by send-
ing push-notifications with the location ID of the station.

To exploit these advantages, we target applications that
send and receive specific types of short-length context infor-
mation, e.g., content program ID, user location ID, and secu-
rity key for smart device pairing, without additional hardware
and infrastructure. However, there exist clear limitations on
exploiting AAC as follows.

A. LIMITED RELIABILITY
Acoustic channels suffer from severe fading due to multipath
propagation and frequency selectivity of reused audio inter-
faces of COTS devices. Strong ambient noise prevents mobile
devices from receiving data frames. To avoid human per-
ception, the transmission power of an acoustic signal should
be extremely low. To make matters worse, the transmitter is
not sure whether the data was successfully received since
in most cases, AAC uses broadcasting without a feedback
mechanism.

B. POWER CONSUMPTION
Various AAC systems for COTS devices have been proposed,
and they exploit signal processing techniques with high com-
putation complexity to demodulate acoustic signals [2]. This
issue is more important because many mobile applications
using AAC run in the background and consume excessive
power consistently without being perceived by users [3].

The target applications require no high data rate, but
data reception should be guaranteed at least once, even
in extremely low transmission power. For high reliability,
we adopt chirp spread spectrum (CSS) modulation tech-
niques, used in [1], [4], due to the robustness to ambient
noise and the frequency selectivity of an acoustic channel,
despite its low data rate. To supplement the absence of feed-
back mechanism, we consider blind retransmission used in
LTE-based device-to-device (D2D) communication [5] and
AACs [1], [4], i.e., the transmitter repeatedly broadcasts
the same bits over time regardless of data reception at the

receiver. In this paper, we aim to improve the modem design
of CSS-based AAC for high reliability and low complexity.
The main contributions of this paper are as follows.
• We verify the defect of the existing symbol designs for
CSS modulation and propose a new quaternary chirp
symbols, utilizing the cyclic time shift (CTS) property.
The proposed symbols have good correlation properties
and robustness to frequency selectivity, achieving high
reliability.

• We develop a computation-efficient method for demod-
ulating the proposed symbols, through the distributive
property of convolution. The proposed method can
halve the FFT size of the symbol correlator and reduce
power consumption by tens to hundreds of milliwatts,
depending on the device.

• We develop a frame combiningmethod for blind retrans-
mission suitable for acoustic channels to mitigate the
effects of multipath fading and ambient noise without
increasing computational complexity.

• In real environments, the experimental results show
that the proposed symbol design reduces symbol error
rate (SER) and improves frame reception rate (FRR) by
up to 12.6%p (99%) and 59.8%p (267.9%), respectively,
compared to the state-of-the-art symbol designs. In addi-
tion, the proposed frame combining scheme increases
the occurrence of receiving frames within two attempts
by up to 107.9%, reducing excessive delay at low SNR.

The rest of the paper is organized as follows. We summa-
rize related work in Section II. We suggest a target scenario
and discuss some challenges of AAC in Section III. We
present the proposed quaternary chirp symbol design and
describe the receiver design with high reliability and low
complexity, in Sections V and IV, respectively. We evaluate
the proposed designs in Section VI, followed by the conclu-
sion in Section VII.

II. RELATED WORK
AAC for audio-enabled devices has been studied in an audi-
ble band and an inaudible band. The systems proposed in
[2], [6]–[9] transmit data through an audible band with no
consideration for human perception. In [6], multiple tones
and a single tone are transmitted through an audible band
and an inaudible band, respectively. Digital Voice [7] uses
frequency-shift keying (FSK) to transmit information through
an audible band under 12 kHz. The authors in [8] propose
secure AAC by utilizing 6–7 kHz band, which can be a
substitute for near field communication (NFC) with a data
rate of up to 800 bps within 20 cm. Similarly, the authors
in [9] present a secure acoustic short-range communication
system for commercial smartphones, which achieves data
rates around 1,000 bps utilizing an audible band over 8 kHz.
VEH-COM [2] introduces a vibration energy harvesting
(VEH)-based communication system that achieves data rates
over 5 bps within 80 cm using an audible band.

To prevent an audible signal from being perceived by
humans, some studies propose embedding a signal into
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existing sound sources, without damaging the perceived qual-
ity of sound sources. In [10], 600 bps data is transmitted based
on the phase modification for modulated complex lapped
transform (MCLT) coefficients of sound sources. Masking
effects are often used to embed data into sound sources
without human perception [10]–[14]. In [11], the authors
propose acoustic orthogonal frequency division multiplex-
ing (OFDM) to modulate approximately 240 bps of infor-
mation in existing sound sources in the audible frequencies
without discomforting human ears.

Dolphin [12] uses amplitude shift keying (ASK) and
energy difference keying (EDK) depending on frequency
ranges and achieves average data rates of up to 500 bps
using COTS devices. Similarly, the authors in [13] propose
a system for transmitting 900 bps data within music through
a loudspeaker and a smartphone, where suitable frequency
regions for OFDM subcarriers are determined by exploiting
tonal harmonics of existing sound sources. As a recent work
of [2], the method in [14] enables VEH-based short-range
data communication to avoid human perception while achiev-
ing up to 14 bps data rate.

Data communication in the high-frequency band is studied
to avoid human perception. The authors in [15] use commer-
cial laptops equipped with audio interfaces of flat frequency
response to form acoustical mesh networks by utilizing ultra-
sonic frequency ranges and to achieve a data rate of 20 bps
in the 19.7 m range. In [16], the authors present U-wear,
a networking framework for commercial wearable devices
via near-ultrasonic communication, which achieves data rates
up to 2.76 kbps within tens of centimeters. Phoneear [17]
transmits data using an acoustic signal in an inaudible band
(17–20 kHz) using FSK. The authors in [18] propose an
AAC system using an inaudible chirp signal sweeping a
frequency range of 19.5–22 kHz. The authors in [1] develop
a near-ultrasound chirp-based system for TV’s 2nd screen
services.

The aforementioned researches, however, have a few
limitations. Audible signals may be annoying to AAC
users [2], [6]–[9]. Even if audible signals are embedded
into existing audible sound sources to avoid human percep-
tion [10], [12]–[14], audible sound sources should be played,
and thus it is impossible to transmit signals only. Since
ambient noise has higher power in the low-frequency band
than in the high-frequency band, it significantly interfere with
audible signals.

Short-range AAC systems [2], [8], [9], [14], [16] are
not suitable for our target scenarios. In [10], [11], [15],
the transceiver has an audio interface with a flat frequency
response, but in general, most of COTS devices’ audio inter-
faces are highly frequency selective. In [15], [18], a signif-
icant portion of an inaudible signal above 20 kHz could be
lost, due to small gains of several encoding techniques in
the high-frequency band. In [18], the chirp-based acoustic
modem requires a high transmission volume that increases the
likelihood of audibility. In [1], [17], frequency selectivity of

COTS devices is not considered when choosing a modulation
scheme.

III. THE PRELIMINARIES
We consider AAC applications that send and receive an
acoustic signal embedding a short-length ID between COTS
devices equipped with audio interfaces. The service provider
either transmits only the acoustic signal itself or mixes it into
existing audio sources. To avoid human perception, inaudible
acoustic signals use high-frequencies and should be trans-
mitted with very low transmission power. In this section,
we discuss several challenges of the target scenario.

A. EXTREMELY LOW SIGNAL POWER
Human hearing spreads widely from 20 Hz to 20 kHz in
frequency with different sensitivity, and the hearing threshold
increases sharply above 16 kHz [19]. Given the hearing range
and threshold, we adopt high-frequencies above 18 kHz as a
signal band to avoid human perception. However, if the signal
power is high enough, users may hear high-frequency signals.
Moreover, unlike the hearing threshold, the threshold of pain
is a decreasing function of frequency higher than 2 kHz [19].

InmanyAAC applications, such as TV’s second screen ser-
vices, when a signal is mixed into an audio content, its power
depends on the power of the mixed-signal and the transmis-
sion volume of the speaker. Since the service provider can
only adjust the mixed-signal power, not the speaker volume,
the mixed-signal power should be very low against an unex-
pectedly large volume of the speaker. In reality, however,
if the user selects a small volume, the signal power becomes
extremely low due to not only the small volume of the speaker
but also the low mixed-signal power. Hence, it is important
to receive a signal successfully even at an extremely low
signal power. Conventional RF communications have used
RAKE receiver and a frame combining technique to improve
the signal to noise ratio (SNR) at the receiver. We apply
these to AAC to overcome the weaknesses due to low signal
power.

B. FREQUENCY SELECTIVITY OF AUDIO INTERFACES OF
COTS DEVICES
Audio interfaces in COTS devices, such as smartphones, are
not originally intended for AAC. To analyze the characteris-
tics of audio interfaces, we measure the frequency responses
of microphones of various smartphones based on the linear
frequency sweep (LFS) signal method in [20]. To ignore
frequency selectivity of multipath propagation, we conduct
all experiments in an anechoic room by using YAMAHA
MSP5 as a reference speaker owing to its flat frequency
response. The reference speaker transmits sine signals lin-
early sweeping from 20 to 22,000 Hz for 10 s. We record
the signals using a smartphone and convert the recorded data
to the frequency response using MATLAB and AUDACITY.
To reduce fluctuations in the experiments, we perform ten
iterations and average the results.
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FIGURE 1. PSD of ambient noises in various places.

FIGURE 2. Frequency response of microphones of smartphones.

Fig. 2 shows the experimental results of Samsung, LG,
and Apple smartphones. We observe that the microphones
of all devices suffer severe frequency selectivity in the
high-frequency band above 18 kHz. Moreover, audio inter-
faces of some devices are more frequency selective than the
other devices, which leads to a huge difference in perfor-
mance between devices. To overcome the limitations of audio
interfaces of COTS devices and enable reliable communi-
cation in the high-frequency band, we introduce the CSS
modulation which is robust to frequency selectivity.

C. AMBIENT NOISE
Ambient noise in our daily life distorts acoustic signals and
significantly degrades decoding performance for the received
data. We record ambient noise in various places using Sam-
sung Galaxy S8 and calculate their power spectral density
(PSD). The results in Fig. 1 show that the power level of
ambient noise is much higher in a bus, cafe, and subway
train compared to in home. However, the gap between home
and noisy environments becomes less significant at higher
frequencies, which results in quite low PSD at the high fre-
quency regardless of the environments. This observation is
supported by the similar results in [12]. Therefore, if we use
the high-frequency band to avoid human perception, ambient
noise does not seem to be a serious problem.

However, with further experiments, we observe that a cer-
tain type of ambient noise, named impulse noise, often has

large power even at frequencies above 18 kHz and severely
interferes with acoustic signals. Specifically, several subway
lines provide notification services that send location informa-
tion of passengers to their smartphones through acoustic sig-
nals. Through collaboration with a subway operator, we have
embedded an acoustic signal at frequencies above 18 kHz in
existing announcements and advertisement audio clips played
on built-in sound systems of a subway train, and recorded it.

Fig. 3 shows the spectrogram of signals (white box) and
impulse noises (red box) measured on Samsung Galaxy S8 in
a subway train. As shown in Fig. 3(a), the received power
of the signals is sufficient to decode embedded information
successfully, even at loud ambient noise in the subway train.
However, we observe that there are consecutive decoding
errors despite the large signal power. This is because intermit-
tent impulse noises in Fig. 3(b) cause severe interference to
acoustic signals. Furthermore, we observe the same problem
in other noisy environments, such as a cafe and bus. This
motivates us to develop a frame combining method suitable
for acoustic channels to mitigate the effects of impulse noise
for reliable AAC in noisy environments.

FIGURE 3. Spectrogram of chirp signals recorded in a subway.

D. POWER CONSUMPTION OF MOBILE DEVICES
Recently, various AAC systems for COTS devices have been
proposed, most of which exploit signal processing techniques
with high computation complexity to demodulate acoustic
signals, e.g., FFT. The experimental results in [2] show that
FFT consumes tens or hundreds of times more power of
devices than an audio recording process does. Furthermore,
the power consumption of mobile devices using AAC is a fur-
ther critical issue, considering many applications running in
the background on mobile devices, e.g., TV’s second screen
service [1] and the aforementioned notification service. This
is because they can consume excessive power consistently
without being perceived by the user, which makes users
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hesitate to utilize them. To achieve low power consumption in
mobile devices, we develop a computation-efficient method
for demodulating the proposed symbols.

IV. SYMBOL DESIGN
Considering the long propagation delay and low carrier fre-
quency of acoustic signals, only a few modulation techniques
can be applied to AAC systems [21]. For example, phase shift
keying (PSK) shows significantly degraded performance due
to the Doppler shift and imperfect synchronization, and fre-
quency shift keying (FSK) is vulnerable to frequency selec-
tivity of audio interfaces. Furthermore, narrow bandwidths
and frequency selectivity of audio interfaces in COTS devices
make it difficult to select a modulation method for the target
scenario.

To overcome the challenges in the target scenario, we adopt
CSS modulation due to its reliability despite its limited data
rate. It is worth noting that since the target scenario requires
transmission of a short-length ID, data rate is far less impor-
tant than reliability. There are two well-known CSS modula-
tion methods for AAC: binary orthogonal keying (BOK) [18]
and quaternary orthogonal keying (QOK) [1]. In this section,
we explain these two techniques and propose a new symbol
design for CSS modulation, called CTS-chirp. Here the chirp
signal refers to a signal whose carrier frequency varies over
time.

A. EXISTING CSS MODULATION SCHEMES FOR AAC
BOK consists of up/down chirp signal whose carrier fre-
quency increases/decreases as shown in Fig. 4(a). Up and
down chirp signals are nearly orthogonal to each other,
i.e., their cross-correlation is close to zero. Since chirp sig-
nals sweep the entire frequency band unlike FSK, they have
much narrower auto-correlation peaks and higher resolution
in peak detection. Thanks to these correlation properties,
chirp signals are detectable under ambient noise and resilient
to multipath fading. Furthermore, chirp signals are used to
overcome frequency selectivity of audio interfaces of COTS
devices. This is because chirp signals mitigate the effects
of attenuation at certain frequencies due to frequency selec-
tive channels in that they contain all frequency components
evenly.

FIGURE 4. Existing chirp symbol designs.

However, due to its low modulation order, BOK should
have a short length of symbol duration to meet requirements
on data rates. Since the short length of symbol duration

increases cross-correlation and reduces symbol energy at the
same transmission power, BOK is not suited for low transmis-
sion power. If we increase the transmission power to adopt
BOK, the risk of hearing acoustic signals also increases.

The authors in [1] propose QOK to increase the modu-
lation order of BOK. As shown in Fig. 4(b), they designed
four nearly orthogonal chirp symbols to minimize cross-
correlation between chirp symbols through an exhaustive
search in the limited search space. Because of the low cross-
correlation, there is no need for guard intervals (GI) between
symbols to overcome inter symbol interference (ISI).
Therefore, the symbol length and energy per bit increase by
raising the modulation order and removing GI, which allows
low transmission power without human perception.

However, we verify that QOK has another problem, named
asymmetric symbol energy, owing to its use of frequency
division in symbol design. As shown in Fig. 4(b), QOK
symbols divide the frequency band in half and sweep the
upper and lower frequency ranges with different slopes. Each
symbol sweeps the frequency range with different duration,
thus getting different energy attenuation in frequency selec-
tive channels. We discuss this in detail next.

In AAC, sound waves are transmitted from a speaker, prop-
agated through the air, and received by a microphone. The
aerial acoustic channel consists of three components: speaker
channel, air channel, and microphone channel. We formulate
this as

Y (f ) = Hspeaker (f )Hair (f )Hmic(f )X (f )+ N (f ), (1)

where X (f ) is the PSD of the transmitted symbol, Y (f ) is the
PSDof the received symbol,Hspeaker (f ),Hair (f ),Hmic(f ), and
Nmic(f ) are the frequency responses of the speaker channel,
air channel, microphone channel, and noise, respectively.

To analyze the effects of frequency selectivity on QOK,
we calculate the PSD of each QOK symbol for two cases,
as shown in Fig. 5. One is the symbol’s PSD (X (f )) and
the other is the symbol’s PSD after propagation through
acoustic channel (H (f )X (f )). We normalize the energy of
each symbol to be one, and replace the acoustic channel with
the normalized microphone channel of LG G2 measured in
Section III-B, assuming that both air and speaker channels
have their own flat frequency response. The results show that

FIGURE 5. PSD of QOK symbols with or without the microphone channel
of G2.
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Symbols 1 and 4 suffer frommore serious fading compared to
Symbols 2 and 3, which results in asymmetric symbol energy.
This is because QOK symbols use frequency division to raise
the modulation order and maintain orthogonality at the same
time, resulting in less robust chirp signals against frequency
selectivity.

To be specific, as shown in Fig. 4(b), Symbols 1 and 4
sweep 19–19.5 kHz for a long time, and 18.5–19 kHz for a
short time. This is opposite to the cases of Symbols 2 and 3.
On the other hand, the frequency response of LG G2 has
a larger gain at 18.5–19 kHz than 19–19.5 kHz, and thus,
Symbols 1 and 4 have lower energy than Symbols 2 and 3.
We will verify later that asymmetric symbol energy sig-
nificantly degrades decoding performance of various smart
devices. Since the frequency response of each speaker and
microphone varies widely, pre-measuring and pre-tuning for
each device can not be a viable solution.

B. PROPOSED CHIRP SYMBOL DESIGN
To overcome the low symbol energy of BOK and asym-
metric symbol energy of QOK, we propose a new quater-
nary symbol design, named CTS-chirp signals. We design
the proposed symbols to sweep the same frequency band
evenly so that they can be resilient to frequency selectivity of
acoustic channels. In return, the designed quaternary symbols
show higher cross-correlation between symbols, compared
to QOK. To mitigate the effects of high cross-correlation,
we employ the CTS property. Specifically, we design cir-
cularly shifted up and down chirp signals by using half the
length of symbol duration and add them to existing up and
down chirp signals. Fig. 6 depicts an example of the proposed
symbols when the symbol duration is 96 ms, the same as
in [1].

FIGURE 6. Proposed CTS-chirp symbols.

Since chirp signals have narrow auto-correlation peaks
in symbol duration, the symbol duration becomes the sam-
pling timing offset for symbol decoding. Fig. 7 shows the
cross-correlation of QOK and CTS when the magnitude of
the auto-correlation peak is normalized to one. Thanks to the
CTS property, the cross-correlation of CTS is negligible or
slightly higher compared to QOK at the sampling timing off-
set (96 ms), but merges into the two half-size peaks at 48 ms
and 144 ms. However, the cross-correlation peaks have little
impact on symbol decoding because they are narrow and far
away from the sampling offset to detect an auto-correlation
peak. Therefore, CTS symbols are more robust to frequency

FIGURE 7. Cross-correlation of QOK and CTS-chirp.

selectivity of audio interfaces of COTS devices compared to
QOK, keeping good correlation properties. Besides, we use
the CTS property not only to design symbols but also to
reduce decoding complexity of the proposed symbols.

V. RECEIVER DESIGN
In CSS-based AAC, the procedures for symbol decoding
consist of two steps after the recording process. The first
step is to get sampling timing offsets from the preamble that
has long duration and high energy enough to resist ambient
noise. After calculating the correlation between the received
signal and preamble and finding the peak of correlations,
we set the sampling offsets for each symbol in the frame.
The second step is to detect the peak of symbol correlations.
At the sampling offsets, the received signal has a higher cor-
relation with the transmitted symbol than the other symbols,
due to the narrow and high auto-correlation peak of chirp
signals. Hence, we can decide which symbol was transmitted,
by calculating the correlation between the received signal and
each reference symbol, sampling each correlator output at
the timing offsets, and comparing their magnitudes. In this
section, we describe how to decode an audio signal with low
complexity and high reliability. To reduce power consump-
tion of smart devices, we develop a computation-efficient
method to calculate symbol correlations. We employ RAKE
receiver to overcome multipath fading and improve SNR at
the receiver. Then, we develop a frame combining technique
to mitigate the effects of ambient noise.

A. COMPUTATION-EFFICIENT CORRELATOR
The correlation c(t) between symbol x(t) with the symbol
duration T and the received signal y(t) is calculated by con-
volving y(t) with the time-reserved symbol x(T − t).

c(t) = y(t) ∗ x(T − t). (2)

As shown in Fig. 8, if x(t) is the transmitted symbol, the corre-
lator output has the auto-correlation peak at the sampling off-
set T . Otherwise, there is only cross-correlation with a small
magnitude at time T compared to the auto-correlation peak.
After calculating the correlations between each symbol and
the received signal, we decide which symbol was transmitted
by comparing four correlator outputs sampled at T .
In general, we can reduce the complexity of calculating

correlations from O(log n2) to O(n log n) by replacing the
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FIGURE 8. Example of an existing correlator.

convolution with FFT and inverse FFT (IFFT), as follows.

c(t) = F−1
(
F
(
y(t)

)
F
(
x(T − t)

))
, (3)

where F and F−1 denote FFT and IFFT, respectively. The
computation complexity of FFT/IFFT depends on the FFT
size, selected to be a power of two, which is not smaller
than the sum of the received signal length and the symbol
length (Nsym).

We develop a method to calculate the symbol correlation
with low complexity by exploiting the CTS property of the
proposed symbols. The proposed symbols consist of two
pairs: up-CTS pair and down-CTS pair. Up-CTS pair consists
of up chirp signal xu(t) and CTS-up chirp signal xctsu(t),
and down-CTS pair consists of down chirp signal xd (t) and
CTS-down chirp signal xctsd (t). Halving the up chirp signal
and down chirp signal in the time domain, we get four chirp
signal segments s1(t), s2(t), s3(t), and s4(t). s1(t) and s2(t) are
the first and second halves of the up chirp signal, respectively,
and s3(t) and s4(t) are the first and second halves of the down
chirp signal, respectively. Thanks to the CTS property, two
symbols of the same CTS pair share the same two segments
in the reverse order of time.

xu(t) = s1(t)+ s2(t − T/2),

xd (t) = s3(t)+ s4(t − T/2),

xctsu(t) = s1(t − T/2)+ s2(t),

xctsd (t) = s3(t − T/2)+ s4(t),

s1(t) =

{
xu(t), 0 ≤ t < T/2;
0, otherwise,

s2(t) =

{
xu(t + T/2), 0 ≤ t < T/2;
0, otherwise,

s3(t) =

{
xd (t), 0 ≤ t < T/2;
0, otherwise,

s4(t) =

{
xd (t + T/2), 0 ≤ t < T/2;
0, otherwise.

(4)

The above equation indicates that four CTS-chirp symbols
are represented as a linear combination of four segments.
Hence, we compute the symbol correlations using the linear
combinations of correlations between the received signal and
each segment. First, we calculate the segment correlation ci(t)

with the segment index i ∈ {1, 2, 3, 4} from (2) as

ci(t) = y(t) ∗ si(T/2− t). (5)

Then, we obtain the symbol correlations for up-CTS pair,
i.e., up chirp symbol correlation cu(t) and CTS-up chirp
symbol correlation cctsu(t), using c1(t) and c2(t), as

cu(t) = y(t) ∗ xu(T − t)
= y(t) ∗ s1(T − t)+ y(t) ∗ s2(T/2− t)
= c1(t − T/2)+ c2(t),

cctsu(t) = y(t) ∗ xctsu(T − t)
= y(t) ∗ s1(T/2− t)+ y(t) ∗ s2(T − t)
= c1(t)+ c2(t − T/2). (6)

Similarly we can compute the symbol correlations for
down-CTS pair, i.e. cd (t) and cctsd (t), by replacing c1(t) and
c2(t) with c3(t) and c4(t), respectively.

Fig. 9 shows how the transmitted symbol is detected with
the proposed correlator. First, the receiver computes the
correlation between the received signal and each segment.
Second, depending on the symbol, the receiver chooses two
of the four segment correlations and samples them at T and
T/2. Two symbols of CTS pair use the same two segment
correlations, and the receiver applies only sampling offsets
(T and T/2) inversely to the segment correlations. Finally,
the receiver computes the correlation output by combining
the outputs of two segment correlator linearly, and decides
which symbol was transmitted by comparing four combined
outputs.

FIGURE 9. Example of the proposed correlator.

To reduce the computation complexity, we compute the
segment correlations and symbol correlations using FFT in
a similar way to (3).

ci(t) = F−1
(
F
(
y(t)

)
F
(
si(T/2− t)

))
,

cu(t) = F−1
(
F
(
y(t)

)
F
(
xu(T − t)

))
= c1(t − T/2)+ c2(t),
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cctsu(t) = F−1
(
F
(
y(t)

)
F
(
xctsu(T − t)

))
= c1(t)+ c2(t − T/2).

Similarly, we compute cd (t) and cctsd (t), by replacing c1(t)
and c2(t) with c3(t) and c4(t), respectively.
Unlike (3), the proposedmethod for calculating the symbol

correlation does not require the FFT of time-reversed symbols
but the FFT of time-reversed segments. Therefore, in the
case of the proposed correlator, the FFT size is chosen to
be a power of two, which is not smaller than the sum of the
received signal length and the segment length, i.e., Nsym/2.
If the receiver decodes a signal after recording an entire

frame, frame reception delay increases greatly, due to the
long duration of the frame and high complexity of the bulk
processing. To reduce frame reception delay, the receiver
decodes a part of the frame in parallel during recording. We
consider symbol-by-symbol recording and decoding, thus the
length of the received signal is set to Nsym. Accordingly,
the sum of the received signal length and the symbol length
is 2Nsym while the sum of the received signal length and the
segment length is (3/2)Nsym. Thus, if a positive integer m
satisfying (3/2)Nsym ≤ 2m < 2Nsym exists, i.e., 2m−1 <

Nsym ≤ (2/3)2m, the proposed method halves the FFT size
of the existing method.

B. RAKE RECEIVER
To mitigate the effects of multipath fading and improve
SNR in multipath environments, we apply RAKE receiver to
AAC. RAKE receiver, widely used in code division multiple
access (CDMA) systems, combines multipath components
with different time delays by leveraging high time resolution
due to wide bandwidth. Similar to CDMA, CSS modulation
exploits wide bandwidth, and thus chirp signals have narrow
auto-correlation and high time resolution.

To combine the symbol energy dispersed through multiple
paths, RAKE receiver finds the time offset of the major
path component and determines whichmultipath components
are combined to improve SNR. To estimate the multipath
structure more accurately even under the noise floor, we use
the preamble due to its longer duration and higher energy
compared to the symbols. Fig. 10 shows the correlation
between the original preamble and the received signal after
they propagate through a multipath channel. We observe that
the auto-correlation peak of the preamble is divided into
several peaks due to the characteristics of multipath channel.

FIGURE 10. Preamble correlation in multipath environments.

We easily get the time offset of the major path by detecting
the maximum peak of the preamble correlation.

Then, we select the correlation peaks as the multipath
components near the major path if their magnitudes are larger
than a threshold. Thesemultipath components are highlighted
by black circles in Fig. 10. Otherwise, the peaks are con-
sidered noises. This threshold-based method is commonly
used to estimate the time delay of multipath components.
We empirically set the threshold equal to the magnitude of the
main peak multiplied by 0.3. Finally, by sampling the symbol
correlation at the timing offsets of multipath components and
combining them, we recover the dispersed symbol energy
due to multipath fading. To combine the sampled outputs,
we employ maximal ratio combining (MRC) that linearly
combines multipath components with different weights pro-
portional to the SNR of each path.

C. FRAME COMBINING
In aerial acoustic channels, extremely low transmission
power and severe ambient noise may consecutively prevent
the receiver from decoding frame successfully. In that case,
both the delay in successful frame reception and the resulting
power consumption of the receiver increase due to repeated
recording and decoding processes. Considering that the trans-
mitter sends the same bits repeatedly to complement the
absence of feedback mechanism, we employ a frame com-
bining technique to improve SNR, similar to the hybrid auto-
matic repeat request (HARQ) [22], which results in reduced
power consumption of the receiver.

We combine the outputs of RAKE receiver instead of
raw signals, between consecutive frames. Due to the long
propagation delay of acoustic signals and time-varying chan-
nels, combining raw signals that experienced different chan-
nels causes the signals to interfere with each other, and
thus significantly degrades decoding performance.Moreover,
the low sampling frequency of COTS devices causes inac-
curate time-synchronization between consecutive frames,
which makes it difficult to combine raw signals. However,
RAKE receiver estimates the channel that each frame has
experienced, and samples the outputs within each frame,
without synchronization between frames.

1) IMPULSE NOISE DETECTION
To improve SNR, we employ a frame combining technique
using RAKE receiver. However, the resulting SNR may
become lower, if any of the frames used for the combina-
tion is the frame corrupted by impulse noise that has large
power even at high frequencies. Fig. 11 shows the correlation
between the chirp symbols and the signal of Fig. 3(b). We
observe that, without impulse noise in the frame, the auto-
correlation peak is sufficiently large compared to the cross-
correlation and the noise floor, and thus the signals may
be decoded successfully (black box). However, if there is
impulse noise within the same frame, all symbol correlations
have a huge noise floor covering up the auto-correlation peak,
which causes decoding errors (red box). Once the frame,

151596 VOLUME 8, 2020



J. Lee et al.: Reliable and Low-Complexity CSS-Based AAC

FIGURE 11. Correlations between impulse noise and chirp signal.

corrupted by impulse noise, is combined, the huge noise
floor will remain in the subsequent combining attempts and
constantly cause decoding to fail. Hence, the receiver should
detect the frames corrupted by impulse noise and exclude
the frames from the combination. To detect impulse noise
without increasing computational complexity, we take an
energy detection (ED) approach. Specifically, we first mea-
sure in-band energy of the received signal and determine that
the signal is corrupted by impulse noise if the detected energy
is larger than a threshold value. To calculate the energy of
the received signal, FFT computation to calculate the symbol
correlations can be reused without additional computation.
However, with only in-band energy, the existence of impulse
noise may be misjudged because in-band energy also
increases due to other factors, such as speaker volume and
transmission range.

Therefore, we exploit not only in-band energy but also out-
of-band energy to detect impulse noise, which is motivated
by the observation that impulse noise induces large power
across the entire audio frequency range [see Fig. 3(b)]. For
more observations, we have measured ambient noise without
signals in a subway train and a cafe for 30 minutes using
Galaxy S8 and calculated in-band and out-of-band energy
of 96 ms time samples, with setting in-band to 18.5–19.5 kHz
and out-of-band to 17–18 kHz. The experimental results
show that when in-band energy of ambient noise is high,
out-of-band energy is also high, as shown in Fig. 12. Since
our signal does not affect out-of-band energy, the receiver
uses this energy to reduce false detection of impulse noise.
Similar to In-band energy, out-of-band energy can be also
computed by reusing FFT computation for the symbol cor-
relations. In short, the receiver judges that impulse noise
exists if in-band energy and out-of-band energy are larger
than their respective threshold value. The thresholds are
pre-determined from experimental evaluations depending on
the device, or adaptively determined based on error statistics.
In this paper, we use pre-determined thresholds.

2) THE PROPOSED SCHEME
We propose a frame combining scheme for AAC as follows.
First, the receiver determines whether the received frame is
correctly decoded, by cyclic redundancy check (CRC). Then,
if there occur consecutive frame errors, the receiver attempts
to combine frames. We assume that the receiver combines N
consecutive frames consisting of a preamble, a preamble GI,

FIGURE 12. Energy of in-band (18.5–19.5 kHz) and out-of-band
(17–18 kHz).

FIGURE 13. Frame combining with impulse noises.

and K symbols, as shown in Fig. 13. sn,k denotes the signal
with the k-th transmitted symbol in the n-th frame. The
receiver apply this combination symbol-by-symbol and use
only remaining signals for each symbol after removing the
signals corrupted by impulse noise.

To be specific, if there remain one or more signals on
the same symbol (Case 1 in Fig. 13), the receiver combines
RAKE outputs of remaining signals. On the other hand,
if there remains no signal on the same symbol (Case 2 in
Fig. 13), the receiver does not have any information about
the symbol and declares that the symbol is undecided. Then,
in the case of undecided symbols, the receiver conducts
exhaustive searching for the symbols with the help of CRC.
If the number of undecided symbols is i, there are 4i candidate
sets for the quaternary symbols. Among the 4i candidates,
the receiver looks for a symbol set that satisfies CRC. If more
than one candidate meets the CRC, the receiver stops the
process and repeats the above processes again for the next
frame. We restrict the number of frames used for the combi-
nation (N ) up to Nmax . If the number of consecutive frame
errors exceeds Nmax , the receiver discards the oldest frame
and combines the rest.

VI. PERFORMANCE EVALUATION
In this section, we present the experimental results and eval-
uate the performance of the proposed symbols and receiver
operation. To test in different levels of ambient noise, we con-
duct the experiments in two places: a classroom (10×14 m2)
and a noisy cafe (17 × 12 m2). A MacBook Pro laptop (Tx)
plays wave audio files, and various smartphones (Rx) includ-
ing Samsung Galaxy S4, S8, LG G2, and G4 record the audio
signals. We placed the smartphones on a table at the center
of each place, with the transmission range of 8 m in the
classroom and 5 m in the cafe, respectively.
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Wefix the speaker volume of the laptop to 50% of the max-
imum volume and change the mixed-signal power (dBFS)
of the played audio file. We verify that acoustic signals can
avoid human perception even with the maximum transmis-
sion power. To prevent bias of the results due to time-varying
acoustic channels, especially ambient noise, the speaker alter-
nately transmits CTS-chirp frame and QOK frame.

For fair comparison, the frame architecture and parameters
are set to be the same as in the comparison scheme [1]. The
frame consists of a preamble, a preamble GI, and 11 sym-
bols. The frequency range of the signal lies between 18.5 to
19.5 kHz. The preamble duration, preamble GI duration, and
symbol duration are 368, 40, and 96 ms, respectively, making
the overall frame duration 1463 ms.

A. CTS-CHIRP
We first investigate symbol error rate (SER). Fig. 14 shows
the SER performance of CTS-chirp and QOK in the class-
room, averaged over 1,000 repetitions for each power setting.
Since the performance of each device varies widely, we sum-
marize the experimental results for different power settings
depending on the device. S4 shows much lower performance
compared to other devices, thus it is important to achieve
high reliability even in low-performance devices, such as S4.
It can be observed that CTS-chirp outperforms QOK in all
devices, especially in G2 and S4 whose microphones have
severe frequency selectivity, reducing SER by up to 12.6%p
(99%).

FIGURE 14. Symbol error rate (SER).

We observe the SER depending on the symbol type. Fig. 15
depicts the cases of G2 and S4. The SER of QOK symbols
are significantly high in Symbols 1 and 4 while the SER of
CTS-chirp symbols is evenly spread regardless of the symbol
type. Although Symbols 2 and 3 of QOK have lower SER
compared to CTS-chirp symbols, QOK has much higher SER
on average, due to Symbols 1 and 4. The asymmetry in the
SER of QOK symbols comes from the asymmetric received
symbol energy.

FIGURE 15. SER depending on each symbol type.

FIGURE 16. Correlator output with RAKE receiver (S4 at −30 dBFS).

FIGURE 17. Symbol decision probability (S4 at −30 dBFS).

Fig. 17 shows the symbol decision probabilities. Specif-
ically, the diagonal elements are the probabilities that each
symbol is correctly judged as the transmitted symbol when
the symbol was transmitted, and the other elements are the
probabilities that each symbol is misjudged as the transmitted
symbol when the different symbol was transmitted.

As shown in Fig. 7, Symbol 1 has high cross-correlation
with Symbol 2 in QOK, while it has high cross-correlation
with Symbol 4 in CTS. Thus, in Fig. 17, we observe high
probabilities of misjudging Symbol 1 as Symbol 2 in QOK
and Symbol 1 as Symbol 4 in CTS-chirp. Especially, the mis-
judgment probabilities of QOK are much higher although
the cross-correlation of QOK symbols is lower compared to
that of CTS-chirp symbols. This is because the frequency
selectivity of the COTS devices’ audio interfaces cause the
asymmetry in received symbol energy.

Fig. 16 shows the average RAKE outputs of the correlation
between the received signal and each symbol, depending
on the transmitted symbol, with S4 at −28 dBFS. For exam-
ple, the element in the second row and the first column means
the average output of the correlation between the received
signal and Symbol 1, when Symbol 2 was transmitted. The
diagonal elements and other elements are RAKE outputs of
the auto-correlation and the cross-correlation, respectively.
Thus, the larger the difference between the diagonal elements
and other elements, the better the decoding performance.

Fig. 17 shows the symbol decision probabilities. The
diagonal elements are the probabilities that each symbol is
correctly judged as the transmitted symbol, and the other
elements are the probabilities of misjudgement, thus the sum
of each row is one. Symbol 1 has high cross-correlation with
Symbol 2 in QOK, while it has high cross-correlation with
Symbol 4 in CTS-chirp. Fig. 17 also shows high probabilities
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FIGURE 18. Averaged SER depending on symbol length.

of misjudging Symbol 1 as Symbol 2 in QOK and Sym-
bol 1 as Symbol 4 in CTS-chirp. Especially, the misjudg-
ment probabilities in QOK are much higher although the
cross-correlation of QOK symbols is lower compared to that
of CTS-chirp symbols. This is because frequency selectivity
of audio interfaces causes the asymmetric received symbol
energy.

After going through the acoustic channel with severe
frequency selectivity, Symbol 1 has much lower energy
compared to Symbol 2 in QOK. Thus, the auto-correlation
of Symbol 1 is small, while the effect of ISI, caused by
Symbol 2 in front of Symbol 1, is more serious due to
higher energy of Symbol 2, (see (1, 1) and (1, 2) of the
left matrix in Fig. 16). On the contrary, Symbol 2 has larger
auto-correlation, so it is less vulnerable to ISI compared to
Symbol 1. The same issue can be applied to Symbols 3
and 4 in QOK. However, without frequency division,
CTS-chirp has resilience to frequency selectivity, thus achiev-
ing symmetric received symbol energy and equally low SER
regardless of the symbol.

Fig. 19 shows that, unlike CTS-chirp, the asymmetry in
the SER of QOK symbols causes significantly high error
probabilities at specific bits or symbols in a frame. Thus,
when the receiver combines consecutive frames, CTS-chirp
has a higher time-diversity gain compared to QOK. To verify
the performance of CTS-chirp and QOK for different sym-
bol lengths, we measure SER using G2, G4, and S8 with
500 repetitions, at the same range of transmission power,
and then average the measurement values. CTS-chirp shows
lower SER with different symbol lengths, i.e., 66 and 44 ms,
as shown in Fig. 18.

FIGURE 19. SER depending on symbol index (S4 at −30 dBFS).

Due to better SER performance, CTS-chirp has a higher
frame reception rate than QOK, especially in S4, improving
the FRR by up to 59.8%p (267.9%), as shown in Fig. 20.
We evaluate CTS-chirp in a cafe with higher level of ambient
noise. Fig. 21 shows that CTS-chirp has a higher FRR than

FIGURE 20. Frame reception rate (FRR) in a classroom.

FIGURE 21. Frame reception rate (FRR) in a cafe.

QOK in a noisy cafe, but with less performance improvement
in several devices compared to the results in a classroom. This
is because, in noisy environments, ambient noise has a larger
impact on performance than ISI and equivalently reduces
the reliability of CTS-chirp and QOK. However, in the case
of a device whose audio interface suffers serious frequency
selectivity, such as S4, CTS-chirp has much higher reliability
than QOK, even in such noisy place. Therefore, we claim
CTS-chirp achieves higher reliability than the existing
symbols, under a variety of environments.

B. COMPUTATION-EFFICIENT CORRELATOR
Now we investigate the computational complexity and power
consumption of our proposed demodulation method. We con-
sider that the receiver records and decodes a signal symbol-
by-symbol, thus the length of the received signal is equal to
the symbol length.

Thus, when the receiver calculates symbol correlation
with FFT/IFFT computation, the lower bound of FFT size
decreases from 2Nsym to (3/2)Nsym in the proposed method.
With the symbol duration (96 ms) and sampling frequency at
44.1 kHz, the FFT size of the existing method is selected to be
a power of two which is not smaller than 8,468, i.e., 16,384.
On the other hand, the FFT size of the proposed method is
selected to be a power of two which is not smaller than 6,351,
i.e., 8,192.

The power consumption of COTS devices using AAC
mainly depends on audio sampling and FFT computation.
The authors in [2] conduct experiments to estimate the power
consumption of audio sampling and FFT computation. The
experimental results show that the power consumption for
audio sampling is only several milliwatts, even with the sam-
pling frequency 44.1 kHz. However, the power consumption
of FFT is hundreds of milliwatts and increases linearly with
the FFT size. Hence, reducing the FFT size is an efficient way
to reduce power consumption of COTS devices. According
to the results in [2], halving the FFT size reduces power
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consumption by tens to hundreds of milliwatts, depending on
the device.

C. PROPOSED COMBINING SCHEME
Wepropose a frame combining technique for AAC to enhance
SNR and achieve high reliability. The symbol energies in
in-band (18.5–19.5 kHz) and out-of-band (17–18 kHz) are
used to mitigate the effects of severe ambient noise. To eval-
uate the performance of frame combining in blind retransmis-
sion, we transmit the same frames consecutively. We evaluate
FRR performance without frame combining, with onlyMRC,
andwith the proposed combining scheme.We take an average
of over 500 repetitions for each power setting, as shown
in Tables 1 and 2.

TABLE 1. FRR of G4 in a cafe with frame combining.

TABLE 2. FRR of S4 in a cafe with frame combining.

The experimental results present that with G4 and S4 at
−40 dBFS, the proposed scheme improves FRR by up to
14%p (84.3%), compared to the case without frame com-
bining. The proposed method has a higher combining gain
compared to the method using only MRC, by detecting sig-
nals corrupted by impulse noise, through ED. The gain of
MRC decreases as the signal power increases, since high
FRR reduces the occurrence of consecutive frame errors and
the use of frame combining. However, since impulse noise
prevents frame reception even at high SNR, the proposed
method still outperforms the method with only MRC by a
similar amount in all power settings. Thus, we claim that the
proposed frame combining method improves the reliability
in AAC.

We also evaluate delay performance in frame reception
with the proposed combining scheme. The delay is deter-
mined by the number of decoding attempts for a success-
ful frame reception with and without frame combining.
Figs. 22 and 23 depict the histogram of the number of
attempts to receive a frame, i.e., number of consecutive fail-
ures in frame reception plus one, in G4 and S4. The proposed
combining scheme not only improves SNR but also removes
signals corrupted by strong noise, which reduces the possibil-
ity of excessive delay, when severe ambient noise continues
for a certain period.

The results in G4 show that the proposed combining
scheme increases the occurrence of receiving a frame within
two attempts at −40 dBFS and −38 dBFS, compared with

FIGURE 22. Delay in frame reception with combining in G4.

FIGURE 23. Delay in frame reception with combining in S4.

the scheme without combining, by 55.1% and 26.6%, respec-
tively. For S4, the proposed scheme increases the occurrences
of receiving a frame within two attempts at −28 dBFS and
−26 dBFS, by 107.9% and 62.4%, respectively. Therefore,
the proposed combining scheme helps a frame to be success-
fully received within fewer attempts, resulting in high reli-
ability and reduced energy consumption due to the reduced
number of recording and decoding attempts.

VII. CONCLUSION
In this paper, we proposed the enhanced modem design of
CSS-basedAAC, to achieve high reliability and low computa-
tional complexity. The proposed quaternary symbols, named
CTS-chirp, exploit the time shift property to cope with fre-
quency selectivity of audio interfaces of COTS devices. We
developed the computation-efficient method for demodulat-
ing the proposed symbols that halves the FFT size of symbol
correlator. Considering blind retransmission in broadcasting,
we employ RAKE receiver and a frame combining technique,
and modify them to suit acoustic channels by mitigating the
effects of multipath fading and ambient noise. The extensive
experimental study shows that CTS-chirp has lower SER
than the existing symbol design, and the proposed combin-
ing scheme improves FRR and reduces excessive delay in
frame reception, thus achieving high reliability. Our evalua-
tion demonstrates that the proposed method for demodulating
symbols reduces power consumption of COTS devices.
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