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ABSTRACT With the recent advances in battery-based mobile computing technologies, power-saving
techniques in real-time embedded devices are becoming increasingly important. This paper presents a novel
job scheduling policy for real-time systems, which aims at minimizing the power consumption of processor
and memory without missing the deadline constraints of real-time jobs. To do so, we formulate the power
saving techniques of processor voltage/frequency scaling and memory job placement as a unified measure,
and show that it is a complex search problem that has the exponential time complexity. Thus, an efficient
heuristic based on evolutionary computation is performed to cut down the huge searching space and find a
reasonable schedule within the feasible time budget. To evaluate the proposed scheduling policy, we conduct
experiments under various workload conditions. Our experimental results show that the proposed policy
significantly reduces the energy consumption of real-time systems. Specifically, the average reduction in the
energy consumption is 41.7% without deadline misses.

INDEX TERMS Real-time job scheduling, evolutionary computation, power saving, genetic algorithm,

dynamic voltage/frequency scaling, deadline.

I. INTRODUCTION

Due to the recent advances in IoT (Internet of Things) and
mobile computing technologies, reducing the power con-
sumptions in battery-based real-time systems is becoming
increasingly important. In this paper, we propose a novel
real-time job scheduling policy that aims at minimizing the
power consumption in processor and memory subsystems.
Specifically, we jointly optimize the computational speed of
a processor and job placement in low-power memory. To do
so, we formulate the processor’s dynamic voltage/frequency
scaling problem and the memory job placement problem as
a unified measure in order to co-optimize the power saving
techniques in processor and memory.

As part of processor power-saving techniques, dynamic
voltage/frequency scaling (DVFS) has been widely studied.
DVFS varies the supply voltage and clock frequency based on
the computation load of jobs [1]. By using DVFS, a real-time
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system could adjust the processor’s computational speed to
reduce power consumption when the load of jobs becomes
less than the processor’s capacity. Thus, the incorporation of
DVES into real-time job scheduling offers more flexibilities
for energy-saving purposes.

Memory is another important source of power consump-
tion in mobile embedded systems [2]. In particular, power
consumption in memory increases rapidly in modern smart
devices due to the ever growing size of DRAM to accommo-
date more applications [3]. Due to its volatile characteristics,
DRAM needs constant recharge of power to maintain its
data even though no read/write operation is being performed.
This recharge of power, which is called the refresh operation,
accounts for a significant portion of memory power consump-
tion as the size of DRAM increases [2], [4].

Non-volatile low-power memory (LPM) technologies have
caught interest as an attempt to reduce the power consump-
tion of DRAM. LPM such as PC-RAM (phase change ran-
dom access memory) and STT-MRAM (spin-transfer torque
magnetic random access memory) is a byte-addressable

152805


https://orcid.org/0000-0002-7188-3889
https://orcid.org/0000-0002-1187-1771

IEEE Access

H. Bahn, K. Cho: Evolution-Based Real-Time Job Scheduling for Co-Optimizing Processor and Memory Power Savings

memory medium like DRAM but it spends less power as
it is non-volatile and thus does not need refresh opera-
tions [4]-[6]. Although LPM can reduce power consumption,
it cannot replace DRAM in its entirety as its access time is
slower than that of DRAM [6]—[8]. Instead of total substitu-
tion, thus, we use LPM and DRAM together in order to make
a tradeoff between the power consumption and the access
latency of DRAM and LPM [6], [7]. Our idea is that LPM is
slow but placing jobs on LPM is possible if it does not influ-
ence the scheduling possibility of the given job set. Thus, we
load jobs on LPM instead of DRAM unless it incurs deadline
misses, thereby saving the power consumption further. To this
end, we formulate the low power techniques for processor and
memory as a unified measure, and co-optimize the processor
voltage/frequency scaling and memory placement of jobs
(i.e., DRAM or LPM) with respect to the power-saving. By so
doing, we show that power consumption in real-time systems
can be further reduced without deadline misses.

Real-time job scheduling is one of the representative opti-
mization problems. In a real-time job scheduling problem,
time-critical tasks should be serviced within certain pre-
assigned deadlines dictated by the physical environment.
As shown in Figure 1, each job has its own release time,
deadline, and the worst-case execution time. A job can start
its execution after its release time, and should be serviced for
the worst case execution time before its deadline. In other
words, the worst case execution time of a job should be
located between the release time and the deadline. Then,
the scheduling problem becomes a placement problem of
each job in its time slot.

real-time job
T o
release worst-case deadline
time execution time
. T 1 T : |
time 0 2 4 6 8 10 12 14

job 1 Tommm
job2 | — y
job 3 T__ l"
jobs fmm |

FIGURE 1. Examples of real-time jobs.

In Figure 1, there are four jobs that have their own release
time and deadline, and a valid schedule that places each
job in an appropriate time slot is exemplified. The prob-
lem in this paper is based on this real-time job scheduling
problem, but our problem is even more complicated as the
worst case execution time can be varied by changing the
processor’s computing speed and the memory location of
jobs. In particular, the worst case execution time of each
job will be increased as the processor is in the low volt-
age/frequency mode and/or the job is located at the slow
LPM. Then, the problem becomes the optimization problem
of determining the processor’s voltage/frequency mode and
the memory location of each job for minimizing the power
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consumption without missing deadlines. Note that this is a
typical combinatorial optimization problem without a known
method to be solved in polynomial time. That is, finding
an optimal solution in an efficient way is not known, and it
can only be found by enumerating all possible combinations
and then evaluating them. The complexity of the problem
search domain is O(M" V"), where n is the number of jobs,
M is the number of memory types, and V is the number
of processor’s voltage/frequency modes. That is, for each
job n, there are V possible voltage/frequency modes and
M possible memory locations, which should be determined,
and as the configurations of the processor and the memory
are independent, the number of possible combinations is
M"V"™_ 1If one could afford to evaluate the cost (i.e., power
consumptions of processor and memory) of each solution,
then one would do well to select the solution of the lowest
cost without deadline misses. For example, there are 20 jobs
to schedule, and if the number of voltage/frequency modes is
4 and the number of memory types is 2, all possible schedules
reaches 820, which is more than 10!3. Even with high-end
server systems, it is not feasible to scan all these cases to
find one with the minimum cost within a given time budget.
Thus, we need an algorithm that can find a good, but possibly
not optimal, solution in an efficient way. To cope with this
situation, we use an evolutionary computation method based
on genetic algorithms. To evaluate the proposed schedul-
ing policy, we conduct experiments under various work-
load conditions. Our experimental results show that the pro-
posed policy significantly reduces the power consumption
of real-time systems. Specifically, the average reduction in
the energy consumption is 41.7% without deadline misses.
The contributions made in this paper can be summarized as
follows.

« First, unlike traditional real-time job models that only
consider the execution in the processor, we define an
extended job model to consider the memory configura-
tion of jobs as well as the processor side. Specifically,
in our job model, the definition of a job includes the
size of the memory footprint and the number of memory
read/write operations on that job. Based on this, the
worst-case execution time of a job is re-evaluated by
reflecting the read/write characteristics of the memory
medium the job resides.

« Second, we propose a hybrid memory architecture con-
sisting of DRAM and LPM for real-time systems. Unlike
composing DRAM and LPM hierarchically, we present
both DRAM and LPM at the same main memory level,
managing them under a single address space. Note that
general-purpose systems usually compose DRAM and
LPM as a hierarchical architecture to improve the virtual
memory system performances, but this is difficult in
real-time systems as page faults cannot be predicted
beforehand, making the deadline guaranteed service
difficult. Thus, in our architecture, we set the mem-
ory size large enough not to incur unexpected page
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faults, but focusing on the reduction of DRAM’s power
consumptions.

o Third, our model tightly evaluates the scaled worst-case
execution time of a job, considering the overlapped
latency between processor and memory. That is,
the scaled worst case execution time of a job is deter-
mined by the slower time component of executing
instructions in processor and accessing memory. Thus,
we can reduce the power consumption of real-time
systems further by adopting LPM without influencing
scheduling possibilities.

o Fourth, we design a genetic algorithm that aims at
minimizing the power consumption in processor and
memory with a constraint that the deadlines of all jobs
are satisfied. To co-optimize the power consumption
in processor and memory without deadline misses,
we define our cost function as the total energy con-
sumption that would be yielded by the processor and
memory states the solution represents; and we add some
penalty cost to a solution if the solution does not meet the
deadline of jobs. This avoids too much discrimination
and searches the wide area of problem space, not leading
to premature convergence to a local optimum.

The remainder of this paper is organized as follows.
Section II describes the problem model of real-time job
scheduling with respect to the processor and memory power-
saving. In Section III, the optimization technique based on
genetic algorithms is presented. Section IV presents the per-
formance evaluation results to assess the effectiveness of the
proposed policy. In Section V, we briefly summarize some
related studies of this paper. Finally, Section VI concludes
this paper.

Il. PROBLEM MODEL
A. JOB MODEL
Suppose that I' = {1, 12, ..., 7,} is the set of real-time
jobs, and the target system has a processor whose volt-
age/frequency level can be adjusted dynamically, and main
memory consists of DRAM and LPM as shown in Figure 2.
A job 1; is represented by < #;, p;, m; >, where t; is the worst
case execution time of 7; with the default voltage/frequency
mode of a processor and DRAM memory placement, p; is
the period of 7;, and m; is the memory configuration of t;,
which is defined as < s;, r;, w; >, where s; is the size of 7;’s
memory footprint, and r; and w; are the number of memory
read and write operations, respectively, during the execution
of 7;. As real-time jobs can usually be modeled by periodic
jobs, we only consider a periodic job, of which the period
implicitly determines the deadline of a job.

By following the common assumptions in previous
work [1], we make the six assumptions in our real-time
system and job model.

Al. We consider the independent job model, in which a job
does not affect other jobs.
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FIGURE 2. The target architecture of the proposed policy.

A2. Although the size of DRAM is set to the entire footprint
of all jobs, we partially hibernate DRAM to save the
memory power consumption if jobs in DRAM move to
LPM.

A3. The overhead of processor’s context switching from one
job to another is negligible.

A4. The overhead of changing the processor’s
voltage/frequency mode from one to another is
negligible.

AS. A job’s relative deadline is equal to its period.

A6. A job can be preempted during its execution.

In our job model, the worst case execution time #; of a
job is determined by the slower component of processor
and memory with the given voltage/frequency mode and the
memory medium. In particular, as #; should consider the
longest time path between memory and processor, our model
applies a function f that scales #; for considering DVFS and
LPM. During this process, we tightly estimate the latency that
may overlap between processor and memory, leading to min-
imized power consumption. The schedulability of real-time
job set I' in our model is tested by the utilization U of a
processor as follows.

U:Z%gl (1)
i=1

Once a real-time job set passes the schedulability test,
we can determine the execution order of the jobs based on
the earliest deadline first (EDF) algorithm, which is known
to schedule real-time jobs without missing their deadlines if
any feasible schedule exists [1]. Note that EDF schedules the
job with the nearest deadline first.

Let us now see an example situation consisting of three
jobs 11, 72, and 13, whose worst case execution times 71,
ty, and 3 are 2, 1, and 1, respectively, and their periods are
8, 10, and 12, respectively. The schedulability of the jobs
can be tested by calculating the utilization of the three jobs,
ie., U = 2/8 + 1/10 4+ 1/12 = 0.433. Since the utilization
U < 1 is satisfied, the jobs are schedulable. Figure 3(a)
depicts the scheduling result for this example. Although the
jobs are schedulable, the scheduling result incurs a large
proportion of idle intervals. This inefficiency can be relieved
by adjusting the processor’s voltage/frequency for some idle
intervals. For example, if two low frequency levels of 0.5 and
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(b) Scheduling result by the proposed policy.

FIGURE 3. Comparison of the scheduled results.

0.25 are applied for jobs t; and 77, respectively, the scaled
worst case execution time f(¢;) and f(#) will be 4 and 4,
respectively. As a result, the utilization of the processor
increases to U = 4/8 + 4/10 + 1/12 = 0.983, in which
U < 1 is still satisfied and is, thus, schedulable. Moreover,
if we locate t; in LPM whose access latency is twice that
of DRAM, one may think that the scaled worst case execu-
tion time f(#;) will be 8, and thus it is not schedulable as
U =4/8 + 8/10 4+ 1/12 = 1.383 > 1. However, we tightly
evaluate the scaled worst case execution time considering
the overlapped latency between processor and memory. That
is, the scaled worst case execution time f(#;) of a job t;
is determined by the slower time component of executing
instructions in processor and accessing memory as follows.

f(t) = max{fpvrs(t), frpm ()} + 1 (2)

where u is a stall factor that limits the overlapped execution
between processor and memory in the given architecture, and
Jfovrs(t;) and frpp(2;) are the scaled worst case execution time
of 7; by applying DVFES and LPM, respectively, which can be
subsequently defined as follows.

Sfovrs(t) = ti/s 3)
fepm(t) =t (™ ri + B*wy) 4

where ¢ is the voltage/frequency mode parameter for the
given processor state, and o and B are the read and write
latency parameters for the given memory type.

Thus, in the aforementioned example, the worst case
execution time f(#;) will be still 4 and the utilization of
the processor by adopting both DVFS and LPM becomes
less than 1, still being schedulable. Figure 3(b) depicts the
scheduling result with our model when the aforementioned
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voltage/frequency scaling and memory placement are used.
As can be seen, idle intervals almost disappear in comparison
with the result given in Figure 3(a), which will lead to a
significant reduction in power consumptions.

B. ENERGY POWER MODEL

In this paper, we analyze the energy consumptions of proces-
sor and memory separately and then accumulate them. The
energy consumption E is evaluated as

E = Ecpu + EMEM (5)

where Ecpy is the processor energy consumption and Enyipm
is the memory energy consumption. Note that we do not
consider other resources such as cache memory. The pro-
cessor energy consumption Ecpy can be modeled as the
sum of active energy consumption Ecpy_act and static energy
consumption Ecpy_star [35], [36], that is

Ecpu = Ecpu_act + ECPU_stat (6)

The energy consumption of CMOS processors is dominated
by active energy, which mainly results from charging and
discharging of gates in the circuits, and can be formulated as a
function of supply voltage and operating frequency [35], [36],
that is

Ecpuact =y cVifiti (7
T

where c is the effective capacitance, V; is the supply voltage
for executing job t;, f; is the operating frequency for executing

job 7;, and ¢; is the actual time to execute job t;.
In our model, the voltage V; is adjusted according as the
clock frequency f; is varied. It is known that the clock fre-
quency and the supply voltage have almost linear relations,
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but for real processors, the supply voltage may not decrease
linearly with lowered clock frequency [35]. Thus, we use a
real processor model, Transmeta model [35], [37] as listed
in Table 1. The static energy consumption of a processor
Ecpu_stat mainly results from the leakage current and is
expressed as

Ecpu_stat = N, gate * Vix Leak * T )

where Ngyee is the number of gates, V; is the supply voltage,
Leax 1s the leakage current, and 7 is the total execution time.

TABLE 1. Frequency and supply voltage of Transmeta Crusoe.

f; (MHz) 200 233 300 400 500
Vi (V) 110 115 1.20 1.23 1.35
f; (MHz) 600 700 800 900 1000
Vi(V) 153 175 200 235 280

The memory energy consumption Eygm can be modeled
as the sum of active energy consumption EpgM_act and static
energy consumption EMEM stat [38], [39], that is

EmeEM = EMEM_act + EMEM_stat )

The active energy consumption EpMgM act refers to the
energy dissipated while a read or a write operation is per-
formed [40], [41], which can be calculated as

EMEM act = Z {rixE_readpram + wixE_writepram}
7;eDRAM
+ Z {rixE_readypy + wi*E_writer pyp}
7,eLPM
(10)

where r; and w; are the number of read and write operations on
the job 1;, respectively, E_readpram and E_writepram refer
to the read and write energy consumptions for a word size in
DRAM, respectively, and E_readypy and E_writey py refer
to the read and write energy consumptions for a word size in
in LPM, respectively.

The static energy consumption EnMEM stat refers to the
energy consumed consistently regardless of any operations
in memory [41], which can be modeled as

EMEM_stat = Z {Unit_static_power pg an*Si*T '}
7,6DRAM

+ Z {Unit_static_powery pypxsi*T }
7,€LPM

(11)

where Unit_static_powerpram is the static power of DRAM
per capacity including leakage power and refresh power,
Unit_static_powerrppy is the static power of LPM per capac-
ity including leakage power, s; is the aligned size of job t;
on the given memory type, and T is the total execution time.
The leakage power refers to the power consumed even when
the memory is idle. Note that the leakage power of LPM is
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very small in comparison with that of DRAM. The refresh
power refers to the power consumed to recharge cells to retain
the stored data. As DRAM memory cells store data in small
capacitors that lose their charge over time, it needs consid-
erable refresh power to sustain refresh cycles irrespective of
read and write operations. Note that LPM does not need the
refresh power as it is a non-volatile medium.

C. EXTENDING THE BASIC MODEL

In this subsection, we discuss how our basic model can be
extended to more general cases. In general, real-time jobs
cannot necessarily be modeled by periodic jobs. For example,
a sporadic job or an aperiodic job can be included in a
real-time job set, where a sporadic job is similar to a periodic
job but its period is not regular and an aperiodic job has no
deadline. If our job set I is extended to include sporadic jobs,
the period p; of a sporadic job can be defined as the minimum
inter-arrival time of the job. Then, the same utilization test
in Expression (1) can be applied as if it is a periodic job.
An aperiodic job can also be modeled like a periodic job as
we can create some periodic server to handle the execution of
aperiodic jobs, which is periodically activated and executes
aperiodic jobs.

In our basic model, we assume that a job’s relative deadline
is equal to its period. In the case that a job’s deadline is not
equal to its period, our utilization test in Expression (1) is not
a safe schedulability test, and a more complex test is neces-
sary. Specifically, the demand bound function should be con-
sidered for the schedulability test of a real-time job set instead
of the utilization function [31], [32]. Then, the schedulability
test of Expression (1) should be replaced by the following
demand bound function test.

Vi <t <p), )y dbf (t,1) <t (12)

el

where p is the lowest common multiple of all jobs’ periods
and dbf(t;, t) denotes the maximum amount of time executed
by job t; before time 7. More details of the demand bound
function test can be found in the study of Baruah et al. [31].

Ill. OPTIMIZATIONS WITH GENETIC ALGORITHMS

In this section, we describe the details of our genetic algo-
rithms to optimize the dynamic voltage/frequency scaling of a
processor and job placement between DRAM and low-power
memory with respect to the minimization of power consump-
tion. As this is a typical combinatorial optimization problem
without a known method to be solved in polynomial time,
we use an optimization technique based on genetic algo-
rithms. Genetic algorithm is a stochastic algorithm, which
mimics the natural evolution of population genetics in prob-
lem solving or simulation [9]-[15].

In this paper, the problem is determining the processor’s
voltage/frequency mode and the memory location of each
job for minimizing the energy consumption with the con-
straints of each job’s deadline. To this end, our genetic
algorithm maintains a certain number of candidate solutions,
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and evolves the solution set to obtain the best solution that
decides the processor and memory configurations. Specifi-
cally, our genetic algorithm first generates an initial solution
set; then it selects two solutions in the set and merges as
one solution by the crossover and mutation operations; then
the solution set is evolved by substituting a solution in the
old set with the newly generated solution. Such processes
continue until the solution set converges. Finally, the best
solution in the converged set is chosen to determine the volt-
age/frequency mode and the memory placement of each job.

A. ENCODING

In a genetic algorithm, a solution is typically encoded by a
linear string. The choice of this encoding is a major feature of
a genetic algorithm. In our problem, a solution should deter-
mine the memory allocation and processor voltage/frequency
states of all real-time jobs in the system. Thus, our encoding
represents a solution by two strings as shown in Figure 4. The
first string represents the processor state and the second string
represents the memory allocation information to service the
jobs. The length of each string is set to the number of jobs
in the system and each position within a string represents
the processor and memory states of a job. That is, the value
of the entry in the first and the second string refers to the
state of the processor voltage/frequency level and the memory
allocation for the corresponding job, respectively.

Processor[ 3 0 1 3 2 1 0 | 4 frequency modes
(1, 0.5,0.25, 0.125)

Memory [ 1 01 0110 ] 2memory locations

T T (DRAM, LPM)

Job 1 Job n

FIGURE 4. Encoding of the problem.

For example, if there are four frequency modes and two
memory types, each entry in the processor string can have the
value of 0, 1, 2, or 3, and each entry in the memory string can
have the value of O or 1. As shown in Figure 4, the value of 0,
1, 2, and 3 in the processor string represents the frequency
mode of 1, 0.5, 0.25, and 0.125, respectively, and the value
of 0 and 1 in the memory string indicates that the location
of the job is DRAM and LPM, respectively. Note that Job 1
is placed on LPM and it is executed under the processor’s
frequency mode of 0.125. Based on this encoding method,
we generate 100 random solutions as the initial solution set.

In a genetic algorithm, we need a cost function for measur-
ing the quality of each solution. As our goal is minimizing
the energy consumption without missing the deadlines of
the real-time jobs, we define our cost function as the total
energy consumption that would be yielded by the processor
and memory states the solution represents; and we add some
penalty cost to a solution if the solution does not meet the
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deadline constraint of the jobs, which is checked through the
utilization test explained in Expression (1).

B. SELECTION OPERATIONS

A selection operation selects two solutions in the current set
that will be the parents of the next generation. It is based
on a probabilistic rule that favors better solutions based on
their fitness measure. In our problem, the fitness measure
refers to the energy consumption of the solution. However,
this operation should avoid too much discrimination. That
is, if there exist one or two extremely superior solutions in
terms of the energy consumption, the selection pressure may
focus narrowly on these extreme ones, and the characteristics
from these solutions may dominate the solution space rapidly,
potentially causing premature convergence to a local opti-
mum. To resolve this issue, we normalize the fitness measure
of the solutions so that the best solution in the set is 4 times
more probable to be chosen than the worst one. This is a
standard normalization method frequently used in genetic
algorithms [16]. The normalized fitness measure of a solution
is defined as

NVi=(Ry —R) + Ry — Rp)/3 (13)

where R,,, Rp, and R; are the rankings of the worst solution,
the best solution, and solution i, respectively, in the current
set. Based on the normalized fitness measure, a roulette wheel
selection is used as a selection operator, which assigns each
solution i a slot with the size equal to its normalized fitness
measure NV;. The pointer of the wheel is a random real
number ranging from 0 to > NV;. A solution whose slot spans
the pointer is chosen and becomes a parent.

C. CROSSOVER AND MUTATION OPERATIONS

After selecting two parent solutions, a crossover operation
is performed. The idea of the crossover operation, which is
regarded as the most important search operator in genetic
algorithms, is that useful segments of the selected parents
should be combined to yield a child that will lead to better
solutions as time progresses.

A classical 1-point crossover operation works by randomly
generating a crossover point and then a child is generated
by copying the left part of a parent and the right part of
the other parent. In our problem, solutions are encoded as
two strings. Thus, we generate crossover points for the two
strings independently to perform the crossover operation.
Figure 5 depicts an example of the proposed crossover oper-
ation. A random number between 1 and n—1, where n is the
number of jobs, is generated and a new solution is formed by
inheriting the left and the right segments of parents 1 and 2,
respectively.

Mutation perturbs some parts of the child solution gener-
ated by crossover. The mission of mutation is to search wide
area of the problem space and avoid premature convergence.
We use a classical mutation operator, which selects some ran-
dom part of a solution and changes it to a random value [17].
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LPM LPM -
v Processor part v
Parent 1 Parent 2
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[ ] »
crossover point p, = random(l, n—1) ' Memory part v
Parent 1 Parent 2
| |
D ()
1 P n 1 P2 n 1 Pai n
I E— crossover point p, = random(l, n—1)
Child
. 1 D, n
Child
— — Child
. P

FIGURE 5. Crossover operations in the proposed scheduling algorithm.

D. REPLACEMENT OPERATIONS

When a child solution is generated, a new solution set is
produced by replacing a solution in the current generation by
the child solution. In this paper, we substitute the solution that
incurs the highest cost in the current set with the newly gen-
erated child, which is the most commonly used replacement
operation in genetic algorithms.

E. STOP CONDITIONS
There are several ways to set the stop condition of genetic
algorithms. The two most common methods are (1) to set
the maximum number of iterations and (2) to stop the loop
when the diversity of solutions in the set falls below a certain
level [16], [17]. To analyze the diversity, it is common to
compare the fitness values of all solutions in the current set,
and check whether they are homogeneous. We use the second
method to ensure the convergence of our genetic algorithms.
It is not an easy matter to prove the complexity of
the genetic algorithm theoretically as it is sensitive to the
experimental parameters of the genetic algorithm. However,
in empirical aspects, we found that our genetic algorithm
safely converges with a constant number of generations
regardless of the number of jobs (up to 1,000 jobs we exper-
imented), and thus the complexity of our genetic algorithm
can be considered as O(1).

IV. PERFORMANCE EVALUATIONS

We compare our policy called COOP-GA (Co-optimization
with genetic algorithms) with ORIGINAL, DVFS, LPM,
and DVFS-LPM, where ORIGINAL is a baseline condi-
tion that adopts neither dynamic voltage/frequency scaling
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nor low-power memory technologies, DVFS uses dynamic
voltage/frequency scaling but does not use low-power
memory, LPM uses low-power memory but does not use
dynamic voltage/frequency scaling, and DVFS-LPM uses
both dynamic voltage/frequency scaling and low-power
memory. Similar to COOP-GA, DVFS-LPM uses both
dynamic voltage/frequency scaling and low-power memory
technologies, but its optimization is performed simply by the
hill climbing method instead of genetic algorithms.

Before showing the comparison results, Figure 6 plots the
evolution of COOP-GA as time progresses. That is, the fitness
measure of the best and the worst solutions among 100 solu-
tions in the current searching space and their average are
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FIGURE 6. Convergence of the solutions as time progresses.
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plotted as the generation evolves. As we see in the figure,
the quality of solutions improves significantly according to
the evolution of the generation, and finally they converge.

In our experiments, the sizes of DRAM and LPM are
equally set to accommodate the full job set. Table 2 shows
the power consumption and the read/write latency of DRAM
and PC-RAM, which is a type of LPM we experimented.
Theoretically, we can set the unlimited number of different
voltage/frequency levels of a processor. However, commer-
cial processors usually allow a certain limited number of
voltage/frequency modes for practical reasons. By consider-
ing this, we set 4 frequency levels of 1, 0.5, 0.25, and 0.125.

TABLE 2. Characteristics of LPM and DRAM.

LPM DRAM
Read latency 100 (ns) 50 (ns)
Write latency 350 (ns) 50 (ns)
Read energy 0.2 (nJ/bit) 0.1 (nJ/bit)
Write energy 1.0 (nJ/bit) 0.1 (nJ/bit)
Static power 0.1 (W/GB) 1 (W/GB)

We perform experiments under both synthetic and realistic
workload conditions. In the synthetic workload, the experi-
ments were performed with four different workload condi-
tions, where the utilizations of the workloads are 0.25, 0.5,
0.75, and 0.95, assuming the default system configuration
(i.e., the utilization value under the full voltage/frequency
mode of a processor and DRAM only placement). The num-
ber of jobs in our synthetic workload is set to 100 and the
worst-case execution times of jobs are randomly generated
between 1ms and 500ms. The average period of the workload
is determined based on the target utilization of the work-
load (i.e., 0.25, 0.5, 0.75, and 0.95) and the period of each
job is randomly generated between 0.5 to 1.5 times of the
average period. For realistic workloads, we use the Robotic
Highway Safety Marker (RSM) workload [33] and the IoT
workload [34]. Tables 3 and 4 depict the parameters of the
RSM and IoT workloads, respectively [33], [34].

A. SYNTHETIC WORKLOADS

Figure 7 shows the energy consumption of ORIGINAL,
DVES, LPM, DVFS-LPM, and COOP-GA as the utilization
of the workload is varied. The numbers on the y-axis mean the
energy consumption of the algorithm normalized to ORIG-
INAL. That is, the energy consumption of the ORIGINAL
is set to 1.0 and the relative value scaled to ORIGINAL
is plotted. As we see in the figure, COOP-GA performs
the best for all cases regardless of the workload conditions.
The reduced energy consumption of COOP-GA is 41.7% on
average and up to 73.8% in comparison with the ORIGI-
NAL system. Specifically, COOP-GA performs even better
when the utilization becomes small. This is because there
are more possibilities of resource optimization when the
workload is not heavy. As the load of jobs increases and
the utilization becomes close to 1, it is more likely that
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TABLE 3. Parameters of the RSM workload.

Task Period WCET
Serial 7.8125ms 100us
Length 7.8125ms 1ms
Way Point 23.4375ms 2.5ms
Encoder 23.4375ms 350us
PID 23.4375ms 1.06ms
Motor 23.4375ms 250us
TABLE 4. Parameters of the loT workload.
Task Period WCET
Sense Temperature ~ 100ms 10us
Send data to server  1min 6ms
Sense Vibration 10ms 600us
Compress and send s 7.5ms
Get info. & calc. 10ms Ims
Control machine 10ms Ims
Update GUI Is 20ms

low-power techniques incur deadline misses of jobs, difficult
to find better solutions. When we compare the five schemes,
COOP-GA reduces the energy consumption of ORIGINAL,
DVEFES, LPM, and DVFS-LPM by 41.7%, 29.7%, 37.9%, and
24.0%, on average, respectively. DVES performs better than
LPM, which implies that reducing the energy consumption in
a processor is more effective than that in memory. However,
DVFS-LPM performs better than DVFS and LPM, implying
that adopting the two low-power techniques together makes
even better results.

Figures 8 and 9 separately depict the energy consumption
in processor and memory, respectively, for the five policies
as the utilization is varied. As can be seen in Figure 8, DVFS,
DVFS-LPM, and COOP-GA, which adopt dynamic voltage/
frequency scaling, reduce a substantial amount of processor’s
energy consumption. However, COOP-GA performs even
better than the others by optimization with the genetic algo-
rithm. The energy consumption of LPM and ORIGINAL is
high as they do not use voltage/frequency scaling, although
the gap is small as the utilization becomes large. This is
because voltage/frequency scaling is less effective as the load
of jobs approaches the full capacity of a processor. That is,
the chance of utilizing idle periods of a processor by lower-
ing the supply voltage/frequency is difficult in these cases.
When comparing DVFS and DVFS-LPM, DVFS performs
better than DVFS-LPM with respect to the processor’s energy
consumption. This is because low-power memory is slow, and
thus the execution time of the processor is also increased,
which incurs additional energy consumption in the processor.

When we compare the energy consumption in memory,
policies that use low-power memory significantly reduces
the energy consumption. As shown in Figure 9, DVFS-LPM,
LPM, and COOP-GA consume less energy than DVFS and
ORIGINAL, which adopt only DRAM memory.
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FIGURE 7. Total energy consumptions as the utilization is varied (synthetic workload).
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FIGURE 8. Energy consumptions in processor as the utilization is varied (synthetic workload).

The reason is that the static energy consumption of LPM power of DRAM significantly. Specifically, policies adopting
is very small, and thus adopting less DRAM by partially low-power memory, i.e., LPM, DVFS-LPM, and COOP-GA,
substituting it with low-power memory saves the refresh consume 50-70% less energy than ORIGINAL and DVFS.
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FIGURE 9. Energy consumptions in memory as the utilization is varied (synthetic workload).

However, as the access latency of low-power memory is slow,
placing a job on low-power memory may degrade the exe-
cution time in the processor, possibly increasing processor’s
energy consumption. This can be seen in Figure 8 that LPM
spends more energy than ORIGNAL, and DVFS-LPM also
spends more energy than DVFS. However, the gap is not wide
and can be compensated by the energy-saving effect in mem-
ory. Also, COOP-GA does not degrade the energy-savings
in processor although it adopts low-power memory. This is
because energy-savings can be maximized by co-optimizing
the processor’s low voltage/frequency mode and placing jobs
on low-power memory. Another interesting result is that the
effectiveness of the low-power memory technique is less
influenced by the load of workloads. That is, low-power
memory techniques are still effective even when the utiliza-
tion is close to 1 as shown in Figure 9(d), which is different
from the processor voltage/frequency scaling cases.

Figures 10 and 11, respectively, show the active and static
energy consumptions. Although COOP-GA performs slightly
worse than DVFS in terms of active energy consumption in
some cases, it significantly performs better than the other
four policies in static energy consumption, leading to the
minimized total energy consumption. In active energy con-
sumption, we can observe the significant effect of dynamic
voltage/frequency scaling as shown in Figure 10. Lowering
the voltage/frequency of a processor is effective in active
energy consumption because energy consumption in the
CMOS digital circuits is proportional to the square of the
supply voltage. Such effects can be seen apparently when
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the utilization of the workload is low. This is because there
are more chances to lower the supply voltage in the idle
periods of a processor. Meanwhile, using low-power memory
slightly increases the active energy consumption as shown
in Figure 10. The reason is that low-power memory simulated
in our study needs more energy than DRAM when performing
read/write operations as shown in Table 2.

Now, let us see the static energy consumption. As can be
seen in Figure 11, the relative effect of dynamic voltage/
frequency scaling and low-power memory is similar with
respect to static energy consumption, and combining the
two techniques obtains even better results. Dynamic voltage/
frequency scaling is effective in static energy saving as the
idle intervals of a processor can be reduced by lowering the
supply voltage/frequency. Also, low-power memory is effec-
tive in static energy saving because power consumptions by
refresh operations can be reduced by substituting for DRAM.

B. REALISTIC WORKLOADS
To investigate the efficiency of COOP-GA in more real-
istic conditions, we simulate additional experiments under
two realistic workload situations, Robotic Highway Safety
Marker (RSM) workload [33] and IoT workload [34].
Figure 12 depicts the total energy consumption when RSM
and IoT workloads are used. Similar to synthetic work-
load cases, COOP-GA reduces the energy consumption of
real-time systems significantly. Specifically, the trend of the
graphs resembles the synthetic workload case with the uti-
lization of 0.25. COOP-GA reduces the energy consumption
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FIGURE 10. Active energy consumptions as the utilization is varied (synthetic workload).
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FIGURE 11. Static energy consumptions as the utilization is varied (synthetic workload).

of ORIGINAL, DVFS, LPM, and DVFS-LPM by 85.5%,
71.8%, 79.9%, and 49.1%, respectively, under the RSM
workload and 76.3%, 64.7%, 71.7%, and 58.5%, respectively,

under the IoT workload.
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Figures 13 and 14 separately show the energy consump-

tions in processor and memory under the RSM and IoT work-
loads. As we see in Figure 13, algorithms adopting DVFS
significantly reduce the processor’s energy consumption.
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FIGURE 14. Energy consumptions in memory (realistic workload).

In particular, DVFS, DVFS-LPM, and COOP-GA reduce
the energy consumption in processor by 85.2%, 67.1%, and
79.1% under RSM, and 50.2%, 38.1%, and 69.9% under
IoT, compared to ORIGINAL, respectively, as shown in
Figure 13.

In case of the memory energy consumption, algorithms
adopting LPM significantly reduce the energy consumption
as shown in Figure 14. In particular, LPM, DVFS-LPM,
and COOP-GA reduce the memory energy consumption by
94.3%, 77.4%, and 94.0% under RSM, and 88.2%, 52.1%,
and 88.5% under IoT, respectively, in comparison with
ORIGINAL. This is because LPM’s static energy consump-
tion is very small.
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V. RELATED WORKS

A. LOW-POWER MEMORY TECHNOLOGIES

Low-power memory (LPM) technologies have recently
been considered as an additional memory medium to save
the excessive power consumption of DRAM. As LPM is
byte-addressable medium like DRAM but its power con-
sumption is significantly less than DRAM due to no refresh
operations, it is expected to be used as the main memory
medium in emerging computing systems. Mogul et al. present
a novel scheme that manages DRAM and LPM together
as a unified memory system [5]. They aim at allocating
read-intensive data to LPM, whereas write-intensive data to
DRAM. This is because LPM is slower than DRAM specially
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for write operations. Dhiman et al. also use memory subsys-
tems composed of DRAM and LPM, and allow moving data
between DRAM and LPM for balancing the endurance of
LPM [6]. Unlike our scheme, the target architectuire of these
studies is not real-time systems, but general-purpose time-
sharing systems. Thus, they consider the limited endurance
of LPM rather than deadline constraints of real-time jobs in
locating data on memory.

Qureshi ef al. present a multi-level memory subsystem
composed of LPM and DRAM [7]. In particular, they utilize
DRAM as a buffer to LPM writes for extending the lifetime
of LPM and alleviate the write latency of LPM. Zhou et al.
present a multi-level memory subsystem composed of LPM
and DRAM [8]. Specifically, they present a novel page evic-
tion scheme that improves the cache miss ratio as well as
the number of write operations from DRAM. These studies
compose DRAM and LPM as a hierarchical architecture
to improve memory system performances, not focusing on
deadline guaranteed services in real-time systems.

Lee et al. present a new memory management scheme for
the memory subsystem composed of LPM and DRAM [18].
Their scheme places read-intensive data on LPM whereas
write-intensive data on DRAM through the analysis study of
memory reference traces. Narayan et al. present a data allo-
cation scheme for memory subsystem composed of DRAM
and LPM in terms of the object level [19]. In particular, their
scheme tries to reduce power consumptions as well as to
improve performances, by allocating memory objects to the
best-fit memory module through their characterization stud-
ies. Kannan et al. present a management policy for memory
subsystems in virtualized environments [20]. They present a
guest operating system that aims at avoiding migrations by
locating data to appropriate memory media. They also pro-
pose data migration schemes and memory sharing schemes
for virtual machines to improve performances. Lin et al. use
greedy approximation and dynamic programming methods
to solve the memory mapping problem between heteroge-
neous memory media [21]. The targets of these studies are
also general-purpose systems, and thus they focus mainly
on the improvement of overall system performances rather
than the deadline-guranteed services in deciding memory
allocation.

Zhang et al. present a job placement policy for heteroge-
neous memory types for power-saving purposes [22]. In par-
ticular, their policy places jobs one by one on LPM and checks
the schedulability of the jobs, which is repeated until the
placement of all jobs is completed. This study focuses on
real-time embedded systems like our approach, but they only
consider the memory allocation problem, without consid-
ering the dynamic voltage/frequency scaling of processors.
Unlike previous studies, our model tightly evaluates the
scaled worst-case execution time of a job, considering the
overlapped latency between processor and memory, thereby
minimizing the power consumption of real-time systems
further.
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B. DYNAMIC VOLTAGE/FREQNECY SCALING

Dynamic voltage/frequency scaling (DVES) techniques have
been widely studied for power saving in real-time pro-
cessors [23]-[27]. Pillai and Shin present a technique to
determine the lowest voltage/frequency to satisfy the dead-
line constraints of given jobs [28]. Their technique consists
of static DVFS, cycle-conserving DVFS, and look-ahead
DVEFS. Static DVFS chooses the voltage/frequency of a pro-
cessor statically, while cycle-conserving DVFES utilizes the
reclaimed cycles for decreasing the voltage/frequency if the
execution time of a job becomes shorter than the worst case
execution time. Look-ahead DVFS further decreases the volt-
age/frequency value by making use of future computation
requirement analysis and delaying the scheduling of the job
based on the analysis results.

Lee et al. utilize the slack time to decrease the voltage/
frequency of a processor [1]. In particular, voltage/frequency
values are adjusted when unused clock cycles are reclaimed
by finishing a job before its deadline. Ghor and Aggoune
determine the least voltage/frequency schedules of real-time
jobs by making use of slacks [24]. Specifically, their policy
stretches the execution time of jobs based on off-line schedul-
ing and determines the schedule of jobs as late as possible
without violating deadline constraints. Nam et al. present a
tight evaluation of real-time job schedulability considering
both dynamic voltage/frequency scaling and hybrid memory
allocation [29].

Unlike the aforementtioned studies that separately consider
the execution in processor and states in memory, we define
an extended job model to consider the memory allocation
of jobs as well as the processor configuration. Based on
this, the worst-case execution time of a job is re-evaluated
by reflecting the read/write characteristics of the memory
medium the job resides. Also, our model tightly evaluates
the scaled worst-case execution time of a job, considering the
overlapped latency between processor and memory, reducing
the power consumption of real-time systems further.

VI. CONCLUSION

In this paper, we presented a novel real-time job scheduling
approach that aims at minimizing the power consumption
of processor and memory, without violating the deadline
constraint of real-time jobs. Our policy formulates the power
saving techniques of processor voltage/frequency scaling and
memory job placement as a unified measure and co-optimizes
the processor and memory power consumption. As our prob-
lem is a complex search problem, we made use of an efficient
heuristic based on genetic algorithms to cut down the huge
searching space and find a reasonable solution within a fea-
sible time budget. To evaluate the proposed policy, we con-
ducted experiments under various workload conditions. Our
experimental results showed that the proposed policy reduces
the energy consumption of real-time systems by 41.7% on
average and up to 73.8%, without deadline misses.

152817



IEEE Access

H. Bahn, K. Cho: Evolution-Based Real-Time Job Scheduling for Co-Optimizing Processor and Memory Power Savings

As a future work, we consider measurement studies in
real systems for validating the effectiveness of the proposed
policy. We also plan to extend our policies by considering
(m, k)-firm deadlines [30], in which deadline constraints of
real-time jobs are relaxed such that a certain ratio of deadline
misses can be allowed.

Real-time scheduling assumes the worst case execution
time of a job, but the real execution may be finished much
earlier than the worst case, leading to the significant waste
of given resources. Some reactive strategies have been stud-
ied in order to address this issue. Chen et al. present an
uncertainty-aware scheduling algorithm that determines the
baseline schedule of real-time jobs beforehand, but during
the execution, the reactive strategy dynamically generates
new proactive baseline schedules by considering the com-
pletion of jobs or arrival of new jobs, allowing for more
efficient resource management [42], [43]. This is effective
in cloud environments as resources can be scaled up or
down in accordance with the workload situation changes.
However, our approach basically assumes the traditional hard
real-time scheduling problem, where the real-time jobs are
given beforehand and the resources are fixed, and thus,
the scheduling is determined offline. However, we can use
the basic idea of the reactive approach together with our
algorithm as adjusting the voltage/frequency mode of a pro-
cessor has the similar effect of scaling up/down of cloud
resources. For example, during the execution of jobs based
on the off-line schedule determined by our GA, if the actual
execution time of a job becomes shorter than its worst case
execution time, the voltage/frequency mode of a processor
can be lowered for the remaining time slot allocated to that
job. Through some preliminary experiments, we see that such
approaches can reduce the processor’s energy consumption
by 3-10% depending on the reduction of the job’s execution
time. Unlike cloud environments, however, as the resources
are fixed in our system, real-time jobs should be given before-
hand and abruptly arriving jobs are not allowed in order to
meet the deadline requirement. Thus, we plan to extend our
power-saving technique in processor and memory by making
use of the complete idea of the reactive approach in cloud
environments.
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