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ABSTRACT The development of Airborne and Ground systems is framed by specific regulations, usually
expressed as standards. A disadvantage of those standards is the inherent complexity for its application
and the verification of compliance given the high number of requirements to be checked in many different
situations of the application and which are highly dependent on the applicable level of criticality. When the
development of this type of system requires the incorporation of new personnel without enough knowledge
about the standards, risks of mistakes in their application grow exponentially. The objective of this work
is to develop an Expert System (ES) that helps to evaluate the application of the standards DO-178C and
DO-278A throughout the project life cycle, at the same time it serves to facilitate both its use and the learning
of its application to a wide group of professionals. The proposed underlying method for the ES will allow
evaluating the set of development processes to check coverage of the standards DO-178C and DO-278A
without depending on a specific life cycle model. The method involves a model of the set of processes,
so they can be evaluated by the ES. Additionally, the ES will require a minimum configuration to evaluate
the development of systems based on these two standards. The main result is a new generic Expert System
based on rules capable of being adapted to different environment of evaluation, whichh minor configuration
operations thus allowing that a Generic ES can act as a Specific ES for each situation. This configurable
ES has been customized to evaluate the software life cycle based on the standards under study.

INDEX TERMS Rule-based expert systems, process management, inference engine, knowledge base,
artificial intelligence, JRuleEngine, checklists, software life cycle, DO-178C, DO-278A, safety critical
systems.

I. INTRODUCTION
The design and development of Airborne and Ground
Systems requires the use of expert knowledge in several dis-
ciplines, and software engineering is one of them. This field
is highly conditioned by the existence of complex standards,
which require extensive knowledge to ensure the compliance
of systems with them.

As many activity areas (such as quality assurance, devel-
opment, validation, verification, configuration management,
etc.) are involved in those applicable standards, reaching
and showing the overall compliance is even harder than in
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other projects. The more complex is the system, the more
difficult is the development and the more demanding is the
subsequent verification. Therefore, it is necessary to provide
new techniques to improve the ability of engineers to develop,
verify and validate these systems in the usual conditions of
limited time and resources.

Airborne and ground systems are closely related to critical
systems where failure may lead to severe risks like injury or
loss of life [1]: in this context it also involves the loss of
the aircraft. Airborne systems may support a large variety
of functions, ranging from those directly impacting safety
in flight to functions with a minor effect or no effects on
safety. Obviously, the systems with significant impact on
safety are the most demanding in Planning, Development,
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Configuration Management, Quality Assurance, and,
of course, Verification. Their development is embedded
within specific regulations defining the guidelines and
requirements for design, implementation, and validation.
At the same time, this type of systems requires the interven-
tion and cooperation of different and varied areas of activity,
rules or specific methods not only focused on software devel-
opment but also on hardware development, configuration,
integrated systems and safety. Additionally, systems such
as, e.g., Air Traffic Management Systems which are ground
systems, share similar requirements and regulations as the
airborne systems.

The Radio Technical Commission for Aeronautics (RTCA)
has published DO-178C [2] and DO-278A [3] to provide
guidance for the production of airborne and ground traf-
fic management software. They are respectively being used
in the Certification and Approval of Safety-Critical Soft-
ware [4]. Standards should be supported by strong verifi-
cation processes along the life cycle. Some studies [5], [6]
show that the use of checklists as a formal review technique
really helps to the evaluation of critical systems. However,
the review techniques may represent a large expenditure of
qualified resources to ensure compliance with standards. One
of the objectives of our work is supporting these techniques
through their integration within intelligent systems, which
may help not only in implementing them but also in verifying
compliance with them. The checklist will be the pivotal item
for the proposed system.

Integration of Artificial Intelligence (AI) in the develop-
ment of Critical Systems is not new as one can have already
seen in different areas of applications: Aviation, Automo-
tive, Medicine, Nuclear and Control Systems, among others.
Its implementation relies on a wide variety of techniques such
as Expert Systems, Fuzzy Logic or Neural Networks. In fact,
it has been used to improve the design process [7], reducing
development time and costs. But our vision is also adding AI
to the assessment of standard compliance, while also serving
as a learning guide for software professionals involved in
the development of critical systems. As rule-based Systems
are an efficient tool to address complex situations governed
by deterministic rules such as traffic control systems, safety
systems, bank transactions, etc. [8], this type of systems
allows capturing the human experience in solving problems,
in order to reach consistent and repeatable decisions [9]. This
is the reason why we selected this type of solution in the form
of Expert System (ES) for our study.

The objective of this work is to develop an Expert Sys-
tem to evaluate the application standards DO-178C [2] and
DO-278A [3] along the life cycle and thus facilitating the use
of standards, while also helping professionals to learn more
on their characteristics and implications.

This article is organized as follows. Section II presents a
short review of the techniques and standards, which will act
as reference. Section III highlights the research methodol-
ogy while section IV presents the practical development of
the proposal. Section V analyses and discusses the results

collected from practice and finally, Section VI presents con-
clusions and section VIII the future works.

II. RELATED WORK
A. DEVELOPMENT OF CRITICAL SYSTEMS
Critical Systems are present in several application envi-
ronments: Transportation (Aviation, Automotive, Railway),
Aerospace, Medical, and Industrial (Nuclear Plants) Sectors.
Three types of components can be the origin of a system
failure in this type of systems [1]: hardware, software and
operators and users of the system who may cause failures
through different actions. Our proposal of ES is aimed at
reducing the probability of errors related to software devel-
opment in the Aviation sector.

One of the key points when developing a critical system
is the choice of a life cycle model. There are different
models namely ranging from the most traditional such as
Waterfall model, Incremental model, V-model, Spiral model
or prototyping to the boom of Agile Methodologies at
present times [10] [11]. Each model has advantages and
disadvantages [12].

DO-178C [2] and DO-278A [3] do not define a particular
life cycle, so the best option for our intended ES is making it
work as a tool to help determine whether a particular process
meets a set of objectives and activities regardless of the
used life cycle. As the development of a critical system may
involve many different disciplines and different application
domains, we can find many specific standards for each case;
Development (ARP-4754A [13]), Safety (ARP-4761 [14],
ED-153 [15]), Processes (IEC-61508 [16]), Hardware
(DO-254 [17]), Software (DO-178C [18], DO-278A [3]),
Automotive (ISO-26262 [18]), Nuclear (IEC-61513 [19],
IEC-61226 [20]), Railway (EN-50126 [21], EN-50128
[22], EN-50129 [23]), Medical (IEC-60601 [24], IEC-
62304 [25]), etc.

All these standards work under schemes of criticality
levels such as the Development Assurance Level (DAL),
Safety Integrity Level (SIL), Assurance Level (AL), Software
Assurance Level (SWAL), Automotive Safety Integrity Level
(ASIL), etc. They require a Certification/Approval process,
which expands along a determined life cycle. This is one of
the premises for the development of our ES: it must work with
criticality levels.

The life cycle model is essential for defining the way
the project is developed, how it is translated into specific
plans, and how the team ensures fulfilment of objectives. One
can find out that all software development life cycles keep
a series of common processes in a direct or indirect way:
requirements, architecture design, implementation, testing
and maintenance. These processes are orders or sequences in
a series of steps, which require inputs and generate outputs.
In addition, we must define the requirements that the product
must meet in each phase as a part of the life cycle model;
we also have to define the transition criteria, which guarantee
that one phase is complete, so the flow may move to the next
one. In the end, the user of our proposed ES will define the
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specific life cycle model based on the criteria, which best fit
the characteristics of the project: that model must be properly
described in the corresponding documentation.

It is necessary to clarify that the scope of each standard
or guidance is different, as well as the way how each one
approach the requirements. For example, DO-178C [2] and
DO-278A [3] do not specify requirements but objectives and
activities. The same applies to the concept of validation: in
the case of these standards is not used because the system
requirements validation is not usually part of the software
life cycle processes, although the high-level software require-
ments must comply with system requirements to help system
validation. However, in the case of standard EN-50128 [22],
the term validation is also used for software. In other cases,
the standard addresses hardware or safety-related processes
and they are not specific for software. Once each of the
processes applicable in each case has been identified, its
inputs, outputs, activities, objectives, requirements, (or what
corresponds in each case) can be modelled within an envi-
ronment, which allows evaluating the compliance of these
standards.

The life cycle also includes the necessary activities of ver-
ification and validation (V&V), which popularly Boehm [26]
expressed through two questions: one for verification (‘‘are
we building the product right?’’) and validation (‘‘are we
building the right product?’’). The key element within the
inspection models is the use of checklists [27]. This will
be the basis for our ES. As previously explained, the term
V&V is not used in all standards, but the ES will be designed
to be transparent to these two concepts. It will evaluate
processes (verification, validation, development, etc.). The
concept and scope of each of these processes will depend on
each standard and will be defined previously.

B. AI IN CRITICAL SYSTEMS
AI has been used in Critical Systems in varied system
domains; Aviation, Transportation Systems (rail, automotive,
etc.) [28], Aerospace Industry [29], Nuclear Systems [30],
Medicine [31] among others. AI has provided support for
some activities within systems development like design pro-
cesses [32], testing activities [33] or diagnostic systems [34]
in the shape of different techniques: Expert System [35],
Fuzzy Logic [36] or Artificial Neural Networks [37]. The
goal was always making easier and more effective the differ-
ent complex activities involved in the development of these
systems. AI has been successfully introduced in the Avia-
tion industry some years ago [38] both in the civil and the
military fields. Its use has been extended to varied domains
ranging from Navigation Systems and Diagnosis and Mon-
itoring Systems to Flight Management Systems, production
cost reduction, Pilot Assistance Systems, etc. [39]. We want
to add an additional contribution of AI to the development
of critical systems in our work: aid to the implementation
of specific development practices coming from the standards
DO-178C [2] and DO-278A [3] for Airborne and Ground
System environments.

C. DO-178C AND DO-278A – GENERAL OVERVIEW
The standard DO-178C [2], represents a guide for the soft-
ware development for airborne systems. It is considered
by the Federal Aviation Administration (FAA) [40] and
European Aviation Safety Agency (EASA) [41] as an accept-
able mechanism to demonstrate compliance with applicable
Airworthiness regulations for the software aspects of airborne
systems and equipment certification. This standard defines
five software levels. The software level of a software compo-
nent is based upon the contribution of software to potential
failure conditions as determined by the system safety assess-
ment process [13], [14] by establishing how an error in a
software component relates to the system failure condition(s)
and the severity of that failure condition(s). The software level
establishes the rigor necessary to demonstrate compliance
with this standard.

Level A is the most rigorous among the existing five
software levels (A, B, C, D and E). Each of these levels
establishes a set of objectives to be met (Table 1).

TABLE 1. Software level and number of objectives DO-178C.

The standard DO-278A [3] is oriented to not airborne
software (ground systems). Currently, the use of this standard
is not recognized as an acceptable means of compliance for
the airworthiness regulations. Its processes are very similar to
DO-178C and it also works with its own set of objectives to
be fulfilled (Table 2) related to Assurance Levels. DO-278A
has a lengthy section on commercial off-the-shelf (COTS)
software that does not exist in DO-178C, but the DO-278A
approach can be applied to a DO-178C project.

Both standards [2], [3] considerer the following processes:
1) Software Planning Process.
2) Software Development Process.
3) Software Verification Process.
4) Software Configuration Management Process.
5) Software Quality Assurance Process.
6) Certification/Approval Liaison Process.
The two standards result in the generation of an out-

put data set (Table 3), described in section 11 of both
documents [2], [3].

The analysis of these standards suggests a large number of
artefacts that must comply with specific objectives and activ-
ities distributed in a set of specific processes. They also need
to be evidenced before the certifying and approval authorities.
This entails generating a knowledge base in which all the
artefacts are clearly unidentified.
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TABLE 2. Software level and number of objectives DO-178C.

D. EXPERT SYSTEMS
Expert System (ES) is a branch of AI that makes extensive use
of specialized knowledge to solve problems at the level of a
human expert [42]. The design goal of an ES is capturing the
knowledge of a human expert relative to a specific domain of
knowledge and code it in a computer in such way that expert
knowledge is available to the less experienced users [43].
The main architectural elements of an ES are the Knowledge
Base, the Fact Base and an Inference engine. ES that deal with
deterministic problems are known as rule-based systems,
because they conclude information based on a set of rules
using a logical reasoning mechanism. A rule can be defined
as a logical statement that serves to relate objects. We can
distinguish two main parts in a rule: the premise and the
conclusion. The rule is usually written as ‘‘IF Premise then
Conclusion’’.

The way of description of our object of study, i.e. com-
pliance to applicable standards, suggests that a Rule-Based
Expert System is the best choice to support the decisions.
In this case, the knowledge base of the ES is fed by the check-
lists generated for standard compliance checking, which are
mapped to all the objectives and activities of the standards
DO-178C [2] and DO-278A [3].

Applying ES to quality processes and development stan-
dards is not new. We have studied the existing contribu-
tions to analyse if our approach is feasible. In 1985 Moore
developed an ES for the control of processes at a general
level [44]. Gipe and Jasinski (1986) carried out an analysis
of the application of an expert system to solve problems
in quality systems, resulting in the viability of this applica-
tion for this purpose [45]. Paladini (2000) does a review of
Artificial Intelligence contributions applied to quality evalu-
ation [46]. Liao, Enke and Wiebe proposed in 2004 an expert
advisory system for the ISO 9001 quality system [47]. Eldran-
daly (2008) proposed an ES to evaluate Software Quality

TABLE 3. Items from DO-278A and DO-178C.

Assurance based in the ISO/IEC 90003 [48]. Liukkonen,
Havia, Leinonen and Hiltunen (2011) proposed an ES to
diagnose and optimize the manufacturing process [49]. Main
common finding from all these studies is that they show
the feasibility of evaluating processes through an ES for
quality purposes, so our approach is aligned to the existing
background in the area.

E. ONTOLOGIES
An ontology is a formal and explicit specification of a shared
conceptualization [50]. According to [51], the idea is to trans-
form information into knowledge using formalized knowl-
edge structures (ontologies) that reference the data using
metadata, under a common standardized scheme on some
knowledge domain.

The benefits of using ontologies proposed can be summa-
rized as follows [52]:
• Prevents ambiguity of terms.
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• Helps sharing common understanding of the structure of
information among the users.

• Enables reuse of knowledge.
• Analyses the domain knowledge.
• Enables the merging of already existing, knowledge,
thereby expanding it further.

The objective of this research is not to develop an ontology
although we present the basis for extracting knowledge from
the standards to be formalized as a data structure. The process
is not automated yet, but automation will be proposed as
future research work to complement the present research.

In this research [53] an example of conceptualization is
presented, where an environment called Domain Specific
Engineering Environment (DSEP) is developed: it enables
systematic capture of functional domain knowledge. The
reusable knowledge in the application and the robotics
domain is captured using ontologies. The knowledge capture
and reuse mechanisms reduce the time and dependence on
external researching to gather a good variety of robotics
domain knowledge.

This research [54] presents a requirements elicitation tool
called ElicitO aimed at empowering requirements analysts
with a knowledge repository that helps in the process of
capturing precise non-functional requirements specifications
during elicitation interviews.

This tool helps to automate the process of identifying
Non-Functional Requirements (NFRs) relevant to a certain
domain. This tool helps to automatically identify require-
ments, while all the requirements are already specified in our
research. They only need to be manually captured.

In [55] the author proposes a generic methodology to
conceptualize and formalize the tacit knowledge of experts
within a team in a collaborative way. It adopts a multilevel
approach to generate the core ontology describing generic
concepts, and the domain specific ontology representing the
experts’ skills.

The proposed methodology is based on the work by
Fernandez [56], which combines a set of stages and strategies
to build ontologies with the following steps:
• Step 1 Specification: the goal of the specification phase
is to produce either an informal, semi-formal or formal
ontology specification document written in natural lan-
guage.

• Step 2 Knowledge Acquisition: using brainstorming,
interviews, formal and informal analysis of texts, and
knowledge acquisition tools.

• Step 3 Conceptualization: the domain knowledge will
be structured in a conceptual model that describes the
problem and its solution in terms of the domain vocab-
ulary identified in the ontology specification activity.

• Step 4 Integration: The goal is to integrate as many as
possible existing ontologies in your ontology.

• Step 5 Implementation: It is focused on implement-
ing the conceptual model into a formal language like
Ontolingua, Resource Description Framework Schema
(RDF/S), or Web Ontology Language (OWL).

• Step 6 Evaluation: It is basically a technical judgment
of the ontologies.

In our research we propose the bases to develop a concep-
tual model of the regulation under study.

III. METHODOLOGY
We have followed the methodology proposed by
Peffers et al. [57]. This methodology is based on the Design
Science Research (DSR) paradigm, having its roots in the
science and engineering of AI. Design research uses design as
a method for investigation [58], with the objective of creating
‘‘solutions to specific classes of relevant problems by using a
rigorous construction and evaluation process’’ [59]. It is fun-
damentally a problem-solving paradigm [60]. Furthermore,
DSR paradigm is highly relevant to Information Systems (IS)
research because it directly addresses two of the key issues
of the discipline: the central role of the IS artefact and the
importance of professional relevance of IS research.

Thus, DSR provides clear, consistent definitions and
guidelines for the research process. The defining feature of
DSR lies within the construction of new and innovative arte-
facts that solve relevant design problems. ([61], [57]).

Useful knowledge (in the form of an artefact) could be
divided into two categories: descriptive knowledge and pre-
scriptive knowledge [62]. The iterative process gives the
opportunity of refining the artefacts and models but also for
developing theory [63]. The theories behind DSR belong
to either of two categories: descriptive and prescriptive.
Descriptive ones, also called kernel theories, frequently have
its origin within other disciplines, while the prescriptive ones,
the design theories, are prescriptions of ‘‘how to do some-
thing’’.

Thus, one of the strengths of DSR is the iterative process
rendering the theory, which allows to understand better the
problem [61], since the same method is used for development
and evaluation. The refinement of the designed artefact is
aligned to the development of the theory [64]. A method
artefact, according to Gregor and Hevner [65] is prescrip-
tive, providing ‘‘the instructions for performing goal-driven
activities’’.

The model DSR is an adaptation of a computable design
process model developed by Takeda, et al. [66]. Even though
the different phases in a design process and a DSR process
are similar, the activities carried out within these phases are
considerably different [67]. Both design science research and
design [66] use abduction, deduction, and circumscription but
there is difference in how these cognitive processes are used.

For their part, Hevner et al. [61] proposed a set of prin-
ciples for doing design science research and established a
set of quality attributes for design products, emphasizing the
technical quality of the device and the device to achieve
the intended organizational purposes. Following this line of
thinking, Baskerville, et al. developed a set of evaluation
criteria for DSR [68]. The evaluation should be formative
in the early stages of the project, what allows changes in
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the problem and in the nature of the artefact and, even if
necessary, redirecting the design [69].

Hevner et al. [61] understand the notion of artefact in terms
of a construct, a model, a method, and / or an instantia-
tion. On the contrary, March and Smith [70] considered the
Design Research strives to create things that serve human
purposes. Besides it suggests that a feasible artefact is rel-
evant to a context which can successfully address a problem.
Hevner and Chatterjee [71] discuss several benefits of using
the Design Research approach. They state that the goal of
Design Research is utility as such and that the continuous
building and evaluation of artefacts accomplish this. Kuechler
and Vaishnavi [72] have extended the general design cycle by
reflecting on DSR purposes. All frameworks follow the high-
level pattern that is shown in Figure 1 with various degrees of
explicit cycles and various levels of defined research outputs.

Peffers et al. [57] proposed a methodology that provides
a framework for performing DSR. First, the researcher must
identify the problem and the motivation, defining the objec-
tives to achieve. After which, the researcher should design
and develop an artefact to reach and check the proposed
objectives. In the next phase, the researcher should demon-
strate the resulting process model through experimentation,
simulation of a case study. Then the researcher evaluates the
process model using user’s satisfaction surveys and user’s
feedback. Finally, the researcher should show the results.

As described previously, the framework of Vaishnavi and
Kuechler [73] has been the choice for our research project.
Figure 1 illustrates the different steps in the framework with
the different sections and phases of the research.

This approach describes the design process in five steps:
• Firstly, the researcher should identify the problem and
the motivation to understand the context of the prob-
lem/problem area and so define the objectives to achieve.

• As a second step, the researcher should consult a set of
sources, both industrial and academic, for the suggestion
of a design, which allows to check and meet our objec-
tives with a contribution.

• The third step is the development of an artefact imple-
mented for the suggested identified solution which is
best fitted to the business domain.

• The fourth step is the evaluation, which may be based on
as a formal evaluation, on test activities, on simulation,
on usability studies and/or on a case study: it will provide
clear performance measures.

• Finally, there is a conclusion linked to the assessment of
the overall results of the design process, which commu-
nicates the results.

IV. PRACTICAL DESIGN AND DEVELOPMENT
Following the proposed methodology and having identified
the problem in the introduction, the development of an ES
that facilitates the use and learning of these standards has been
determined as our objective and motivation.

The design of the ES is based on a flexible architecture
allowing easy reconfiguration of parameters for the use of

FIGURE 1. High level design science research process (adapted from [67]).

both abovementioned standards [2], [3] or even others, which
are based on the same concepts. This ES uses the checklists
defined in previous works [74], which are part of the knowl-
edge base.

A. SYSTEM ANALYSIS
Following the proposed methodology, the second step will
provide a method for evaluating any life cycle as the use and
the object of the application of these standards are oriented
towards software development; this will not imply changes
in the development of the ES.

The standards [2], [3] describe the different processes
shared by most of the life cycles and the interactions among
them. Our ES software should be designed to evaluate pro-
cesses independently of how they are integrated into the
selected life cycle. Each process, clearly identified, will have
its inputs, outputs and activities. Each of these processes has
been systematically represented, as shown in Figure 2.

FIGURE 2. Unit of process.

Each of these process units can lead to different combina-
tions, which may shape different life cycles. Figure 3 shows
two possible examples.

Each process identifies:
• Inputs (IN), which may consist of a series of documents
or feedback from other processes.

• Activities, which also provide traceability among
processes.

• Outputs (OUT), which, as in the case of the inputs,
obtain similar elements.

• Acceptance Criteria (AC) used to determine if a process
can be considered completed or requires rework and new
review.

All this set of inputs, outputs, activities and acceptance
criteria are highly dependent on the applicable criticality
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FIGURE 3. Software life cycle.

level. The ES will have to deal with this as one of the most
important factors.

The standards [2], [3] have been broken-down into a set
of processes that are related to each other following this
previously defined structure.

Figure 4 shows the evolution of the software life
cycle presented by Alessandro Nicoli [75] from DO-178B
to DO-178C. It represents a proposal for the adaptation of
the processes of the standard DO-178C [2] towards a model
that later will be integrated into the ES. The processes of
the standard DO-278A [3] are similar to those proposed in
DO-178C [2], except that for DO-278A is included an exten-
sive section on the use of COTS software in CNS/ATM
systems.

Figure 4 shows the relation among all the identified pro-
cesses, its dependencies, traceability and items generated.
It also includes external processes such as systems engineer-
ing, where process defines the configuration items (Software
and hardware), systems requirements and Item Development
Assurance Level (IDAL). The safety process is also included
as an external process. For example, in the case of derived

requirements, they must be evaluated by the system safety
experts. Other important information shown there are all the
traceability between processes. This point is very important
as it allows to trace one process to another. The processes
are numbered, and this facilitates their implementation in
the ES.

The life cycle development processes of these standards are
divided into three main types.

- Software Planning Processes.
- Software Development Processes.
- Software Requirement Process.
- Software Design Process.
- Software Code Process.
- Software Integration Process.

- Integral Processes.
- Software Verification Process.
- Software Configuration Management Process.
- Software Quality Assurance Process.
- Software Liaison/Approval Process.
Some of these processes (e.g., the verification pro-

cess) have been divided into other sub-processes to
facilitate the evaluation process: the decision was to
create a verification sub-process for each development
process.

From right to left is the logical sequence of how the pro-
cesses are executed is shown, except for the integral processes
(lower part of figure 4, applicable to all phases of devel-
opment). From the bottom-top, each of the outputs that are
generated in each process are shown. All these artefacts have
been traced to process units that finally form the life cycle
that implements the ES.

B. SYSTEM DEVELOPMENT
The second step of the proposed methodology requires the
collection of the knowledge, which will be the basis for the
ES. The knowledge will have to be recorded and updated in
the system, so the simpler method the better. The method for
extracting and shaping the knowledge for the system must be
detailed.

In the particular case of this research, we propose the basis
for transforming the content of a specific standard into a
formalized knowledge structure with the aim of representing
knowledge in a specific way that can be used by the ES.
This scheme of knowledge structure raises the bases of an
Ontology. The followings steps have been taken to obtain the
formalized knowledge structure:

• Step 1: Obtaining the DO-178C and DO-278A process
map.

• Step 2: Identification of the set of requirements applica-
ble to of each process.

• Step 3: Generation of the checklists.
• Step 4: Verification of the requirements.
• Step 5: Generation of the set of rules that form the
knowledge base.
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FIGURE 4. Software life cycle proposal software life cycle DO-178C.

• Step 6: Generation of a standardized data structure
(excel sheet) that later becomes an XMLS.

1) STEP 1. OBTAINING THE DO-178C AND DO-278A
PROCESS MAP
Our ES has been designed to cover all processes identified
by the standards [2], [3], thus providing enough support in the
evaluation of the compliance of each process. It will facilitate
the task of finding out if each of the objectives identified by
each level of the application is met (DAL or AL).

The method to evaluate the software development based on
these standards is reduced to a simple process of evaluating
the inputs of each process, its activities and objectives, and the
outputs and transition criteria. The first required information
is defining the criticality level for the software (DAL for
DO-178C and AL for DO-278A). With these first data,
the large majority of objectives and activities to be carried
out are already defined. With these data, we can get other
additional information such as:

• Each of the processes of the life cycle.
• Each of the objectives and activities to be carried out in
each of the processes.

• The input elements required for each process.

• The necessary independence. (separation of responsibil-
ities to ensure objective evaluation).

• The roles required for the development.
• The input and output items required.
• The Transition Criteria.
All this basic information is necessary to define and detail

processes in the first phase. It has been defined as Precon-
ditions. They are the low-level details that the user should
know at the beginning of a development and that allow to
break-down and define the scope of certain activities. For
example, Additional Conditions like the need for tool qual-
ification, use of COTS etc.

The identification of all processes is detailed in Figure 4.

2) STEP 2. IDENTIFICATION OF THE SET OF REQUIREMENTS
APPLICABLE TO OF EACH PROCESS
All processes have been tagged in a specific order from
Process_01 to Process_14. The processes are mapped to each
specific section of each standard and all objectives and activ-
ities are tagged.

Example of DO-178C [2]:
• Process_01; Software Planning - SPPxxx
• Process_02; Software Development - Requirements -
SDPxxx
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• Process_03; Software Development - Software
Architecture - SDPxxx

• Process_04; Software Development - Software Detailed
design - SDPxxx

• Process_05; Software Development - Software Coding -
SDPxxx

• Process_06; Software Development - Software Integra-
tion - SDPxxx

• Process_07; Software Verification - Software Require-
ments - VOSRPxxx

• Process_08; Software Verification - Software Design -
VOSDPxxx

• Process_09; Software Verification - Software Coding -
VOSCIxxx

• Process_10; Software Verification - Software Integra-
tion - TOIP002xxx

• Process_11; Software Verification - Software
Verification - VVPR001xxx

• Process_12; Software Config Management -
SCMP001xxx

• Process_13; SoftwareQualityAssurance - SQAP001xxx
• Process_14; Certification Liaison - CLP001xxx
Where xxx indicates the number of requirements mapped.

This is very useful in the process of verification.

3) STEP 3. GENERATION OF THE CHECKLIST
We have already identified all the objectives and activities of
both standards and created the corresponding set of checklists
to evaluate compliance with them, covering all the processes,
in our previous work [74]. These checklists along with other
aspects of the standards have been transformed into rules for
the ES: sometimes they are not strictly objectives or activities,
but they have been considered relevant to demonstrate com-
pliance. We have considered the material included in Devel-
oping Safety-Critical Software [76] by Rierson as a good
reference. All the processes of DO-178C are very detailed
and it is a good complement to have a solid knowledge data
base. Another reference is Avionics Certification [77] by
Hilderman & Baghai, has been analysed and also considered
a good reference for the knowledge of this standard. It should
be noted that each of the standards [2], [3] has been indepen-
dently analysed.

4) STEP 4. VERIFICATION OF REQUIREMENTS
This verification is carried out to check that all the objec-
tives and activities of the DO-178C and DO-278A have
been correctly identified and that they cover the whole
domain. In section B VERIFICATION (Verification of
Knowledge base (Representation of the Domain)), this pro-
cess is explained in more detail.

5) STEP 5. GENERATION OF THE SET OF RULES THAT FORM
THE KNOWLEDGE BASE
The process for transforming these checklists into production
rules is the following one:

• Each objective and activity of the standard is mapped to
a checklist.

• For each checklist, at least a set of three rules are
defined:
◦ Rule 1: Indicate what to do to the user based on

initial preconditions.
◦ Rule 2: If the user does not perform the action,

it shows ‘‘the how’’.
◦ Rule 3: If the user performs the action, it shows

‘‘how to evidence it’’.
We show below an example of how a checklist is created

from an objective of the standard in the shape of a set of rules:
• Objective: 4.1.a DO-178C
• Checklists: Are the activities of the software develop-
ment processes defined?

This checklist is represented in the fact SPP1 (Software Plan-
ning Process) Rules:
• RULE 1: IF Objective_A_1_1 = YES THEN Define
the activities of the life cycle development software
processes. According 4.1.a DO-178C paragraph.

• RULE 2: IF Objective_A_1_1 = YES AND
SPP1 = NO THEN The activities should be
defined in the PSAC, SDP, SVP, SCMP and SQAP
plans.

• RULE 3: IF Objective_A_1_1 = YES AND SPP1 =
YES THEN Verify that the activities are defined in the
plans PSAC, SDP, SVP, SCMP and SQAP. Include the
results of this verification in the form of a Software
Verification Record (SVR).

The ES allows to show, for each conclusion of each
rule, a help message in text form that allows to under-
stand the objective or activity through an explanation mod-
ule. For example, for RULE 1, the following text is
showing:

- Objective 4.1.a – DO-178C: The standard distributes the
activities for the following processes:
◦ Software Planning
◦ Software Development
◦ Software Verification
◦ Configuration Management Software
◦ Software Quality Assurance
◦ Software Liaison/Approval Process
Each standard [2], [3] show the applicable objectives

for each level of criticality (DAL and AL) in tables in its
Annex A. These tables provide a reference for each objec-
tive, which is described in more detail in the document.
These objectives are usually expressed as SHOULD state-
ments because the content of these standards is the rec-
ommendation, and the terms ‘‘shall’’ or ‘‘must’’ are not
included. For each one of these objectives, we have defined
a checklist and a set of at least 3 rules, as shown above.
All the generated checklists with rules are integrated into the
ES within the database: they are activated through a set of
rules, which will be in turn activated according to a set of
preconditions.
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6) STEP 6. GENERATION OF A STANDARDIZED DATA
STRUCTURE (EXCEL SHEET) THAT
LATER BECOMES AN XMLS
Following this process, the content of the standards [2] and [3]
are transformed into a standardized data structure that forms
the knowledge base. The set of rules and facts obtained are
contained in a spreadsheet (XLS) file. Through a process that
is transparent to the user, it is converted into an XMLS format
when the file is loaded by the ES. Users with little knowledge
in Artificial Intelligence will be able to add new rules or
update the existing ones using this format instead of doing
it directly in the XMLS file.

JRuleEngine has been selected as inference engine based
on Java Specification Request 94, release 1.1 [78], considered
as a sophisticated IF/ELSE statement interpreter, which acts
on input objects (facts) to produce output objects (conclusions
or inferences). It is based on a direct chaining algorithm using
an XMLS syntax. It is freeware and uses an open source
language something very important for our study.

Completing the ES requires the definition of a set of addi-
tional rules to define the behaviour of the ‘‘pre-conditions’’:
these rules are activated depending on a particularization of
the process. If they come true, the corresponding process rules
become applicable; otherwise they remain inactive. We show
below two examples of precondition;
• RULE 4:IF DAL = A THEN Objective_A_2_4 =
YES. Where ‘‘DAL = A’’ is the precondition, when
DAL selected is A the objective A-2-4 is applicable for
the whole process.

• RULE5:IFObjetive_A_1_4=YESANDMultiversion
= YES THEN Activity 4.2.f. Table A-1. Define the
methods and tools necessary to achieve the necessary
dissimilarity to meet the safety objectives of the system.
Where ‘‘Multiversion = YES’’ is the precondition.
When this precondition is selected it is necessary to
include additional considerations to the process (Activ-
ity 4.2.f. of DO-178C).
The word ‘‘Multiversion’’ represents a fact in form of
checklist that the ES requests to know at the beginning
of the evaluation of a process and that it is introduced by
the user through the Interface Human Machine (IHM).

The results of each checklist allow to activate different
rules, and, at the same time, they are translated into new
conditions for another checklists and rules. All the generated
rules have been distributed along with the different processes
that each standard defines and which in turn must be inter-
related (Figure 4). The set of rules for each process (with
objectives, activities, inputs, outputs and transition criteria)
sets up the units of process (Figure 2) and these units are
related among them (Figure 3) shaping the life cycle.

The transition criteria are used to determine if a process
can be considered complete or must be reviewed again. Each
process of the software life cycle is associated with activities,
which work on inputs to produce outputs. A process can
produce a response to other processes and receive a response
from others. These criteria have been defined in two parts:

input transition criteria and output transition criteria. The
transition criteria will depend on the planned sequence of
software development processes and integral processes of the
life cycle. They may be affected by the criticality level for the
software. Each of these transition criteria will generate a set of
specific rules, which will allow their control and monitoring.
In Appendix A of Developing Safety-Critical Software [76] is
shown a good example of how to treat the Transition Criteria
and they have been considered for this ES.

C. DEVELOPMENT OF THE INTERFACE AND PROPOSED
ARCHITECTURE
Following the proposed methodology, the third step is the
development of the artefact, which is an ES. The developed
ESmust have a certain degree of flexibility within the rigidity
of specificity. This flexibility should allow applying different
standards of varied nature to the same project, always depend-
ing on the needs and preferences of the organization that is
using the system.

The ES integrates a set of dashboards to show the user the
evolution and compliance of each process, Figure 6. It will
show for each process if the objective is satisfied or it is still
pending (or maybe it is not applicable).

Open source Software technologies are the basis of devel-
opment of the ES as they reduce the final cost of devel-
opment [79], [80]. Java is the chosen programming lan-
guage adding two specific libraries for the implementation.
The first is JRuleEngine as inference engine. The other is
JFreeChart, which offers different tools to implement all
types of diagrams and graphical elements, very helpful for the
preparation of monitoring reports and dashboards. MySQL is
the underlying database management system selected while
MySQL Workbench desktop software helped in the manage-
ment of tables and the control of the application data.

As the ES can be configured to be used with different regu-
lations and standards, the system includes configuration files
allowing a flexible configuration environment. The block
diagram in Figure 5 shows this flexibility. The knowledge
base of the system is nurtured by several configuration files
in xlsx format (Microsoft Excel). These files are imported
and converted to an XMLS format within the ES. The system
works with two types of configuration files:

• A global configuration file, where all the processes and
their inputs and outputs are defined for the project to be
evaluated.

• A configuration file for each process, which defines:
◦ The rules to be applied by the inference engine.
◦ The variables to be handled by those rules according

to the phase of the process being evaluated (precon-
ditions, activities, transition criteria, etc.)

◦ The texts that the explanatory module must show
when the rules are fulfilled.

During the import of these configuration files, the sys-
tem processes overall information and stores it in its knowl-
edge base, represented by the database. The outputs of the
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FIGURE 5. Block diagram of the system.

FIGURE 6. Example of Dashboard for a process.

FIGURE 7. Example DALA – Process DO-178C.

application correspond to a series of reports generated in
real time by the system during the validation of the project
processes. The flexibility of these outputs resides in the fact
that, independently of the standard that is being applied to
perform the evaluation of compliance for the project, the user
may have the option of a dashboard to monitor the status of
each of the processes. So, it is possible to generate reports

FIGURE 8. Example DALA - Objectives / Activities - DO-178C.

FIGURE 9. Example DALA - Transition Criteria - DO-178C.

collecting all the recommendations and corrections necessary
to optimize the project under analysis: this depends on the
rules, which have been fulfilled during the validation of the
processes. This configuration scheme also adds efficiency to
the system as it provides an easy way of adding, modifying
and eliminating knowledge items.

The following figures show some examples of the results
offered by the ES.

V. ANALYSIS AND DISCUSSION OF THE RESULTS
Following the proposed methodology, the fourth step is the
evaluation. In this section, we describe the process of valida-
tion and the verification of compliance.

A. SYSTEM VERIFICATION AND VALIDATION
During the development of the ES we have considered the
main problems, which may impact it and we adopted a strat-
egy to mitigate them: errors such as the incomplete transfer
of knowledge to the ES, errors in the rules that form the
knowledge base; redundancy, inconsistency, incompleteness
and the occurrence of cycles [81]. However, the ES must
be verified and validated to gain confidence in fulfilling the
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required functionality and characteristics. The evaluation of
our ES requires V&V but contextualized to an ES:
• Verification will check if the ES is logically consistent,
but it does not guarantee that its domain-dependent
knowledge agrees with the one coming from the human
expert [82].

• Validation is the process of evaluating the ES during and
after the development process to ensure that compliance
results are the same as the ones got by experts [82].

B. VERIFICATION
1) VERIFICATION OF KNOWLEDGE BASE (REPRESENTATION
OF THE DOMAIN)
It has been verified that the domain of knowledge is suffi-
ciently identified in the knowledge base. Part of this domain
is perfectly bounded since the designed ES focuses on very
specific standards [2], [3]. These standards, in turn, identify
very clearly the aspects of compliance to be checked. This
verification was carried out by tracing the standards to the
elements of the knowledge base and verifying traceability.
All the objectives and activities of the standards are traced
to rules that belong to the knowledge base, so the knowledge
that represents the evaluated domain is correctly transmitted
from the standards to the rules of the knowledge base.

2) VERIFICATION OF KNOWLEDGE BASE (CONSISTENCY
AND COMPLETENESS)
The number of generated rules is very high (more than 3000
for each standard), so it is necessary to verify that the devel-
oped rules are error free [83]. We applied different verifica-
tion techniques [84] to reduce the probability of introducing
structural errors in the knowledge base. We considered the
following checks to ensure the consistency and integrity of
the rules:
• Redundant rules: rules with identical premises and
conclusions.

• Conflicting rules: rules with identical premises, but
with conflicting results.

• Circular rules: set of rules, which can create an infinite
loop in its execution.

• Unnecessary IF conditions: two rules with the same
conclusion and one premise in each rule contradicts
another while the rest of the premises are identical [85].

• Contradictory rules: rules that could not be fulfilled
because their premises were contradictory and therefore,
always evaluated as false.

• Missing rules: facts not used within the inference pro-
cess, dead-end goals, or situations when all legal values
of some input are not present in the premises of the rule
set [81].

• Dead-end rules: rules that cannot be interpreted by the
rule-based system [85].

• Unreachable rules: in a general backward-chaining
system, a rule is unreachable if it has a conclusion that
is not a goal of the system and not a condition of another
rule [81].

3) VERIFICATION OF THE USER INTERFACE
The verification will ensure that the user experience with
the system is satisfactory. The following features have been
verified:
• Navigation on the different windows belonging to the
graphical interface of the ES.

• Query and modification of the data of each process.
• Registration and access of users with different roles and
permissions.

• Registration of the new projects and processes to include
in them.

• Update of the process information.
• Import of the configuration of the processes.
• Load of rules.
• Management of pre-conditions, activities, transition cri-
teria, inputs and outputs.

• Query of the results obtained.

4) VERIFICATION OF THE DESIGN REQUIREMENTS
Verification was focused on some requirements like the fol-
lowing ones:
• Use of free software technologies.
• Architecture of the system is restricted to a local/enterprise
network scope.

• Authentication module and hierarchy of roles.
• Well differentiated user profiles: the administrator and
the standard user.

5) VERIFICATION OF CONCLUSIONS REACHED
This is the verification that all the possible conclusions that
can be reached by the ES are achievable [83]. This will
guarantee that the set of proper outputs is reached for a logical
range of inputs. This has been verified by checking that,
with all the possible combinations of proposed preconditions,
the appropriate output is generated.

It is necessary to emphasize that the activities of verifi-
cation of the knowledge base were carried out by different
human experts who built it guaranteeing a degree of inde-
pendence and objectivity. The human experts in charge of
performing the verification have profiles ranging from soft-
ware quality assurance with more than 10 years of experience
in quality control in different industrial sectors and tech-
nologies. And Software developers with experience between
2-7 years in the development of Expert Systems.

C. VALIDATION
The developed ES was tested to ensure that the built model
correctly represents the problem of the domain. We selected
a set of test cases representing real cases considering sev-
eral factors such as the applicable software level, the set of
possible preconditions and the selection of specific process
and roles.

Once established the necessary entry points (pre-
conditions), this set of test cases were tested using two type
of tests:
1- Directly entering them through the standard input as

a human expert would do without the use of the ES.
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The user has been provided with a predefined set of
checklists to cover all the processes that conform to the
life cycle. Users chose the checklists they considered
adequate under their own criteria.

2- Direct use of the ES: in this case, the set of checklists is
part of the ES and they are automatically selected by the
system.

For both cases;
• The standard is provided as a reference.
• Basic project documentation is provided, the same for
the two tests.

• An independent third person answers whether or not the
information requested by the evaluators is available. The
same answers are provided for the two tests.

These two methods have been carried out by two different
types of users: the first one by an expert domain in the use
of these standards and the second one by a technical person
with no expertise in the use of the standards. After the tests,
we compare all the results and collect information through
a short satisfaction, usability and accessibility questionnaire
to capture the perceived opinion of testers on the check of
regulations using the ES.

The expert domain who has validated the SE has more than
10 years of experience in the development and validation of
systems based on the DO-178B [86], in the Aerospace soft-
ware projects. The person with no expertise in the use of this
standard (DO-178C) has more of 5 years of experience in the
development of embedded systems in different application
sectors (railway, aerospace).

The validation of the ES has been carried out on based on
a project where its documentation is public, so this allows
for the repeatability of the results. A second validation was
carried out, taking three private projects as reference docu-
mentation.

The documentation repository of the first validation is
based on public documentation of a project based on the
development of the DO-178B [86], which allows to test the
Expert system. While it is a project that does not contain
all the information in detail, it is enough to test the Expert
system. The base project has the following documentation:
• Guidance and Control Software Project Data-Volume 1:
Planning Documents [87].

• Guidance and Control Software Project Data-Volume 2:
Development Documents [88].

• Guidance and Control Software Project Data-Volume 3:
Verification Document [89].

• Guidance and Control Software Project Data-Volume
4: Configuration Management and Quality Assurance
Documents [90].

The Guidance and Control Software (GCS) project was the
last in a series of software reliability studies conducted at
Langley Research Center between 1977 and 1994 [87]–[90].
Some of the software components used as part of the GCS
project were developed to be compliant with the RTCA/
DO-178B software standard [86].

This project is a good candidate to be evaluated with
our ES. This exercise also gives the possibility to check that
specific points of a system based on an older version of the
standard can be improved tomigrate them to the latest version
of the standard. This Project only allows to validate the part
of the ES based on the DO-178C [2].

As in the verification activities, the validation of the system
was carried out by people different (above mentioned) to
those who built it, guaranteeing a degree of independence and
objectivity.

A confusion matrix has been used to describe the perfor-
mance of the ES based on the test data for which the positive
(i.e. true) values are known [91]. The basic attributes of a con-
fusionmatrix are true positives, true negatives, false positives,
and false negatives, respectively. Classification accuracy, sen-
sitivity, specificity, positive predictive value and negative
predictive value can be defined by using the elements of the
confusion matrix as:
• Accuracy = (TP+TN)/(TN+TP+FN+FP)
• Positive predictive value = TP/(TP+FP)
• Negative predictive value = TN/(FN+TN)
• Sensitivity = TP/(TP+FN)
• Specificity = TN/(FP+TN)

True positive (TP): An Activity/objective, precondition or
transition criteria marked as ‘‘Yes’’ is displayed as ‘‘Yes’’ in
the validation Screen process and Dashboard, and all items
applicable and the output report process are ‘‘right’’ in the
Expert System.
True negative (TN):An Activity/objective, precondition or
transition criteria marked as ‘‘No’’ is displayed as ‘‘No’’ in
the validation Screen process and Dashboard, and all items
applicable and the output report process are ‘‘right’’ in the
Expert System.
False positive (FP): An Activity/objective, precondition or
transition criteria marked as ‘‘No’’ is displayed as ‘‘Yes’’ in
the validation Screen process and Dashboard, and all items
applicable and the output report process are ‘‘not right’’ in
the Expert System.
False negative (FN): An Activity/objective, precondition or
transition criteria marked as ‘‘Yes’’ is displayed as ‘‘No’’ in
the validation Screen process and Dashboard, and all items
applicable and the output report process are ‘‘not right’’ in
the Expert System.
Table 4 and 5 show the evolution of the confusion matrix

from the first set of tests until the last set of tests performed.
Between the first and last test, the ES has been improved after
introducing the modification to fix errors in the rules.
• Classif. accuracy (%) = 79,37%
• Sensitivity (%) = 82,45%
• Specificity (%) = 59,00%
• Positive predictive value (%) = 93,00%
• Negative predictive value (%) = 33,71%
• Classif. accuracy (%) = 100%
• Sensitivity (%) = 100%
• Specificity (%) = 100%
• Positive predictive value (%) = 100%
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TABLE 4. Confusion matrix with the value for every measure – First set of
tests.

TABLE 5. Confusion matrix with the value for every measure – After 6 set
of tests.

• Negative predictive value (%) = 100%
The measured parameters correspond to how the system

evaluates the different input conditions, such as precon-
ditions, objectives/activities, transition criteria and outputs,
being the total of elements evaluated.

Once all the improvements have been made, our system
achieves 100% accuracy on a set of 761 input and output
parameters. Sensitivity has a high value, which denotes the
system’s ability to correctly perform the ratio of Objec-
tives/activities, preconditions, transition criteria and items.
In the first test, the specificity had a lower value. This can be
explained by the fact that our system contained some errors
in the rule set, and once corrected this value is increased.
An important measure for our system is the true predictive
value. With a value of 100% is a very promising result.

The results show that in the first validations, the system
included some errors that after several improvements and
tests were corrected obtaining the expected results.

Table 6 shows the obtained results when used for eval-
uating the standard DO-178C. As indicated above, the
ES has been tested by two types of users: the first (expert) has
evaluated a set of tests without using the ES and the second
tester (with no expertise in standards) has evaluated the same
case using the ES.

The users evaluated all the established processes assuming
the required role in each case; development, verification,
validation or quality. In the process of manual validation,
the user refers to the standard to select what objectives and
activities were necessary to comply with the proposed DAL.
TableAnnexA [2]. This information in detail is obtained from
chapters 4 to 9. The same happened with the items where the
user must refer to chapter 11 to establish the correct content
that these items should have. When using the ES, all this

TABLE 6. Validation results with ES-DO-178C (Particular case to validate
ES with the selection of DAL A).

process is automatic because all these data are automatically
selected by the system once DAL is selected.

The same thing happens with the selection of the check-
lists. During manual validation, the user must select the most
appropriate set of checklists for each process, while that is
automatic with the ES. In this case, the user experience is
more important for manual validation than with the use of
the ES. In both cases, the same preconditions were chosen.
During the manual validation, the user must establish how
they influenced the objectives, activities and items. Again,
it is automatic with the ES.

Once these points were determined, the evaluation of each
objective and activity was donemanually in both cases.While
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in the manual validation process the results were registered in
an Excel file, with the SE a drop-down menu allows selecting
if the associated checklists have satisfactory results (Yes),
unsatisfactory (No) or they were not applicable (N/A) by
default. Once each test case was evaluated, it was necessary
during the manual validation to make the final verification of
how many objectives and activities were fulfilled while it is
automatic with the ES.

We can observe that the manual validation has overlooked
some objectives and activities, and therefore the correspond-
ing checklists have not been used. In the case of the test
with the ES, we also detected a case where a specific output
was not evaluated. It was later confirmed that the reason was
an error in coding rules (once solved, it showed the correct
output).

Another finding was that the activities were more disaggre-
gated into sub-activities when using the ES, so it was easier
to evaluate them but showing a greater set of activities. It was
decided to show the set of activities without breaking them
down in order to keep comparable the results of bothmethods.
Apart from this, it is observed that the outputs shown by the
test with the ES are the expected ones when compared with
themanual test. The selection of objectives also shows correct
results.

Table 7 shows an example of the total of the processes,
checklists, preconditions, transition criteria and rules used for
the case of the standard DO-178C.

Regarding the perception of satisfaction, usability and
accessibility of the SE, the opinion was collected from other
additional ten users (experts and no experts in the field) with
a questionnaire with a 5-point Likert scale for responses [92].
The following questions have been performed:

Q1 Degree of satisfaction with the application
Q2 Degree of efficiency provided by the application
Q3 Overall assessment of the application
Q4Degree of the application facilitates the use, control and

management of the processes.
Q5 In the use of SE applications, you consider that these

applications make work easier and motivate.
Q6 Usability: Interoperability with the interface.
Q7 Usability: Transitions between different screens and

ordered control system has been valued.
Q8 Degree of accessibility of information.
Q9 Data entry and validation of the system
And Table 8 represents the questions and results obtained.
The degree of satisfaction with the application reached 4.4,

the degree of efficiency provided by the application
scored 4.7 and the overall assessment of the applica-
tion was 4.7. The question on the usefulness of the pro-
posed ES to facilitate the use, control and management of
processes reached 4.8. The general perception of the ES as
a system which makes easier the work and motivates the
users reached 4.6. We also included two questions referred
to usability: average score for the operabilityy of interface
was 4.3, while transitions among the different screens
reached a value of 4.8. Finally, questions on accessibility of

TABLE 7. ES Parameters for DO-178C (Particular case to validate ES with
the selection of DAL A).

TABLE 8. ES perception of satisfaction, usability and accessibility.

information scored 4.7 and the system data entry and valida-
tion averaged 4.4.

The people who have answered the questionnaire, have
varied profiles ranging from computer developers, engineer-
ing students in computer science, with experience ranging
from 1-10 years, in the development of computer appli-
cations. In general, the opinion of the ten users of the
ES was positive in all the quality aspects covered by our
questionnaire.
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D. EXPERIMENTAL/USECASE VALIDATION
The selected use cases are based on the evaluation of the two
Data Items that are part of the Software Planning process for
the DO-178C standard:

SW Requirements Standards.
SW Design Standards.
The objectives/activities related to the process correspond-

ing to the SW Planning Process have been evaluated through
the ES with specific focus on these two Data items.

The available project documentation is the input. The
Guidance and Control Software Project Data-Volume 1: Plan-
ning Document [87] describes the content and scope of devel-
opment standards in this case. Where necessary, the evaluator
has made use of another available project information docu-
ments [88]– [90].

A DALA has been selected as a system precondition. Each
of the objectives/activities applied to these two data items
and the transition criteria defined for these data items have
been evaluated. Each of these two use cases was then checked
manually without using the SE leading to conclusions when
comparing both results. The examples of use case to validate
the Expert System are shown in the Appendix.

Table 9 shows the activities, objectives and checklists used
in to validate these two use cases. As can be observed,
the results in both cases are identical, both in the use of the
SE and in the non-use of the SE. The only difference shown
is that in the case of the use of the SE the information that the
user had to check has been shown automatically, while in the
case of the non-use of the SE, this process has been slower.

TABLE 9. ES experimental use case DO-178C - DAL A.

The results show that one of the objectives has given a
negative result in its review (4.1.e, safety related). This is
justified because the project itself indicates that it is not
covered. It is therefore an expected result.

VI. CONCLUSION
This paper presents an ES based on rules that facilitates the
work of checking compliance to standards DO-178C and
DO-278A for development projects in the area of critical
systems. This system allows users with a little experience
in the field of standards and process management to check
compliance problems, which normally would require a highly

qualified and experienced specialist, while also enabling
these non-expert users to improve their skills in the area.

Following the proposed methodology, the problem has
been identified as the difficulty of using specific standards in
the software development of complex system focused or air-
borne and ground systems. It is suggested that ES represent a
very convenientmethod to facilitate this work aswe consulted
literature, which frames the relevance of ES in the context
of Critical Systems, applicable in several varied domains.
Due to the fact that the standards to be taken as a basis for
this ES do not define a specific life cycle, we studied other
similar standards with some common aspects, such as the use
of critical levels, compliance with requirements, objectives,
activities, etc. All of them are somehow based on the use
of the processes. Once the common parts of these standards
have been analysed, we introduced the concepts to model a
life cycle. We developed an ES of generic application, which
allows the evaluation of different life cycles for different
standards, which configuration is made through some con-
figuration files to customize its behaviour. The ES has been
customized for the specific use of the standard DO-178C
and DO-278A, thanks to the adaptation through this type of
configuration files.

We proposed a method to evaluate software development
processes based on the standards DO-178C and DO-278A,
without depending on a specific life cycle. This method has
generated process units, which interact with each other and
can be adapted to any life cycle. There is a proposed frame-
work where all the processes, outputs, inputs and dependen-
cies between them are identified.

Results collected during validation confirm the perception
of users that our ES facilitates the use and the associated
learning of these standards. The compliance check work
made by a technical user with the ES and by an expert
without the ES gave similar results (once fixed one error
found out during the process) but getting outcome was faster
and required less effort with the ES. This happens because
the user needs to identify the objectives, activities, items and
selection of a set of checklists when using themanual method,
with a considerable investment of time; with the ES, this is
automatic and immediate. This increment of time and effort
is higher in the manual method if the user is not an expert,
while there is no difference with the automatic procedure of
the ES.

The opinion of users expressed through the questionnaire
clearly confirmed that they perceived ES as efficient and
satisfactory. Also, usability is confirmed by users and they
consider the ES as a helpful tool for the evaluation of standard
compliance in development projects. All these data suggest
that our ES is useful for facilitating the control, management
and verification of development processes based on these
standards without the assistance of one of the scarce experts
in the area thus helping to solve the problems, which inspire
our work.

Our research focuses on modelling all processes related
to the standard under study (DO-178C and DO-278A), but
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no limiting the future use in other standards. We propose a
method of knowledge extraction, which could be valid for
other similar standards. And finally, we have developed an
intelligent resource (ES) that can be used not only by these
standards but other similar ones through minimal configura-
tion. This is one of the main contributions of this research.

One important point is that the results produced by this ES
should not be taken as a final decision since all processes and
evidences associated to compliance to these standards shall
be accepted by the Approval or Certification Authority. This
process facilitates generating all the compliance evidences to
verify that the system is certifiable/approvable. Subsequently,
the corresponding Authority will certify/approve the system
through a Certification/Approval process. The Authority will
decide if it is necessary to add more evidences, to add more
objectives or feedback to the system with direct observation
referred to the provided evidences.

VII. FUTURE WORKS
The connection of the ES to the opportunity of also serving to
help users to learn more on the standards and the processes is
one promising area of work we are already working on: e.g.
incorporation of Intelligent Tutoring System (ITS) learning
modules, which would allow the user to access real-time
tutoring functionality.

However, there is still obvious room for improvement of
the system. One is the graphical user interface, which could
be improved in new versions for better user experience. As the
generation of this specific ES is based on a generic ES struc-
ture, it is also possible to adapt to new standards in a fast
and efficient way through configuration files. Although the
scope of this work is limited to the application of specific
standards, its flexibility allows further adaptation to other
standards, which work with the same structure: criticality
levels, evaluation by processes, etc. For example, the ES can
be improved with the addition of supplements like DO-330,
DO-331, DO332 and DO-333. Its area of application is more
specific and depend on the development techniques applied
to the project, but we are already working in this addition to
complete it in the near future.

APPENDIX
This section includes two use cases as examples in the vali-
dation of the ES. Next, we show the checklists for each Data
Item that the ES proposes for evaluation of compliance.
Software Requirements Standards:
For this data item, the following objectives and activities

have been checked:
• DO-178C - 4.1.e: Are the Software Requirements Stan-
dards defined?
According to Appendix B, Section B.2, page B-5: Yes,
the Software Requirements Standards are defined.

• DO-178C - 4.1.e: Are the Software Requirements Stan-
dards consistent with the system’s safety objectives?
According to Appendix B, Section B.2, page B-5: No,
for the GCS project there is no system safety assessment,
therefore this objective cannot be checked.

• DO-178C - 4.5.a : Does the Software Requirements
Standards meet the definition in section 11.6?
Yes, this activity has been checked in the checklists.

• DO-178C - 4.5.b: Does the Software Requirements
Standards allow the Software requirements to be uni-
formly defined?
According to Appendix B, Section B.2.2, page B-7: Yes,
these standards allow define the Software requirements.
They are precise, and verifiable as possible.

• DO-178C - 4.5.c: Does the Software Requirements
Standards prevent the use of constructions or meth-
ods that may produce outputs that cannot be verified
or are not compatible with safety-related requirements
(safety)?
According to Appendix B, Section B.2, page B-5: No,
there is no system safety assessment, therefore this activ-
ity cannot be.

• DO-178C - 11.6.a: Does the Software Requirements
Standards include the methods to be used to develop
Software requirements, such as structured methods?
According to Appendix B, Section B.2, page B-5: Yes,
Engineers used a version of the structured analysis for
real-time system specification methodology. In general,
the structured analysis method is based on a hierarchical
approach to defining functional modules and the associ-
ated data and control flows.

• DO-178C - 11.6.b: Does the Software Requirements
Standards include notations to be used to express needs,
such as data flow diagrams and formal specification
languages?
According to Appendix B, Section B.2.1, page B-6: Yes,
the specification document includes data context and
flow diagrams, control and context flow diagrams, and
process and control descriptions.

• DO-178C - 11.6.c: Does the Software Requirements
Standards include limitations on the use of tools to
develop requirements?
According to Appendix B, Section B.2.1, page B-6: Yes,
no constraints were placed on the use of requirements
development tools.

• DO-178C -11.6.f: Does the Software Requirements
Standards include the methods to be used to provide
derived requirements from system processes?
According to Appendix B, Section B.2.3, page B-8: Yes,
this section includes some specific methods to provided
Derived requirements.
Software Design Standards:
For this data item, the followingObjectives and activities
have been checked:

• DO-178C - 4.1.e: Are the Software Design Standards
defined?
According to Appendix B, Section B.3, page B: Yes, the
design of a GCS implementation should be developed
using the structured analysis and design methods.

• DO-178C - 4.1.e: Is the Software Design Standards
consistent with the system’s safety objectives?
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According to Appendix B, Section B.2, page B-5: Yes,
the Software Requirements Standards are defined.

• DO-178C - 4.5.a: Does the Software Design Standards
meet the definition in section 11.7?
Yes, this activity has been checked in the checklists.

• DO-178C - 4.5.b: Does the Software Design Standards
allow requirements to be uniformly defined?
According to Appendix B, Section B.3, page B-8: Yes,
these Standards enable uniform design in the software
implementations.

• DO-178C - 4.5.c: Does the Software Design Standards
avoid the use of constructions or methods that may
produce outputs that cannot be verified or are not com-
patible with safety requirements?
According to Appendix B, Section B.2, page B-5: No,
there is no system safety assessment, therefore this activ-
ity cannot be checked.

• DO-178C - 11.7.a:Does the Software Design Standards
include a description of the design methods to be used?
According to Appendix B, Section B.3.1, page B-9: Yes;
the design of a GCS implementation should be devel-
oped using the structured analysis and design methods.

• DO-178C - 11.7.b:Does the Software Design Standards
include a naming convention to be used?
According to Appendix B, Section B.3.1, page B-10:
Yes, In addition, no other design standards have
been defined regarding naming conventions, scheduling,
global data, or exception handling beyond those require-
ments set forth in the GCS specification.

• DO-178C - 11.7.c: Does the Software Design Stan-
dards include conditions imposed on permitted design
methods?
According to Appendix B, Section B.3.1, page B −10
Yes, Although no constraints in terms of project stan-
dards have been placed on the use of event-driven archi-
tectures, dynamic tasking, and re-entry, the use of such
methods in a GCS design should be discussed and the
rationale for their use clearly explained in the design
documentation. Further, no formal constraints have been
placed on the use of recursion, dynamic objects, data
aliases and compacted expressions.

• DO-178C - 11.7.d:Does the Software Design Standards
include limitations on the use of design tools?
According to Appendix B, Section B.3.1, page B-9:
Yes, the designer is required to use the Computer Aided
Software Engineering (CASE) tool (Teamwork). In this
section a set of limitations are included.

• DO-178C - 11.7.e:Does the Software Design Standards
include design limitations?
According to Appendix B, Section B.3.1, page
B-10: Yes, Further, no formal constraints have been
placed on the use of recursion, dynamic objects,
data aliases and compacted expressions. However,
as stated above, the use of such techniques should
be clearly discussed and justified in the design
documentation.

• DO-178C - 11.7.f: Does the Software Design Standards
include complexity restrictions?
According to Appendix B, Section B.3.1, page B-9: Yes,
No restrictions have been issued on the complexity of
the design, such as limiting the number of nested calls
or entry and exit points in the code components.
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