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ABSTRACT With the wide application of cloud computing technology, the services provided by cloud
systems have become increasingly diverse, thus these systems are required to solve tasks of high variety
and complexity, with a tremendously extensive amount of task data involved. That is why reasonable
scheduling system resources are particularly important in cloud computing research. In this paper, a cloud
computing system needs to take into account a wider range of cloud service resource types and collabo-
rative optimization scheduling issues in order to solve the tasks at hand. Firstly, a new adaptive genetic
algorithm (NAGA) was proposed. By improving the crossover mutation genetic operator, the algorithm was
able to save excellent individuals as much as possible, enhance the algorithm’s optimization ability, and
greatly reduce the probability of the algorithm falling into the local optimal solution. Secondly, focusing on
the main factors affecting service quality, such as task completion time, system load, and network bandwidth,
an upgraded fitness operator method for the cloud resource collaborative optimization scheduling problem
is set forth. Finally, an algorithm of cloud service resources based on an improved genetic algorithm (OSIG)
is proposed. Experiments on the CloudSim cloud computing simulation platform demonstrate that the OSIG
algorithm proposed in this paper can effectively optimize the resource scheduling strategy, shorten the task
completion time, facilitate the system load balancing, and boost the system’s service quality. The theoretical

analysis was consistent with the experimental results.

INDEX TERMS Cloud computing, resource scheduling, genetic algorithm, quality of service.

I. INTRODUCTION

Given the progressively rising amount of digital resources
being deployed in cloud systems, the corresponding resource
optimization scheduling mechanism has become a key tech-
nology that restricts its further promotion. Aiming to fulfill
the need for the cloud computing system to take into account
a wider range of cloud service resource types and collabo-
rative optimization scheduling, study the security, reliability
and scalability of cloud computing architectures, manage-
ment mechanisms, and cloud service resources that can carry
more resource models, the modeling method, collaborative
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optimization of cloud service resources, and dynamic opti-
mization scheduling algorithm of cloud resources, etc. have
become the center of interest in current research projects.
Improving the utilization rate of computing resources,
enabling tasks to be completed in a shorter time, reducing the
response time of cloud computing services, and improving
the quality of services are the main goals of cloud comput-
ing resource scheduling which are mainly accomplished by
reasonably allocating tasks to different computing resources.

Due to the principle of pay-as-you-go for cloud platforms,
users hope that their computing tasks can be completed in
less time, while enabling their storage data to occupy as
little space as possible. Meanwhile cloud computing platform
operators hope to use less computing resources to solve more
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users’ computing and storage tasks [1]. By assigning comput-
ing tasks of different users to different computing resources
in a scientific and reasonable manner, computing resources
with a strong computing power are capable of completing
more tasks [2]. An efficient resource scheduling strategy can
not only reduce the users’ task completion time, but also
allow for a rational consumption of the operator’s resources,
thus avoiding wastage of the computing resources [3]. As an
NP problem, cloud resource scheduling can be solved by
heuristic algorithm search [4].

This paper’s main contributions are as follows:
(1) To improve the adaptive crossover and mutation oper-
ators in genetic algorithms, a new adaptive genetic algo-
rithm (NAGA) is proposed. (2) Regarding the cloud resource
cooperative optimization scheduling problem, this paper
takes the task execution time, computing resource load and
task transmission time as the bases to evaluate the individual
population, and puts forward an improved method of fitness
operator for the cloud resource cooperative optimization
scheduling problem. (3) Considering the quality of service
of the system, a cloud service resource cooperative optimal
scheduling algorithm (OSIG) based on an enhanced genetic
algorithm is proposed.

Il. RELATED WORK

Reasonable allocation of computing resources has become
the key to solving resource scheduling problems. Many schol-
ars at home and abroad have applied intelligent optimization
algorithms to cloud resource scheduling. Among them, Agar-
wal and Srivastava [5] implemented the particle swarm opti-
mization (PSO) method to improve cloud computing resource
scheduling strategies, reduce task completion time, and ame-
liorate service quality. The advantage of this method is that
it has a strong global search ability and a fast convergence
speed. Its principal disadvantage is that the PSO algorithm is
easily falls into local optimality, and the model uses a single
target as index for scheduling evaluation, and fails to consider
the impact of other factors on the cloud resource schedul-
ing results in many ways. Zhou et al. [6] comprehensively
considered the impact of processor execution time and trans-
mission time on cloud platform performance, notions they
integrated in their new cloud computing energy consumption
model, and based on this model, proposed a dynamic adjust-
ment of inertia weight based on the number of iterations.
The task scheduling optimization algorithm (M-PSO) is used
to optimize the PSO’s problems of local optimization and
slow convergence speed. Similarly, Jacob and Pradeep [7]
proposed a particle swarm optimization algorithm (RTPSO)
based on the data locality adjustment function to solve the
weight distribution problem of the particle swarm optimiza-
tion algorithm. In order to reduce the RTPSO’s tendency
of falling into the local optimal situation, the RTPSO was
combined with the bat algorithm (BA), and a new optimiza-
tion algorithm RTPSO-B was generated. Valarmathi et al. 8]
combined the cuckoo algorithm (CS) with the particle
swarm optimization algorithm (PSO), resulting in a new
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intelligent optimization algorithm (CPSO). The combination
of the two algorithms improved the overall population con-
vergence rate and made the algorithm easy to implement.
Mansouri et al. [9] established a hybrid cloud task schedul-
ing algorithm known as FMPSO, which is based on the
combination of fuzzy systems, and improved the particle
swarm optimization algorithm using crossover and mutation
operators to solve the PSO’s local optimization problem.
Kunhambu et al. [10] first screened the service application
hierarchical clustering algorithm, and then used the PSO
algorithm for processing, thereby ameliorating the efficiency
of the PSO algorithm. Considering the different influences of
various factors in the optimization process, Panwar et al. [11]
built the TOPSIS-PSO, a cloud computing resource schedul-
ing algorithm based on a combination of TOPSIS and PSO.
This scheduling method uses the TOPSIS algorithm to com-
prehensively evaluate the execution time, completion time
and transmission time of the scheduling strategy solved by the
PSO, so as to solve the multi-objective scheduling problem in
the cloud environment.

Genetic algorithm, as a heuristic strategy optimization
algorithm, has captivated the attention of research schol-
ars worldwide, and it has also been widely used in the
research of cloud computing task scheduling strategies.
Vijay et al. [12]-[14] put forward a multi-objective cloud
resource optimization scheduling algorithm based on genetic
algorithm (SGA), which takes task completion time and
transmission time as excellent evaluation bases for scheduling
strategies to minimize the task completion time and trans-
mission time, define the fitness operator as the optimiza-
tion purpose, and prove the effectiveness of the algorithm
through simulation experiments. Zheng et al. [15] proposed
a resource management framework (RPMGA-RMF) based
on the combination of resource prediction and a multi-
objective optimization genetic algorithm, thus introducing a
multi-objective genetic algorithm (GA) based on the hybrid
group coding algorithm to optimize the task scheduling strat-
egy, So as to achieve the adaptive and optimized configuration
management of resources. Yiqiu and Junwei [16] presented
an adaptive genetic algorithm based on binary coding chro-
mosomes on the basis of adaptive genetic algorithm, and
applied the algorithm to cloud computing task scheduling,
aiming to shorten the task execution time and reduce the
associated cost, hence proving the effectiveness of the algo-
rithm through experiments. Ye et al. [17] came up with a
cloud computing scheduling optimization model that com-
prehensively considered task execution time and transmission
time, and proposed a hybrid scheduling method based on
the combination of the batch processing strategy and genetic
algorithm based on this model, which also considered tasks.
Priority assignment rules can effectively solve the instance-
intensive workflow scheduling problem in a private cloud
environment.

At the same time, a gradually growing number of intel-
ligent optimization algorithms have also been applied to
cloud computing resource scheduling. Sha ef al. [18], [19]
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suggested that discrete bacterial foraging algorithms could be
applied to cloud computing resource scheduling to improve
the resource’s performance, consumption and migration
count. Kimpan and Kruekaew [20] combined the artificial bee
colony intelligent optimization algorithm with the heuristic
scheduling algorithm, and proposed an artificial bee colony
heuristic scheduling algorithm (HABC), which comprehen-
sively considers the execution time and load balancing factors
for cloud platform performance Impact, applicable to cloud
computing virtual machine resource scheduling in heteroge-
neous environments. In order to enhance the efficiency of
cloud data center resource utilization, Barlaskar et al. [21]
proposed an enhanced cuckoo search algorithm (ECS) and
verified the effectiveness of the proposed algorithm through
the Cloudsim simulation platform. Kumar er al. [22] released
a new load scheduling technology, namely the hybrid genetic
gravity search algorithm (HG-GSA), to reduce the execu-
tion and transmission costs. This technology is essentially
based on the hybrid crossover technology and gravity search
algorithm, used to search for particles in the best location
in the search space. Abdel-Basset et al [23] applied Lévy
to the Whale Optimization Algorithm (WOA), proposed an
improved intelligent optimization algorithm ILWOA, and
combined the improved whale optimization algorithm with
bandwidth allocation based on the best-fit strategy. The com-
bination of strategy (BWAP) was used to solve the alloca-
tion problem of cloud system virtual machine bandwidth.
AVS et al. [24] stipulated that the improved Kmeans clus-
tering algorithm could be applied to cloud computing, based
on the task length, task priority, deadline and cost as the influ-
encing factors of task classification, in order to classify tasks
and virtual machines, thereby improving the performance and
efficiency of cloud computing. Xingjun et al. [25] designed a
task scheduling algorithm based on Gray Wolf Optimization
Algorithm (GWO), and aimed at reducing the response time
and load, in order to achieve multi-objective optimization
based on fuzzy logic.

The combination of multiple optimization algorithms and
the sharing of population information can greatly improve
the algorithm’s iterative efficiency. Yuan et al. [26] com-
bined the probabilistic technique known as simulated anneal-
ing with particle swarm optimization to produce a new
spatio-temporal task scheduling algorithm (STTS), which
minimizes task delay and energy cost as optimization goals,
and effectively schedules tasks to achieve Meet delay require-
ments while minimizing energy costs. Ghahramani et al. [27]
analyzed the technology related to resource allocation in the
cloud environment and divided them according to the type
of function in order to better understand the Qos problem.
Abdullahi et al. [28] proposed a chaos symbiotic biological
search (CMSOS) algorithm for solving multi-objective large-
scale task scheduling optimization problems in IaaS cloud
computing, using the chaos optimization strategy to gener-
ate the initial population, and the sequence components are
replaced by chaotic sequences to increase the diversity among
groups by randomizing the SOS phase.
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TABLE 1. Cloud computing resource scheduling algorithm comparison.

References Methodology Advantages Disadvantages
[5] Cloud resource -Fast -Single goal
scheduling convergence optimization
algorithm based  -Strong global
on particle search ability
swarm
optimization
algorithm
[71 Cloud resource ‘Multi-objective  -High operating
scheduling optimization cost
algorithm based  -Strong search
on particle ability
swarm ‘Fast
optimization convergence
and cuckoo
optimization
[8] Cloud resource -Strong search -High operating
scheduling ability cost
algorithm based  -Fast -High time
on improved convergence complexity
particle swarm -Multi-objective
and bat optimization
algorithm
[11] Multi-objective  -Multi-objective ~ -Easy to fall into
cloud optimization the local
computing -Strong global optimum
resource search ability
scheduling -Multi-factor
algorithm based ~ comprehensive
on particle evaluation
swarm
approaching
ideal solution
ranking method
[12] Multi-objective ~ -Multi-objective ~ -Easy to fall into
cloud resource optimization the local
scheduling -Strong search optimum
algorithm based  ability -High time
on genetic  -The algorithm complexity
algorithm is easy to
implement
[23] Cloud resource  -Strong search -Single goal
scheduling ability optimization
algorithm based  -Multi-objective
on the optimization
combination of
Lévy and whale
optimization
algorithm
[24] Cloud resource -Considering -Allocation
scheduling multiple factors strategy is not as
algorithm based  -Operating cost good as
on improved bottom intelligent
Kmeans -The algorithm optimization
clustering is easy to algorithm
algorithm implement

IIl. PROBLEM DESCRIPTION AND THEORETICAL BASIS
A. PROBLEM DESCRIPTION

The cloud computing system is composed of thousands of
computing nodes. The storage capacity, data transmission
rate, and computing speed of each cloud node are different.
A reasonable scheduling strategy is the key to integrating the
overall system resources. Moreover, determining the alloca-
tion between user tasks and cloud service resources is the
main issue encinctured in resource optimization scheduling
within cloud systems. On the one hand, the computing speed
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of available computing nodes limits the ability of the nodes
to perform tasks. On the other hand, the bandwidth load of
the nodes has an important impact on the transmission of
computing tasks, and even leads to prolonged response time,
reduced service quality of the cloud platform, and also blindly
expands the bandwidth, resulting in a phenomenon whereby
the service cost of the cloud platform is too high. This article
considers coordinating the optimization of system computing
resources and the load of system service resources while
satisfying user service requests, so that in the case of multiple
concurrent tasks and large workloads in the cloud platform,
the system can still explore a better resource allocation pro-
gram to improve the system’s service quality, enhance the
user’s experience, and ensure the availability and reliability
of the cloud platform.

Due to the uneven quality and performance of nodes in
cloud computing, in order to ensure the quality of service and
service cost, the main problems studied in this paper include:
(1) How to improve the algorithm’s solution performance.
(2) How to maintain the load balance of nodes in cloud
computing systems and reduce the completion time of tasks.
(3) How to integrate algorithm optimization parameters to
diminish the service-related costs while improving the service
quality and other issues.

B. CLOUD COMPUTING SYSTEM RESOURCE SCHEDULING
MODEL

The cloud computing system resource scheduling process is
illustrated in Figure 1.

User

| User 1 | | User 2 | | User 3 | | | ‘ UserN ‘
Task Quene

‘Taskl ‘ |Task2| |Task3|| | ‘Taskl\"
Resource Scheduling Platform

' Task Publishing l[ Task Scheduling H Status Monitoring ]l Log collection

11 11

Abstract Resource Management Platform

oo (ool (oo (oo
Ol | glgl | gloal | aod

Node 1 Node 2 Node N

FIGURE 1. Cloud computing system resource scheduling process.
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The scheduling model of the cloud computing sys-
tem can be simply described as the first-level mapping
relationship §1 = {T,V,f1}, where T = {T1,T», ..., Tm}
represents a set of m tasks. Whereas V = {V1, Vo, ..., V;,}
represents the set of n virtual machines corresponding to the
task list one by one, and fi stands for the mapping relation-
ship between tasks and virtual machines. The second level
mapping relationship can be expressed as S = {V,H, >},
where H = {H, H»,..., Hc} symbolizes a set of k physical
machines, and f> is the mapping relationship between virtual
machines and physical machines.

Among them, the task execution time (ET) is expressed
as ET = max{VT}, where VT = {VTy, VT,,..., VT, } indi-
cates the execution time set of n virtual machines; the task
transmission time (77) is presented as 7T = max{VMTT},
where VMTT = {VMTT,, VMTT>,..., VMTT,} represents the
time taken for n virtual tasks to complete the transmission
of the assigned tasks. Load signifies the load of the cloud
computing system, Load = sum{Load;, Load,,..., Load,},
where Load; stands for the load of each virtual machine.
Therefore, the resource scheduling model for the cloud com-
puting system can be simplified to equation (1), where ¢; is
the weight coefficient.

minf(x) =c1-(ET +TT) + ¢> - Load
cr,c3 >0 @))
cir+c=1

C. THEORETICAL BASIS

Based on the Simple Genetic Algorithm (SGA), Srinvas and
Patnaik [29] improved the cross mutation operator and came
forth with an Adaptive Genetic Algorithm (AGA) to adap-
tively adjust the probability of individual crossover and muta-
tion, as well as to optimize the algorithm’s solving ability.

1) GENE CODING AND FITNESS FUNCTION
Gene coding basically consists of identifying different solu-
tions in the problem to be optimized, arrange them in a special
way, and merge them in the form of character strings. The
sequence of character strings formed by each solution is
regarded as a chromosome. The main encoding methods in
genetic algorithms are binary encoding, floating point encod-
ing, and symbol encoding [30]. Due to the characteristics
of the number of tasks and the large number of computing
resources in cloud computing resource scheduling, the use
of binary encoding would make the encoding too long, and
encoding and decoding are more complicated during the
evolution process. As a result, this article uses floating point
encoding to encode individual populations. The encoding
process is as follows:

(1) Task; randomly assigns a virtual machine computing
resource VM to each computing task.

(2) The queue of virtual machine computing resource num-
bers allocated by all tasks is considered as a chromosome, that
is, a population individual.
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Figure 2 is an example of chromosome coding, the length
of the chromosome is the total number of user tasks, whilst
the value range of the genes in the chromosome is the number
interval of the virtual machine, and the coding of each gene
position in the chromosome is the virtual machine number
assigned to the task corresponding to the sequence number.
The chromosome in Figure. 2 depicts that tasks 7 and Ty are
assigned to the virtual machine VM| for processing, whereas
task 7> is processed by the virtual machine VM5, and task 73
is processed by the virtual machine VM.

T, T, T Ty

1 2 0 1

. 4
O O O

VM, VM, VM,

FIGURE 2. Examples of chromosome encoding and decoding.

The fitness function is an adequate standard to judge the
individual. The fitness function determines the performance
of the algorithm to a great extent. It is often designed accord-
ing to the objective function to solve the problem. The eval-
uation of individual fitness is generally divided into three
processes: decoding the encoded individual to obtain the
representation; calculating the individual objective function
through the representation; calculating the individual fitness
value based on the optimization problem and the objective
function.

2) INDIVIDUAL SELECTION

The process of individual selection in genetic algorithm is the
simulation of natural selection, promoting the preservation of
excellent individuals and the elimination of poor individuals.
There are many ways to carry out the process, among which
Roulette is the most commonly used method, and the calcu-
lation is as follows (2):

F;

= popSize
Zi:l i

where P; is the probability that the individual is selected,
popSize is the number of individuals in the population, and
F; is the individual fitness value.

@

3) ADAPTIVE CROSSOVER MUTATION OPERATOR
In genetic algorithm, the crossover process refers to the sim-
ulation of the biological sexual reproduction process, and it
is the main way of gene recombination [31]. The crossover
modes include: single point crossover, double point crossover
and multi-point crossover. The single point crossover mode is
displayed in Figure 3.

Mutation operation describes the process of gene mutation
in the local or individual position of chromosomes during

150882

I

Before crossing
T Intersection

A~ [ I

After crossover
B |
Intersection

FIGURE 3. Single point crossing operation.

™

biological evolution or reproduction. The AGA improves the
original equal probability crossover mutation operator and
introduces an adaptive crossover mutation operator, as delin-
eated in formula (3) and (4).

(fmax - ’
P. = fmax favg ' (f Zfa\)g) (3)
ka, ' < favg)
(fmax =)
P, = fmax favg Yy zfavg) )
kq, (f < favg)

In the above equations, P, and Py, are the population
crossing rate and variation rate respectively, k; is a constant
between O and 1, f,,, represents the individual with the
highest fitness in the current population, f’ is the maximum
fitness value in the two individuals to be crossed, fuy, is the
average fitness of the current population, and f represents the
fitness value of the individuals to be varied.

IV. ALGORITHM DESIGN AND OPTIMIZATION

A. BASIC IDEA BEHIND THE ALGORITHM DESIGN
Improvement of the AGA enables individuals with different
fitness values to adaptively adjust the probability of crossover
and mutation, which is conducive to improving the fair-
ness of population evolution and improving the algorithm’s
optimization ability. The variations in the crossover rate
and mutation rate are presented in Figure 4 and Figure 5,
respectively.

In the process of crossover and mutation, for individuals
with high fitness value, the probability of crossover and
mutation is reduced, so that the excellent genes are retained.
In contrast, for individuals with low fitness value, the prob-
ability of crossover and mutation is increased, so that they
can explore better gene sequences to a greater extent. Despite
the fact that the AGA promotes the evolutionary fairness
of the population, in the iterative evolution process of the
algorithm, the probability that the population individual is
selected is affected by the individual fitness value. The higher
the individual fitness value, the greater the probability of
being selected. According to the AGA’s adaptive cross muta-
tion operator, the probability of cross mutation of the better
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. [
L
favg f ! fmax
FIGURE 4. Trend chart of the crossover rate of AGA algorithm.
Pm A
k
> f

favg f fmax

FIGURE 5. Trend chart of the mutation rate of AGA algorithm.

individual approaches zero, thus limiting the population of
these individuals. The exploration ability of the quality solu-
tion can easily be premature, which makes the final solution
of the algorithm fall into the local optimum. Based on the
above analysis, this paper improves the operator to ensure that
individuals get more reasonable probability of crossover and
mutation, and enhances the algorithm’s overall performance.

B. IMPROVED ADAPTIVE GENETIC ALGORITHM

1) A NEW ADAPTIVE GENETIC ALGORITHM (NAGA)

On the basis of the AGA, a new adaptive genetic algo-
rithm (NAGA) is proposed in this paper. The cross mutation
operator of the new adaptive genetic algorithm is exhibited in
formula (5) and (6).

(f/ _favg) ’

P. = Pemax — (Pemax — Pemin) e — fave s (= favg)

Pemax (f/ < favg)
(f — favg) ©

avg

P, = Pmmax — Pmmax — Pmmin) [ » (f = favg)
Pmmax (f < favg)
(6)

In the above equations, pemax, Pemins Pmmins Pmmax denote
the set maximum cross rate, minimum cross rate, maxi-
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mum variation rate and minimum variation rate, respectively.
Jmax corresponds to the individual with the highest fitness in
the current population, f’ is the maximum fitness value in the
two individuals to be crossed, favg is the mean of the current
population fitness, and f is the fitness value of the individuals
to be varied.

In this paper, the improved crossover mutation operator
boosts the rationality of individual crossover mutation rate,
which does not only ensure the preservation of excellent
individuals, but also enhances the ability of low fitness
individuals to explore the optimal solution, and appropri-
ately increases the probability of crossover mutation of the
better fitted individuals, so as to prevent the population’s
evolution from falling into the local optimal solution. The
probability changes of crossover and mutation are shown
in Figure 6 and Figure 7.

PC A

Pcmnx

Pcmin

A 4

Jave ST

FIGURE 6. NAGA algorithm cross rate trend chart.

Pm A

Pmmax

Pmmin

R
f‘d\'g f fmax

FIGURE 7. NAGA algorithm variation rate trend chart.

v

According to the improved crossover mutation operator,
when the individual fitness value increases, the probability of
crossover mutation decreases, which enables the algorithm to
keep the genes of excellent individuals and make the whole
population evolve to a higher fitness level; at the same time,
when the individual fitness value gathers near the maximum
value, the improved mutation operator can still confer a large
mutation rate to the population, breaking the premature state
of population evolution to ensure the ability of the population
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to explore the optimal solution and optimize the early prob-
lem of the AGA algorithm in later evolution stages. A specific
description of the NAGA is laid down in Table 2.

TABLE 2. NAGA algorithm.

Features New Adaptive Genetic Algorithm
Input: popsize, gmax
Output:popl[j]
1.procedure NAGA
. pop = Initialize individuals
while i<gmax
for j to popsize
fitness(popl[j])
end for
for j to popsize
Constructing roulette based on fitness values
Selection operation based on improved operator
10.  Cross operation based on improved cross operator
11.  if Offspring> Father
12.  Update schedule
13.  endif
14.  Mutation operation based on improved mutation operator
15.  Update schedule
16. end for
17. end while
18. for j to popsize
19. if fit(pop[j])>pop[index]

L NA G AW

20.  index=j
21. endif
22. end for

23. return pop[index]
24.end procedure

2) TIME COMPLEXITY ANALYSIS

The NAGA’s complexity analysis is as follows: suppose that
the total number of individuals in the population is n, and the
maximum evolutionary number of the population is ¢, the task
size is [. From the description of the algorithm in Table 2,
it can be seen that the first loop is the iterative process,
and the number of executions of the loop is the maximum
evolutionary algebra set. In the second loop, individuals of
the population perform crossover and mutation operations in
each iteration. The number of executions of this loop is the
total number of individuals in the population. The third loop is
the exchange of individual’s genes in the crossover operation,
and the number of exchanges is related to the scale of the
problem. It can be seen from this that the time complexity of
the NAGA algorithm is O(t*n*[).

C. IMPROVEMENT OF THE FITNESS OPERATOR

This paper provides an explanation of task completion time
and system load balancing, and takes them as the main basis
of evaluating the resource scheduling effect.

1) TASK COMPLETION TIME

The completion time (CT) is an important factor affecting
the cloud computing’s quality of service. The CT is equal to
the sum of the task execution time (ET) and the task transfer
time (77), as shown in equation (7), while the task execution
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time is shown in equation (8).

CT =ET +1T 7
ET = max(VMtime, VMtime;, - - - ,VMtime,,) ®)

The VMtime; is the total time for the ith computing resource
to complete the assigned tasks. Since cloud computing task
scheduling divides large tasks into numerous small tasks,
so as to run in a distributed way, the task execution time
is the longest execution time in each computing resource.
Calculation of VMtime; is demonstrated in formula (9):

. instructions;
VMtime; = —— ©)]
mips
where instructions; denotes the total number of calcula-
tion instructions allocated to the ith calculation resource.
TransitTime represents the time spent in task transfer, and the
calculation is elicited in equation (10).

TT = max(VMTT |, VMTT >, --- , VMTT,,)  (10)

In equation (10), VMTT; is the time consumed by the
task transfer of the ith computing resource. The total trans-
fer time is the longest transfer time in each computing
resource. Calculation of the transmission time is performed in
equation (11).

VMTT; = =221 (11

The Size; is the total amount of task storage allocated to the
computing resource, DW; is the bandwidth of the computing
resource, and V is the amount of data that can be transmit-
ted per second under a bandwidth of 1m, expressed in the
unit kb/s.

2) VIRTUAL MACHINE LOAD

With the dynamic change of task allocation, virtual machine
load balancing (Load) is the standard to evaluate the balance
degree of computing resource allocation, and it is also a
crucial part of cloud computing resource scheduling. In this
paper, the standard deviation of the completion time of each
computing resource task is used as evaluation basis, and the
calculation method is expressed in equation (12).

i1 VMtime;

1 n . Z
Load = \/; Zl_ (VMtime; — ”

where VMtime; is the time it takes for each computing
resource to complete the tasks it is assigned to.

)2 12)

3) FITNESS OPERATORS FOR CLOUD COMPUTING
RESOURCE SCHEDULING

As the decisive factor for population evolution, fitness func-
tion directly affects the effectiveness of the algorithm. This
paper comprehensively considers the task completion time
(CT) and the computing resource load balancing (Load) in
cloud computing as criteria to judge the quality of task
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scheduling strategies. The fitness function is displayed in
equation (13).
1
F = (13)
c1(ET +TT) + ¢, - Load
In the above eqaution, ET, Load and TT are task execu-
tion time, load balance degree and task transfer time of the
individual solution, respectively. ¢; and ¢, are the weights,
with the value range being 0-1, and their sum being equal
to 1. The setting of their sizes represents the attention to task
completion time, load balancing and task transmission time.
In distributed computing, users’ tasks are evenly divided
into small tasks of the same size, which are allocated to
different computing resources. In other words, the execution
time of user tasks is the time spent by the longest computing
resources to complete the tasks. The load balance (Load)
is the standard deviation of the completion time of each
computing resource task. The smaller the standard deviation,
the more balanced the task allocation, thus avoiding the situa-
tion where individual computing resources get too busy while
other computing resources are idle. User task completion
time represents the service quality of the cloud platform, and
the time spent in task transmission has a great impact on
the overall response time. The fitness operator proposed in
this paper considers this factor comprehensively, and takes
the transmission time as the principal influencing factor in
evaluating the task allocation strategy, which main aim is to
reduce the task completion time and improve the strategy’s
rationality and effectiveness.

D. CLOUD RESOURCE COLLABORATIVE OPTIMIZATION
SCHEDULING ALGORITHM

1) COLLABORATIVE OPTIMIZATION SCHEDULING OF
CLOUD SERVICE RESOURCES BASED ON IMPROVED
GENETIC ALGORITHM(OSIG)

Based on the NAGA and the improved fitness operator,
the OSIG algorithm, a collaborative optimization scheduling
algorithm for cloud resources, is proposed. The improved
fitness operator with respect to the cloud resource collab-
orative optimization scheduling problem is applied to the
NAGA to increase the iteration efficiency of the solution
space optimization capability, while ensuring the superiority
of the scheduling strategy in terms of the task completion
time and load balancing. The OSIG scheduling algorithm is
delineated in Table 3.

2) TIME COMPLEXITY ANALYSIS

The OSIG algorithm is a comprehensive strategy to apply
NAGA algorithm to cloud computing resource scheduling
problem. Suppose the task size is /, the maximum evolution
algebra of the population is ¢, the number of individuals in
the population is n, and the number of virtual machines is m.
In the OSIG algorithm, the first loop is population iteration,
the second loop is to operate on individual population, the
third loop is to calculate the task assigned to each virtual
machine, and the fourth loop is to calculate the execution
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TABLE 3. OSIG scheduling algorithm.

Features Improved cloud computing resource scheduling

Input: CloudLets,Vms

Output: schedule

Parameter: popsize, gmax,cy,c,

1. procedure OSIG

2. schedule = Initialize individuals randomly based on CloudLets and

3. while i<gmax
4. forj to popsize

5. Finding fitness values based on fitness functions

6. end for

7. forj to popsize

8. Constructing roulette based on fitness values

9.  Selection operation based on improved operator
10.  Cross operation based on improved cross operator
11.  if Offspring> Father

12.  Update schedule

13.  endif

14.  Mutation operation based on improved mutation operator
15.  Update schedule

16. end for

17. end while

18. for j to popsize

19.  if fit(j)>index

20.  index=j

21. endif

22. end for

23. return schedule

24. end procedure

time, transmission time and load of each virtual machine
according to the task allocation, and obtain the individual fit-
ness value. Therefore, the time complexity of OSIG algorithm
is O(t*n*m*1).

V. DETERMINATION OF ALGORITHM PARAMETERS

A. ADAPTIVE CROSSOVER MUTATION OPERATOR

In the OSIG algorithm proposed in this paper, the adaptive
cross mutation operator is improved through formula (5) and
formula (6). The parameters pemax > Pemin» Pmmax»> Pmmin, 10 the
operator have an important influence on the entire algorithm.
The role of p. and py, is to ensure the rationality of population
crossover and variation, in such a manner that the offsprings
exhibit a higher level of adaptability, so as to avoid falling
into the local optimal solution. In a word, in the design of
crossover mutation operator, not only the cross mutation rate
of high fitness individuals, but also the cross mutation rate of
low fitness individuals should be considered to break the gene
arrangement and enhance the search ability for the optimal
solution in space.

B. FITNESS OPERATOR
In the fitness operator formula (13), ¢; (0 < ¢; < 1) denotes
the weight of the task execution time and task transmission
time, while ¢; (0 < ¢» < 1) is the weight of the load
balancing, ¢1 + ¢2 = 1.

VI. EXPERIMENTAL ANALYSIS
In order to analyze the effect of the algorithm in cloud
computing resource scheduling, we performed a thorough
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comparison of aforementioned OSIG and PSO [5], SGA [12],
CPSO [7], and RTPSO-B [8] algorithms.

A. ENVIRONMENTAL SETTING

The computer used in the experiment is an Intel (R) core (TM)
17-6500U 16G memory windows 10 notebook computer, with
a JDK version of jdk1.7.0_25, having a 3.2.5 Maven version,
and the CloudSim 4 as cloud computing simulation platform.

B. SETTING OF EXPERIMENTAL PARAMETERS
Table 4 to table 6 portray the configurations of the experi-
ment’s calculation resource and model parameters.

TABLE 4. Data center parameter setting.

Parameter Name Parameter Type Set Value
Data Center Name String DatacenterQ
Host architecture String x86
Operating System String Linux
Virtual Machine Monitor String Xen
Type
Host List List Host
Cost Of Processing Double 1.5
Resources
Memory Usage Fee Double 0.01
Use Cost Of External Double 0.0001
Deposit
Bandwidth Usage Fee Double 0.0001
TABLE 5. Host parameter setting.
Parameter Name Parameter Type Set Value
Host ID Int 0,1,2,3
Computation Speed Int 1000,1500,2500,5000
Memory (MB) Int 10000
External memory (MB) Long 10000
Bandwidth Int 1000
TABLE 6. Virtual machine parameter setting.
Parameter Name Parameter Type Set Value
Virtual Machine
Number Int 0-19
CPU Processing 1000,1500,2500,500
Int
Power 0
Mirror size (MB) Int 1000
Memory size (MB) Int 512
bandwidth (MB) Long 10, 8, 6, 4, 2
CPU Quantity Int 1
Virtual Machine .
Monitor Type String Xen

Since the setting of the crossover rate and the mutation rate
has a massive impact on the final experimental results, this
paper first evaluates the algorithm based on different param-
eter settings. In order encourage the development of higher
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exploration abilities in the individuals, pcmax and pmmax were
set as 1, and the experiments were carried out by adjusting
Pemin and pmmin. The changes in the fitness values under
different parameters are illustrated in the Figure 8 shown.

Fitness

4
0g
CrW?Rﬂe 07 1090 at

FIGURE 8. Change trend graph of fitness value.
According to the experimental results, the algorithm is
capable of achieving better results when pcmin = 0.6 and

Pmmin = 0.6, thus in subsequent experiments, the OSIG
parameters were set as demonstrated in Table 7.

TABLE 7. Parameter setting of OSIG algorithm.

Parameter Name Parameter Type Set Value

Population Size Int 100

Max1rr21]r;1£;/:lut10n Int 250
Pemax Double 1

Pemin Double 0.6
DPmmax Double 1

Pmmin Double 0.6

c1 Double 0.5

[ Double 0.5

C. RESULT ANALYSIS

Under the parameter settings of 800 tasks and 10 computing
resources, we performed simulation experiments on each
algorithm and calculated the execution time, load, and task
transmission time of the optimal scheduling strategy obtained
by each algorithm in order to analyze the performance of the
proposed algorithm.

The comprehensive service quality of the cloud platform is
closely related to the task execution time. Reducing the total
task execution time can greatly improve the performance of
the cloud platform. It can be deduced from Figure 9 that when
the number of virtual machines is 10 and the number of tasks
is 800, compared with the PSO, CPSO, SGA and RTPSO-B,
OSIG algorithms proposed in this paper saves 20.85%,
17.7%, 25% and 12.68% task execution time, respectively.
The OSIG algorithm generated better results than other algo-
rithms in the optimization of the task execution time. In the
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FIGURE 9. Task execution time comparison.

early stage of the iteration, CPSO and RTPSO-B algorithms
combining multiple groups can increase the exploration abil-
ity of the global solution through the information interac-
tion between the groups, thereby increasing the iteration
efficiency. However, in the later stage of the iteration, due
to the sharing of group information, the difference between
groups becomes smaller, which makes the algorithm easy
to fall into local optimum. The cross variation rate in SGA
algorithm and the inertia weight in PSO algorithm are fixed
values when they are set. Because their values cannot be
changed adaptively according to the individual fitness value,
the optimization efficiency of the population in the iterative
process is limited, so that they fall into local optimization
prematurely in the late iteration. During the solution process
of the OSIG algorithm, it was able to maintain higher iteration
efficiency throughout and break the premature state of pop-
ulation evolution, thereby ensuring the population’s ability
to explore better solutions. The experimental results were
consistent with the theoretical analysis of algorithm design
in section 4.2.1, which verifies the improvement rationality
of the cross variation operator.

Under the same experimental parameter settings, we calcu-
lated the load balance of the scheduling strategy obtained by
each algorithm. The results are revealed in Figure 10. Given
that the OSIG algorithm proposed in this paper improves the
cross-mutation operator, it was equally able to maintain a
high exploration ability for more optimal solutions in the later
stages of the iteration. Compared with the PSO algorithm,
the CPSO, SGA and RTPSO-B algorithms, the OSIG algo-
rithm has significant optimization in load balancing.

Under the setting of the experimental parameters, the task
transmission time consumed by the scheduling strategy of
each scheduling method is depicted in Figure 11.

The task completion time includes the time during which
the user task is sent to the cloud platform. The cloud platform
decomposes the large task and transfers it to each computing
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FIGURE 11. Task transfer time comparison.

node and then performs distributed computing. The total time
spent during this process is the major factor affecting the
service quality, and the task transmission time has a huge
impact on this total duration. When the task distribution
happens to be uneven, the utilization of node bandwidth
is not balanced, which increases the transmission time and
affects the overall service. The OSIG algorithm proposed in
this paper saves 32.3%, 25.25%, 34.76%, and 16.56% of the
task transmission time compared to the PSO, CPSO, SGA,
and RTPSO-B algorithms, respectively, hence shortening the
task response time, and subsequently improving the service
quality.

In the cloud computing environment, the number of tasks
and the sizes of computing tasks are huge. By increasing
the number of tasks, we can further test the effectiveness
of resource scheduling methods. We set the number of tasks
to 800 and 1600, respectively. The task execution time con-
sumed by the scheduling method when the number of virtual
machines equals 10 is shown in Figure 12.
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It can be observed from Figure 12 that the resource
scheduling method proposed in this paper becomes more
prominent as the number of tasks increases. In a cloud envi-
ronment with a task volume of 800, the OSIG algorithm
proposed in this paper is superior to the improved CPSO and
RTPSO-B algorithms comparatively saving up to 17.7% and
12.68% of the task execution time, respectively. Likewise,
the OSIG algorithm was able to provide a better scheduling
strategy than the traditional SGA. When the number of tasks
increased to 1600, the OSIG further reduced the task execu-
tion time by 17.87% and 15.21% compared with the CPSO
and RTPSO-B algorithms, respectively.

In a cloud computing environment, because the number
of tasks and the sizes of the computing tasks are enormous,
the number of computing nodes is also large. More computing
nodes can effectively reduce the response time of tasks. The
number of computing nodes is set to 10, 15 and 20 respec-
tively. The execution time required by the scheduling method
is shown in Figure 13.
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It can be analyzed from Figure 13 that with the increase in
the number of computing resources, the OSIG algorithm is
significantly superior to the other resource scheduling algo-
rithms overall, and as the number of computing resources
increases, its superiority becomes more prominent. When
the number of computing resources is equal to 15 and the
amount of tasks is 800, the OSIG algorithm proposed in this
paper saves up to 14.37% and 12.66% of task execution time
compared to CPSO and RTPSO-B algorithms, respectively.
When the computing resources increase to 20, the OSIG
algorithm proposed in this paper saves 20.95% and 22.58% of
the task execution time compared to the CPSO and RTPSO-B
algorithms, respectively.

The experimental results corroborate the effectiveness and
reliability of the OSIG algorithm proposed in this paper with
respect to cloud computing resource scheduling. Addition-
ally, due to the effective improvement of crossover and muta-
tion operators, the convergence rate of the OSIG algorithm is
faster. In addition, with the continuous increase in computing
resources, the OSIG algorithm introduced in this paper can
more effectively diminish the time spent on task execution,
thereby improving the entire system’s quality of service and
enhancing the user experience. Simultaneously, the optimal
allocation strategy of computing resources can be obtained
through simulation experiments.

VIl. SUMMARY AND NEXT WORK

First of all, a comprehensive review of the research status
of cloud computing resource scheduling models and genetic
algorithms was conducted. According to the challenges faced
by the existing genetic algorithms, the genetic mutation oper-
ator was improved, and a new adaptive genetic algorithm
NAGA was proposed, aiming to ensure the convergence
speed of genetic algorithms and enhance the exploration
ability of better solutions.

Secondly, regarding the problem of cloud resource collabo-
rative optimization scheduling, this paper recognized the task
execution time, computing resource load and task transmis-
sion time as the bases for assessing the individuals in the
population, so that the finally evolved cloud service resource
scheduling solution has a shorter task running time and that
resources are used more appropriately to avoid the occurrence
of overload conditions.

In a nutshell, the cloud resource collaborative optimiza-
tion scheduling algorithm OSIG based on the NAGA algo-
rithm with an improved fitness operator was proposed. The
improved fitness operator based on the cloud resource col-
laborative optimization scheduling problem was integrated to
the proposed NAGA algorithm, which is able to enhance the
iteration efficiency of the solution space optimization ability
and guarantee the superiority of the scheduling strategy in
terms of task completion time and load balancing.

Finally, the algorithm put forward in this paper was
implemented in the CloudSim cloud computing simulation
platform, and the OSIG algorithm was experimentally com-
pared with the CPSO, PSO, SGA and RTPSO-B algorithms.
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Experimental results demonstrated that the OSIG algo-
rithm is significantly superior than other scheduling
algorithms.

The NAGA needs to continuously calculate the fitness
value of the individual population, which makes the execution
process take longer than the SGA. The OSIG algorithm pro-
posed in this paper has a significant effect on cloud resource
scheduling compared to other optimization algorithms, but
the problem of higher time complexity also exists. We do at
the expense of higher iteration time for better cloud resource
scheduling strategy. Consequently, we shall explore more
efficient and improved methods in future research work,
according to the algorithm running time, task size and solu-
tion quality, the number of iterations is adjusted adaptively
to achieve the balance of the overall time. Moreover, there
is a certain difference between the CloudSim simulation
environment and reality, and there is also a gap between
the amount of data in the simulation and real-time data.
Moreover, in the design of the fitness operator, more factors
related to cloud resource scheduling should be considered in
the future. The dynamic cloud service resource scheduling
problem, the priority issue in the process of task calculation
and the application of workflow are all our main focus in the
next research project.
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