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ABSTRACT Due to the advantage of automatically extracting features from raw data, deep learning (DL)
has been increasingly favored in the field of machine fault diagnosis. However, DL exposes the problems
of large sample size and long training time, and in actual working conditions, the amount of labeled fault
data available is relatively small, so a DL model of good generalization and high accuracy is difficult to
be trained. In order to solve these problems, a deep transfer convolutional neural network (DTCNN) is
proposed in this research. ResNet-50 is selected as the pre-trained model of deep convolutional neural
network, and is transferred to solve the problem of bearing fault classification based on the idea of transfer
learning. Firstly, raw fault signals are converted into time-frequency images by using continuous wavelet
transform (CWT). Then, the images are further converted into RGB formats, which are used as the input
of DTCNN. Finally, an end-to-end fault diagnosis model based on DTCNN is designed. The proposed
method is validated on two datasets collected from motor bearing and self-priming centrifugal pump,
respectively. Most sub-datasets from motor bearing show the prediction accuracies near 100%, and in
the self-priming centrifugal pump dataset, we achieve improvement in accuracy from 99.48%=+0.1966 to
99.98%-+0.0332. The experimental results demonstrate that the proposed method outperforms other DL
methods and traditional machine-learning methods.

INDEX TERMS Fault diagnosis, rolling bearing, convolutional neural network, continuous wavelet trans-
form, transfer learning.

I. INTRODUCTION

The field of machine fault diagnosis has always been the
focus of attention [1]. With the rapid development of indus-
trialization, ensuring the normal and orderly operation of
machines, especially large rotating machines, plays a crucial
role in industrial production and life. When the machine
breaks down, if the fault type and fault location can be quickly
and accurately diagnosed and the fault can be solved, property
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losses will be greatly reduced and safety accidents will be
avoided [2], [3]. Rolling bearings are the very key compo-
nents of many large rotating machines, playing the role of
supporting the rotating shaft and components on the shaft.
Rolling bearings are easy to wear out and these wears are
not easy to be noticed. Once they are damaged, the whole
machines will stop working [4]. Therefore, it is very impor-
tant to find a more effective and intelligent fault diagnosis
method for rolling bearing.

Since the age of big data, with the mining and application
of massive data, traditional fault diagnosis methods are no

VOLUME 8, 2020


https://orcid.org/0000-0002-1803-7376
https://orcid.org/0000-0002-1714-7397
https://orcid.org/0000-0002-2253-5546
https://orcid.org/0000-0001-8077-7001

Z. Chen et al.: Rolling Bearing Fault Diagnosis Using Time-Frequency Analysis and Deep Transfer Convolutional Neural Network

IEEE Access

longer applicable. At the same time, data-driven fault diagno-
sis methods emerge and develop rapidly, becoming a research
hotspot [5]. Machine-learning-based fault diagnosis is one
of the typical data-driven methods, and its common algo-
rithms include artificial neural network (ANN) [6], ensemble
empirical mode decomposition (EEMD) [7], support vector
machine(SVM) [8], extreme learning machine (ELM) [9],
etc. Jiang et al. [10] used SVM and multi-sensor informa-
tion fusion to diagnose rolling bearing fault and gear fault.
Qin et al. [11] used EEMD to decompose raw vibration
signals and used random forest to classify bearing fault fea-
tures. Machine-learning-based fault diagnosis methods are
almost manual to extract fault features. However, the vibra-
tion signals taken from industrial site are often non-stationary,
while the manually extracted fault features largely depend on
expert experience and prior knowledge [12], which brings
difficulties and errors to the feature extraction. Moreover,
machine-learning models tend to learn only one or two layers
of data representations and fail to learn enough abundant fault
information, which limits the ultimate diagnosis accuracy.
Therefore, the trained models have poor performances, which
can no longer meet the requirements of modern fault diagno-
sis in terms of rapidity and high accuracy.

In recent years, the emergence and development of deep
learning (DL) has solved the above problems. DL is a
new branch of machine learning, which can learn features
automatically from raw data without any expert experi-
ence [12]. Different from the shallow representations of
machine learning, DL tends to have dozens or even hun-
dreds of successive layers of representations, which is a
kind of hierarchical representations learning [13]. These suc-
cessive layered representations are often learned through
neural networks. DL has been widely applied to the areas
of computer vision, video generation, speech recogni-
tion, etc. Wen et al. [14] designed two concatenated gen-
erative adversarial networks (GANs) to generate realistic
and sharp videos. Wen et al. [15] proposed an end-to-end
detection-segmentation fully convolutional network (FCN)
to get the state-of-the-art results of detailed face labeling
in HEELEN face dataset. Ren ef al. [16] presented a new
learning rate scheme for Elman neural network (ENN) to
improve the convergence speed. Wen et al. [17] combined
direct label recognition using a ResNet model and a feature
label co-projection module to solve the problem of multilabel
image classification.

Recently, some DL models including deep belief net-
work (DBN) [18], convolutional neural network (CNN) [19],
and stacked auto-encoder (SAE) [20] have been success-
fully applied in the area of fault diagnosis. Shao et al. [21]
extracted fault features with double tree complex wavelet
packet, and designed an adaptive DBN for bearing fault
diagnosis, which achieved good results. Qi er al. [3] pro-
posed a fault diagnosis method for rotating machinery based
on stacked sparse auto-encoder (SSAE) and obtained a bet-
ter performance compared with traditional machine-learning
methods. CNN has great application prospects in bearing
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fault diagnosis due to its excellent performance in image
classification. Wen et al. [22] converted vibration signals into
grayscale images and used them in the improved CNN model,
which obtained a high classification accuracy. However,
DL-based fault diagnosis methods still have the following
problems:

1) Acquisition of fault samples: In actual working condi-
tions, the number of labeled fault samples can be acquired is
relatively small, and labeling a large number of samples is a
time-consuming and laborious work [23].

2) Depth of DL model: The performances of DL mod-
els usually depend on their depth. The model is deeper,
and its performance is better [24], [25]. The benchmark
CNN models, trained on ImageNet dataset of more than
1.4 million labeled images, can reach depths of 50 or even
152 layers [26], [27]. Due to the small-scale of fault datasets,
the CNN model used for bearing fault diagnosis can only
stack up to 5 hidden layers [28]. If the model has too many
layers, it will be easy to overfit. The above problem limits the
depth of the CNN model and the ultimate accuracy of fault
diagnosis.

3) Time cost of model training: It takes a lot of time
to randomly initialize weights from scratch to train a neu-
ral network [29]. Moreover, in order to obtain a deeper
model, it is necessary to find a larger labeled fault dataset
and input it into the neural network for training. As the
number of layers increases, the number of parameters to be
trained also increases greatly, which is also very laborious and
time-consuming.

The emergence of transfer learning solves the above prob-
lems well. Unlike DL that directly acquires knowledge from
data from scratch, transfer learning aims to transfer what has
already been learned and apply it to solve a different but
similar problem. In the field of fault diagnosis, there are few
studies on transfer learning, which are still in the exploratory
stage. Zhang et al. [30] studied the neural network model
based on transfer learning for small data under different
working conditions, which was well applied to bearing fault
diagnosis. Shao et al. [31] realized the transfer learning
of three fault datasets by fine-tuning the VGG-16 model
and achieved excellent diagnosis results. By using the deep
CNN model trained on a large-scale dataset in advance, and
combining with transfer learning technology, the problem
that small datasets cannot be trained in deep networks can
be solved [32]. Inspired by this, this paper designs a deep
transfer convolution neural network (DTCNN). DTCNN
uses Resnet-50, one of the benchmark CNN models, as the
pre-trained model. ResNet-50 model was previously trained
on ImageNet dataset and further transferred to two bearing
datasets for fault classification. The results show that the
proposed DTCNN model can achieve near 100% prediction
accuracy, indicating that the proposed model has a good
performance for rolling bearing fault diagnosis.

The rest of this paper is organized as follows. Section II
introduces the principles of time-frequency analysis, CNN
and transfer learning. In Section III, the proposed method
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is presented, including constructing time-frequency images
by CWT and using DTCNN for bearing fault diagnosis.
Section IV carries out the experiment verification and result
analysis. Section V presents the conclusion and future work.

Il. THE RELATED THEORY

A. TIME-FREQUENCY ANALYSIS

Time-frequency analysis provides the joint distribution infor-
mation of time domain and frequency domain of signal,
which is a powerful tool for processing non-stationary signals
in fault diagnosis [33]. Common time-frequency analysis
methods include short-time Fourier transform (STFT) and
continuous wavelet transform (CWT) [34], [35]. CWT is
an adaptive time-frequency analysis method. Compared with
STFT, CWT can give a good balance between frequency reso-
lution and time resolution, which has certain advantage. CWT
refers to the inner product operation between signal x(#) and
a set of continuous basic wavelet functions v, ,(¢), and then
projected onto the two-dimensional (2D) time-scale phase
plane [36]. The basic wavelet function v, ;(¢) is obtained by
the translation and telescopic transformation of the mother
wavelet function ¥ (¢), and its formula is:

Vap(1) = a%w(ﬂ), a>0,beR (1)
a

where b is the translation factor and a is the scale factor.
Since a and b take the values of continuous transformations,
y is a continuous basic wavelet function of the parameters a
and b. The mother wavelet function y(¢) refers to a square
integrable function whose Fourier transform 1 (w)satisfies
the following conditions:

2
/—W(w” do < 00 )
w
R

In signal processing, common mother wavelet functions
include Morlet wavelet, Haar wavelet, Gabor wavelet, etc.
We carry out CWT operation on signal x(¢), and its transfor-
mation formula is:

I 1 —-b

(x(@), Yap(0)) = /X(f)lﬂa,b(f)df = —fx(t)ilf(t—)dl‘

Ja a
R R

3

where (-) denotes the inner product, and ¥ (-) is the complex
conjugate of ¥ (). According to the above formula, CWT is
carried out on signals to realize the transformation of 1D
time series into 2D time-frequency images, which can be
conducive to the extraction of features.

B. CNN AND ITS TYPICAL ARCHITECTURE

CNN is one of the most typical models of DL, which has
great potential for fault diagnosis. The typical architectures
of CNN include Lenet-5, AlexNet, VGGNet, GoogLeNet,
and ResNet [24]-[26], [37]. This section focuses on the basic
structure of CNN and one of its typical architectures, the
ResNet-50.
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FIGURE 1. The basic structure of CNN.

1) CNN

CNN is widely used in image classification tasks. The main
structure of CNN is input, convolutional layer, pooling layer,
fully-connected layer, and output [14], as shown in Fig. 1. The
input of 2D CNN are image tensors, which are 3D tensors
of shape (height, width, channels), not including the batch
dimension. The channel of grayscale image is 1, and the
channel of RGB image is 3. The characteristics of CNN are
local receptive field, weight sharing, and pooling. There are
multiple convolution kernels inside the convolutional layers.
Convolution kernels scan the input features in the local recep-
tive field, and their neurons share the weight and bias of the
convolutional layer. Each convolution kernel learns a kind of
feature. The convolution operation is generally expressed as:

xi zf(z wi *xi—l + bl) (4)

where x'~! and x’ respectively denote the input and out-
put feature map of i-th layer. ' and b respectively
denote the convolution kernel and bias of i-th layer. f(-) rep-
resents the activation function, which provides nonlinearity
ability to the convolutional layer. The activation functions
usually include ReLU, sigmoid, and tangent. Among them,
ReLU function can improve the nonlinearity ability and con-
vergence speed of CNN [24], [38]. It is adopted in this paper
because of its outstanding performance when applied in the
proposed DTCNN. The ReLLU function is defined as:

¥ = max (0, xj/) (5)

After the convolution layer is generally connected to the
pooling layer, the pooling operation reduces the size of the
output feature map, avoids the dimension disaster, and well
preserves the features described by the feature map. Pooling
operation is generally described as:

m',n’

x = pool(x"™") 6)

where x(™ and x'1) represent the values of feature map
before and after the pooling operation at the point (m, n), and
pool(-) represents the pooling function. Pooling operations
including average pooling and maximum pooling. The convo-
lutional layer and the pooling layer constitute the convolution
block, and the stacking of the convolutional block constitutes
the deep CNN, which is conducive to learning more abundant
features.

The fully-connected layer is usually used to further extract
the high-level and abstract features, in which all the neuron
nodes are connected to all the neuron nodes in the output
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feature map of the previous layer. For the multi-classification
task, the output layer is usually connected to the Softmax
classifier, which takes the input from the previous linear layer
and outputs the probability on a given number of samples.

For image classification tasks, we adopt the cross entropy
loss function to calculate the loss value of CNN, which is
defined as:

H(y,a) = — ) yilog(a;) (7)

where y; denotes the true label of class i, and g; is the output
probability of class i.

2) RESNET-50

The ResNet-50 is one of the most advanced network architec-
tures of CNN. By introducing residual learning, ResNet-50
can effectively avoid the gradient disappearance and degra-
dation caused by the desire to deepen the network [26].
ResNet-50 no longer simply learns the potential mapping
between input x and output H(x) directly, but through the
residual F(x) = H(x) — x between the two, adds the residual
to the input to learn F(x) + x. The basic structure of the
residual block, as shown in Fig. 2, bypasses the output of one
of the previous hidden layers to connect directly to the input
of the later hidden layer.

Weight layer

X

F(x) ReLU

Tdentity

Weight layer

F(x)+x
FIGURE 2. The basic structure of residual block.

Resnet-50 has two basic blocks, named Conv Block and
Identity Block, as shown in Fig. 3, where Conv Block changes
the dimension of the network and Identity Block makes the
network deeper. The simplified structure of the ResNet-50
model is shown in Fig. 4. It consists of several Conv Blocks
and Identity Blocks stacked, with a total of 49 convolutional
layers and 1 Softmax layer. ResNet-50 has excellent perfor-
mance to deal with image classification tasks [26].

C. TRANSFER LEARNING AND FINE-TUNING

Transfer learning refers to the transfer of knowledge from the
source domain to the target domain by virtue of the similarity
between the source domain and the target domain [23]. The
source domain refers to the domain with knowledge and lots
of annotation. The target domain is the object to be endowed
with knowledge.
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FIGURE 3. Residual block of ResNet-50.
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FIGURE 4. The basic structure of ResNet-50.

In DL, the deep CNN model is often selected to trans-
fer knowledge, or to share the parameters between mod-
els, which is a learning method combining feature transfer
and model transfer. The source domain is usually a large
annotated dataset, such as ImageNet, which consists of more
than 1.4 million annotated natural images. We call the deep
CNN model that has been trained in the source domain the
pre-trained model. In the bottom layers of deep CNN, only
some lines, textures, and contours are learned, which are
general, while the higher layers closer to the output layer
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FIGURE 5. Transfer learning by using fine-tuning.

are more abstract, and the more advanced the features are
learned [32]. With this character, we can share the parameters
of bottom layers between models. It is assumed that the target
domain and the source domain satisfy a certain similarity,
and then the parameters of bottom layers of the pre-trained
model are shared with the target domain model, and only
the parameters of higher layers of the target domain model
are trained. This transferring, which is called fine-tuning,
can be realized by freezing the weights of bottom layers and
only updating the weights of higher layers. The process of
fine-tuning is shown in Fig. 5. It can be said that fine-tuning
is the simplest form of deep CNN transfer. For those with high
similarity between the source domain and the target domain,
only the fully-connected layers need to be fine-tuned, while
for those with low similarity, several more convolution blocks
adjacent to the fully-connected layers need to be fine-tuned.
It is worth noting that for different classification tasks in the
source domain and target domain, the number of neurons
in the fully-connected layer and output layer of the model
should be changed accordingly. Fine-tuning uses the pre-
trained network to adjust according to its own task, which can
effectively overcome the differences between two datasets.

Ill. THE PROPOSED METHOD

A. CONSTRUCTION OF TIME-FREQUENCY IMAGES

2D CNN is the most commonly used neural network in
image processing, and its input is usually grayscale images
or RGB images. Therefore, it is necessary to convert the raw
fault signals into 2D time-frequency images abundant in fault
information by CWT. In this paper, cmor3-3 wavelet is used
for CWT, which is a complex Morlet wavelet with excellent
time-frequency analysis ability. For the raw vibration signals
collected by sensors, every 1024 signal sampling points are
taken as a time series, and CWT is carried out for this time
series, as shown in Fig. 6.

B. FAULT DIAGNOSIS BASED ON DTCNN

To solve the problem that the annotated fault datasets are
not large enough, a DTCNN is presented for fault diagnosis
in this paper. DTCNN refers to the deep CNN model that
has been trained in ImageNet dataset for transfer learning,
such as ResNet-50, VGG-16, Inception v3, etc. In this paper,
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1024 sampling points of raw signal Time-frequency image

FIGURE 6. Construction of time-frequency image by using CWT.

the sufficiently strong generalization ability of ResNet-50 is
selected as the DTCNN model. We assumed in advance
that the fault time-frequency images could realize transfer
learning on DTCNN(ResNet-50). Due to certain differences
between the fault time-frequency images and the natural
images on ImageNet, fine-tuning of DTCNN(ResNet-50) is
needed to further overcome the differences.

Raw vibration signal

l CWT

Time-frequency images

” i .

DTCNN(ResNet-50) DTCNN
Conv Conv —~
Cony Block Conv Block
Tdentity Block Tdentity Block
Tdentity Block Tdentity Block
Con\'BIock Conv Block
Tdentity Block Model Identity Block
Identity Block Transfer Identity Block
B . > Frozen
Identity Block Tdentity Block
Cony Block R Conv Block
Tnitialization 5
Identity Block Tdentity Block
Identity Block Identity Block
Identity Block Identity Block
Identity Block Identity Block
Tdentity Block Identity Block —
Cony .Block Conv Block
Tdentity Block Identity Block
Tdentity Block Identity Block Trained
Softmax Remove (nse?‘i‘-‘i‘?;le)i-)

FIGURE 7. The flowchart of fault diagnosis based on the proposed
DTCNN and time-frequency analysis.

The flowchart of rolling bearing fault diagnosis based on
the proposed DTCNN and time-frequency analysis is shown
in Fig. 7. The diagnosis processes are divided into data
preprocessing, building and fine-tuning of DTCNN model,
training of DTCNN, and application of DTCNN model.

1) DATA PREPROCESSING

Raw fault signals are converted into time-frequency images
by CWT. Since the input of DTCNN are RGB images in
224 x 224 x 3 formats, and the time-frequency images are
grayscale images with 1 channel, it is necessary to copy
the time-frequency images into 3 channels to form R=G=B
false-colored images. Then the time-frequency images are
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compressed into 224 x 224 images and normalized. Finally,
the dataset is divided into training dataset and testing dataset.

2) BUILDING AND FINE-TUNING OF DTCNN MODEL

Since the task of the trained ResNet-50 is to classify
1,000 classes of natural images, it is necessary to remove the
Softmax layer of DTCNN(ResNet-50) and add a new one, the
number of neurons in the new Softmax layer depends on
the number of fault classes. Due to some differences between
the fault time-frequency images and the natural images, the
last three residual blocks(1 Conv Block and 2 Identity Blocks)
near the output layer need to be fine-tuned to further extract
the advanced fault features.

3) TRAINING OF DTCNN

We only update the parameters of the last three residual
blocks and the output layer of the model, while the remaining
layers still use the parameters trained in ImageNet.

4) APPLICATION OF DTCNN MODEL

The trained model is applied to rolling bearing fault
diagnosis.

IV. EXPERIMENTAL VERIFICATION

In order to evaluate the effectiveness of this proposed method,
the proposed DTCNN diagnosis model is tested on the motor
bearing dataset and the self-priming centrifugal pump dataset.
In addition, the proposed method is compared with some
existing methods, including traditional machine-learning
methods and other DL methods. The proposed method is
implemented by Python 3.6 and Keras with Tensorflow as
the backend, in which the trained ResNet-50 model can be
imported from keras.applications, and all the experiments are
run on Window 10, using NVIDIA GTX960 GPU.

A. CASE 1: MOTOR BEARING DATASET

1) DATASET AND EXPERIMENTAL SETUP

In this case, the proposed DTCNN model is conducted on the
standard fault dataset of motor rolling bearing published by
Case Western Reserve University (CWRU) [39]. The bearing
experimental platform of CWRU is shown in Fig. 8. The
acceleration sensor is used to collect bearing vibration signals
of the motor’s drive end and fan end respectively. The former
has sampling frequencies of 12kHz and 48kHz, while the
latter has a sampling frequency of 12kHz. This paper only
studies the drive end bearing with a sampling frequency of
12kHz. The vibration data of the bearing was measured under
four different motor load conditions of 0, 1, 2, and 3 hp.
Rolling bearing faults can be divided into ball fault (BF),
inner race fault (IF), and outer race fault (OF). Their faults
are all single point faults caused by electro-discharge machine
(EDM), and there are three different fault diameters of 7 mils,
14 mils, and 21 mils for each fault type (1 mil = 0.001 inches).
In particular, there are three damage points in the outer race:
3 0 ’clock, 6 o ’clock, and 12 o ’clock, and only 6 o ’clock is
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FIGURE 8. The bearing experiment platform of CWRU in Case 1.

selected in this paper. In this way, the bearings studied in this
paper have a total of 10 health conditions, including 9 fault
conditions(BF-07, BF-14, BF-21, IF-07, IF-14, IF-21, OF-07,
OF-14, OF-21) and 1 normal condition (NO).

The bearing vibration signals under the condition of 0 hp
load are selected to construct sub-dataset A. For each health
condition, 400 samples are randomly selected to construct
the training dataset and 200 samples to construct the testing
dataset, each sample containing 1024 signal sampling points.
There are ten health conditions, so the training dataset has a
total of 4000 training samples, and the testing dataset has a
total of 2000 testing samples. In addition, 25% of the training
dataset is used as the validation dataset randomly, so the
training dataset is divided into 3000 samples for training and
1000 samples for validation.

CWT is used to convert the raw data into time-frequency
images, and then the images are compressed to the size of
224 x 224, and the single-channel time-frequency images are
copied into three channels to construct RGB images for the
input of DTCNN(ResNet-50). The faults of motor bearing
are classified as 10, so we need to remove the Softmax layer
of DTCNN(ResNet-50) and add a new one with 10 neurons.
The last three residual blocks of DTCNN together with the
new Softmax layer are set to be trainable and the remaining
layers are frozen. The remaining layers use weights trained
in ImageNet, while the last three residual blocks and Softmax
layer need to be initialized randomly. When training DTCNN,
Adam optimizer is used, and the learning rate is set to 0.0001,
batch size is 32, and epoch is 5.

2) RESULTS AND DISCUSSION

The CWT results of raw vibration signals are shown in Fig. 9
(load = 0 hp). As can be seen from Fig. 9, it is difficult
to distinguish the corresponding fault types according to the
raw time domain signals, but after CWT, the differences
between the time-frequency images of each fault type can
be distinguished, which is suitable for further input of these
time-frequency images into CNN for feature extraction.

The time-frequency images are input into DTCNN for
training. After 5 epochs, the training accuracy curve and loss
curve are shown in Fig. 10. As can be seen from Fig. 10, after
only 2 epochs, accuracy and loss values of the training and
validation datasets have been very stable, and the model has
started to converge, indicating the strong convergence ability
of the model.
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FIGURE 9. The results of CWT under 0 hp load condition.
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sub-dataset A.

The trained model is used to classify the testing dataset
to obtain classification accuracy, and the work is repeated
for 10 times under the same conditions, and the maximum
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TABLE 1. The result of DTCNN model in sub-dataset A.

Sub- Max Min Mean Std Computation
dataset  accuracy  accuracy  accuracy time
A 100% 99.90% 99.97%  0.0332 287s

accuracy, minimum accuracy, mean accuracy, standard devi-
ation (std), and computation time will be counted. Note that
the computation time consist of training time and testing time.
The results are listed in Table 1. As can be seen from the
table, DTCNN model has achieved 99.97%=0.0332 accuracy
in sub-dataset A, indicating that the model has a very high
prediction accuracy, and the average computation time is
287 seconds, which demonstrates that the propose method is
fast in diagnosis.
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FIGURE 11. The confusion matrix of the best and worst prediction results
in sub-dataset A.

Fig. 11 is the confusion matrix representations of the best
and worst results, which obtain the prediction accuracies
of 100% and 99.90% (the maximum and minimum values
in Table 1). In Fig. 11, the columns represent the predicted
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label for each health condition, and the rows represent the
actual label for each health condition. It can be seen from
the confusion matrix of the best prediction result that 100%
of the prediction accuracy is achieved for each health condi-
tion. It can be seen from the confusion matrix of the worst
prediction result that 100% prediction accuracies have been
achieved in all health conditions except BF-14 and BF-21,
one BF-14 is misclassified as BF-21 and one BF-21 is mis-
classified as BF-14. More importantly, no any faulty condi-
tion was misclassified as normal (NO).

‘We perform sensitivity and specificity analysis on the con-
fusion matrix of the worst prediction result. The analysis
results are listed in Table 2. From the results, except for the
sensitivity of BF-14 and BF-21 of 99.50%, the sensitivity
and specificity of all other health conditions can reach more
than 99.90%, which demonstrates the effectiveness of this
proposed method.

TABLE 2. The analysis results of the confusion matrix of the worst
prediction accuracy in sub-dataset A.

[ w N
S =) =)

Training time per epoch (s)

=)

50
45
4
i I 39
0l I

DTCNNI DTCNN2 DTCNN3 DTCNN4

FIGURE 12. The average training time of various DTCNN models
(1 epoch) in sub-dataset A.

=3

o

S
1

Condition type Sensitivity Specificity Accuracy
BF-07 100% 100%
BF-14 99.50% 99.94%
BF-21 99.50% 99.94%
IF-07 100% 100%
IF-14 100% 100% 99.90%
IF-21 100% 100%
OF-07 100% 100%
OF-14 100% 100%
OF-21 100% 100%
NO 100% 100%

TABLE 3. The details of fine-tuned layers of various DTCNN models in

Case 1.

Accuracy

—e— val_acc(DTCNN1)
val_acc(DTCNN2)
val_acc(DTCNN3)

—v— val_acc(DTCNN4)

~#--acc(DTCNNI)

-->--acc(DTCNN2)

--0--acc(DTCNN3)

-<0--acc(DTCNN4)

T T
1 2 3 4 5 6

Epoch

T T T 1
7 8 9 10

(a) accuracy curves

0.40 - b
035 o

0301 Y,

Model Fine-tuned layers
DTCNNI (the proposed) The last 3 residual blocks and Softmax
DTCNN2 The last 2 residual blocks and Softmax
DTCNN3 The last 1 residual block and Softmax

DTCNN4 Only the Softmax

0254 3

0204 Y

Loss

—e— val_loss(DTCNNT1)
val_loss(DTCNN2),
val_loss(DTCNN3),

—v— val_loss(DTCNN4)

4~ loss(DTCNNI)

&= loss(DTCNN2)

- ©=-1oss(DTCNN3)

- ©--loss(DTCNN4)

3) INFLUENCES OF DIFFERENT FINE-TUNED LAYERS

In order to study the influence of the number of fine-tuned
layers on the performance of the proposed DTCNN model,
different DTCNN models are constructed corresponding to
different fine-tuned layers, as shown in Table 3. The four
models are trained on sub-dataset A, and the trained epoch is
set to 10. Other settings are the same as those set above. The
average time required for each DTCNN model to conduct one
epoch training is calculated, and the results are represented
in Fig. 12. The accuracy and loss curves of the training
and validation datasets of each DTCNN model are shown
in Fig. 13.

Fig. 12 shows that the time required by DTCNNI1 (the pro-
posed) model to train one epoch is Ss, 8s, and 11s longer than
that required by DTCNN2, DTCNN3, and DTCNN4, respec-
tively. It indicates that the more layers of fine-tuning, the
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FIGURE 13. The accuracy and loss curves of various DTCNN models in
sub-dataset A.

more parameters need to be updated, and the training time is
relatively increased. Fig. 13 shows that DTCNNI converges
faster than other DTCNN models, with higher accuracy and
lower loss. It indicates that the more top layers of fine-tuning,
the more abstract and specific features the model can learn
from the dataset, and the faster the model converges and the
higher the accuracy.
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The number of fine-tuned layers is increased to overcome
the difference between the source domain and the target
domain within a certain range. Although DTCNNI takes the
most time to train one epoch, it converges faster, requires
fewer epochs, and is more accurate. So DTCNN1, the model
used in this paper, is the best model. Note that the DTCNN
model proposed in this paper has nearly 100% prediction
accuracy, and there is no need to fine-tune another residual
block, so as to prevent too many parameters that need to be
updated and risk of overfitting for small datasets.

4) GENERALIZATION VALIDATION

In order to validate the generalization of the proposed model,
several sub-datasets under various working conditions are
constructed as follows:

Sub-dataset B: For each health condition, 400 samples are
randomly selected under 1 hp load as the training dataset, and
200 samples are selected as testing dataset in the same man-
ner. Therefore, there are 4000 training samples and 2000 test-
ing samples with 10 conditions.

Sub-dataset C: 4000 samples with 10 health conditions
are randomly selected under 2 hp load as the training dataset,
and 2000 samples are selected as testing dataset in the same
manner.

Sub-dataset D: 4000 samples with 10 health conditions
are randomly selected under 3 hp load as the training dataset,
and 2000 samples are selected as testing dataset in the same
manner.

Sub-dataset E: 100 samples are randomly selected for
each health condition as the training dataset under each
load condition (0, 1, 2, and 3 hp), and 50 samples are
selected as testing dataset in the same manner. Therefore,
there are 4000 training samples and 2000 testing samples with
10 conditions.

Sub-dataset F: 150 samples are randomly selected for
each health condition as the training dataset under each
load condition (0, 1, and 2 hp), while 200 samples are
selected as testing dataset under 3hp load. Therefore, there
are 4500 training samples and 2000 testing samples with
10 conditions.

In addition, for each sub-dataset, 25% of the training
datasets above are used as the validation datasets during
training. The proposed DTCNN model is used to train the
sub-datasets B-F respectively. The settings of training are the
same as that of the previous sub-dataset A. The model is run
for 10 times under the same conditions, and the experimental
results are shown in Table 4.

Results show that the proposed model has respec-
tively achieved 99.99%=+0.0200 accuracy in sub-dataset B,
100%=0 accuracy in sub-dataset C, 99.98%+0.0335 accu-
racy in sub-dataset D, 99.95%=+0.0387 accuracy in
sub-dataset E, and 99.72%=+0.1163 accuracy in sub-dataset
F. It shows that the proposed DTCNN model can achieve
very good diagnosis accuracy for fault data under various
working conditions. Especially in sub-dataset F, model is
trained from 0-2 hp training dataset, and is tested from 3 hp
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TABLE 4. The results of DTCNN model under various working conditions
for the motor bearing dataset.

Sub- Max Min Mean Std Computation
dataset accuracy accuracy accuracy time
B 100% 99.95% 99.99% 0.0200 291s
C 100% 100% 100% 0 293s
D 100% 99.90% 99.98% 0.0335 298s
E 100% 99.90% 99.95% 0.0387 294s
F 99.90% 99.50% 99.72% 0.1163 318s

testing dataset which is a brand-new working condition for
the model. However, the model can still well identify the
bearing faults, indicating that the model has good general-
ization and robustness. In addition, from the computation
time in Table 4, the proposed method has a fast diagnosis
in sub-datasets B-F.

5) COMPARISONS WITH OTHER DTCNN(INCEPTION V3,
VGG-16) MODELS

To evaluate the performance of the DTCNN(ResNet-50)
model presented in this paper, DTCNN(ResNet-50) is com-
pared with other DTCNN(Inception v3, VGG-16) mod-
els. DTCNN(Inception v3) removes the Softmax layer and
fine-tunes the last five Inception modules and the newly
added Softmax layer, in which the new Softmax layer has
10 neurons. DTCNN(VGG-16) removes two fully-connected
layers and one Softmax layer, and fine-tuned the newly added
two fully- connected layers and one Softmax layers. The
number of neurons in both fully-connected layers is 512, and
the number of neurons in the Softmax layer is 10. Three
different DTCNN models are trained on sub-dataset A to
calculate the average time required for each DTCNN model
to conduct one epoch training, and the results are shown
in Fig. 14. The accuracy curves of the training and validation
datasets for each DTCNN model are shown in Fig. 15.

50

50 48 48
@ 40
<
S
-1
&
5 301
{=%
o
£
0 20
£
]
=]

10

Inception v3 VGG-16 ResNet-50
DTCNN model

FIGURE 14. The average training time of various DTCNN models
(1 epoch) in sub-dataset A.

Fig. 14 and Fig. 15 show that the time required for
DTCNN(Inception v3), DTCNN(VGG-16), and DTCNN
(ResNet-50) to undergo one epoch training is approxi-
mately the same, but DTCNN(ResNet-50) converges faster
than DTCNN(Inception v3) and DTCNN(VGG-16). In order
to further verify the superiority of DTCNN(ResNet-50),
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TABLE 5. The comparison results of DTCNN models under various working condition in Case 1.

DTCNN Sub-dataset A Sub-dataset B Sub-dataset C Sub-dataset D Sub-dataset E Sub-dataset F
model Acc(%)  Time(s) Acc(%)  Time(s) Acc(%)  Time(s) Acc(%)  Time(s) Acc(%)  Time(s) Acc(%)  Time(s)
Inception v3 99.94 279 99.92 284 99.96 278 99.97 280 99.79 279 98.45 313
VGG-16 99.90 282 99.97 280 100 279 99.96 281 99.89 283 98.31 310
ResNet-50 99.97 287 99.99 201 100 293 99.98 298 99.95 294 99.72 318
TABLE 6. The comparison results for the motor bearing dataset in Case 1(%).
Sub-dataset under various working conditions
Method A B C D E F
Wavelet features + SVM [40] 88.90 - - - -
ELM [41] 97.50 - - - - -
EEMD + SVM [42] 97.64 99.12 99.64 97.56 97.91 -
DWAE + ELM [43] 95.20 - - -
DBN [44] 99.03 - - -
SSAE + DNN [45] - - 99.10 -
CNN [22] - - 99.79 -
CNN + RF [46] - - - - 99.73 99.08
Proposed method 99.97 99.99 100 99.98 99.95 99.72
1.00 P it SEEEE ) The methods are listed as follow: [40] is based on wavelet
" j;’,-",f”. leaders multifractal features and SVM, [41] uses ELM for
b I bearing fault diagnosis, [42] is based on EEMD and opti-
T /‘l /, mized SVM, [43] uses deep wavelet auto-encoder (DWAE)
%67 Al and ELM for fault diagnosis, [44] uses DBN to solve the prob-
o omd & / lem of hierarchical identification of machine, [45] is based
g JF on SSAE and deep neural network (DNN), [22] is based on
< oo & ,./ —o— val_acc(ResNet-50) 2D images and CNN, [46] uses CNN and random forest (RF)
,’! iiijiﬁiﬁlé‘éﬁtﬁrﬁ =) ensemble learning fqr fault diagnosis. Mean accuracy is taken
0904 / -5~ acc(ResNet-50) as the measurement item, and the results are listed in Table 6.
{1/ Zzzzgg’é%’“% v3) Table 6 shows that the method presented in this paper is
088 3 superior to traditional machine-learning methods and other
S : I 7 1 DL methods. Compared with classical method [40] and [41],

Epoch

FIGURE 15. The accuracy curves of various DTCNN models in
sub-dataset A.

DTCNN(Inception v3), DTCNN(VGG-16), and DTCNN
(ResNet-50) are trained on sub-datasets A-F respectively,
with mean accuracy (Acc) and computation time (Time) as
the measurement items. The results are shown in Table 5.
Table 5 shows that DTCNN(ResNet-50) has higher diagno-
sis accuracy, especially in sub-dataset F, the diagnosis accu-
racy of DTCNN(ResNet-50) is 1.27% and 1.41% higher than
that of DTCNN(Inception v3) and DTCNN(VGG-16), indi-
cating better generalization of DTCNN(ResNet-50). From
the average computation time in Table 5, the three DTCNN
models are not much difference in computation time.
In conclusion, DTCNN(ResNet-50) is slightly better than
DTCNN(Inception v3) and DTCNN(VGG-16).

6) COMPARISONS WITH TRADITIONAL MACHINE-LEARNING
METHODS AND OTHER DL METHODS

In order to further evaluate the performance of the proposed
DTCNN method, the proposed method is compared with the
traditional machine learning method and other DL methods.
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the accuracy of proposed method is significantly improved
by 11.07% and 2.47%, respectively. Compared with the
machine-learning based method [42], the proposed method
can automatically learn the features and achieve higher pre-
diction accuracy. Compared to [43], the accuracy of pro-
posed method is improved by 5.77%. Compared with other
DL based methods [44] and [45], the accuracy of proposed
method is improved by 0.94% and 0.85% respectively. Com-
pared with the method based on CNN from scratch [22]
and [46], the accuracy of proposed method is improved
by 0.16% and 0.22% respectively. In particular, compared
to [46], the accuracy of sub-dataset F is improved by 0.64%,
indicating that the proposed model has better generalization.

B. CASE 2: SELF-PRIMING CENTRIFUGAL PUMP DATASET
1) DATASET AND EXPERIMENTAL SETUP

In order to verify the universality of the proposed method,
the DTCNN model is also tested on the self-priming cen-
trifugal pump dataset, which is provided from Lu et al. [47].
The self-priming centrifugal pump data acquisition system
is shown in Fig. 16. The acceleration sensor is installed
above the motor housing to collect vibration data with the
sampling frequency of 10239 Hz, and the rotation speed of
motor is 2900 rpm. The dataset contains 4 fault conditions and
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Vibration(X,¥,2)
¥

FIGURE 16. The self-priming centrifugal pump data acquisition system in
Case 2.

S
R

1 normal condition (NO). The fault conditions consist of bear-
ing inner race wearing (IR), bearing outer race wearing (OR),
bearing roller wearing (RW), and impeller wearing (IW).
In this case, for each condition, 1000 samples with 1024 data
points are randomly selected as the training dataset, and
400 samples are selected as testing dataset in the same way.
Therefore, there are 5000 training samples and 2000 testing
samples with 5 conditions. In addition, 25% of the training
dataset is used as the validation dataset during training, so the
training dataset is divided into 3750 samples for training
and 1250 samples for validation. Fault diagnosis for the
self-priming centrifugal pump dataset are considered as a 5-
class task, so the Softmax output layer of DTCNN(ResNet-
50) is replaced with a new Softmax layer with 5 neurons.

2) RESULTS AND DISCUSSION

In this experiment, the time-frequency images with RGB
formats are input into DTCNN for training. After 5 epochs,
the accuracy curve and loss curve are shown in Fig. 17. As can
be seen from Fig. 17, after only 2 epochs, the accuracy and
loss curves have been very stable, and the model has started
to converge, indicating the strong convergence ability of the
proposed model.

The trained model is used to classify the testing dataset,
and the work is executed 10 times under the same conditions.
The maximum accuracy, minimum accuracy, mean accuracy,
standard deviation, and computation time will be counted,
and the results are listed in Table 7. As can be seen from
the table, the proposed model has achieved 99.98%=+0.0332
accuracy, indicating that the proposed model has a very high
prediction accuracy. The average computation time is 361s,
indicating that the proposed model is fast in diagnosis.

The confusion matrix representation of the worst result
(the minimum values in Table 7) is shown in Fig. 18. From
the result, one IR is misclassified as NO and one RW is
misclassified as OR. We perform sensitivity and specificity
analysis on the confusion matrix. The analysis results are
listed in Table 8. As can be seen from the table, the sensitivity
and specificity of all health conditions can reach 99.75% and
above, which demonstrates the effectiveness of this proposed
method.
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FIGURE 17. The accuracy and loss curves of the proposed DTCNN in
Case 2.

TABLE 7. The result of the proposed DTCNN model in Case 2.

Max Min Mean Std Computation
accuracy  accuracy  accuracy time
100% 99.90% 99.98%  0.0332 361s
400
= 350
300
E 250
=z
(]
s
= - -200
8 (@)
a3 - 150
E -l
- 100
) 0 0 -50
Z
' | | | -0
NO IR OR RW w
Predicted labels

FIGURE 18. The confusion matrix of the worst prediction results in
Case 2.

3) COMPARISONS WITH OTHER DTCNN(INCEPTION V3,
VGG-16) MODELS

DTCNN(Inception v3, VGG-16, and ResNet-50) models are
trained on the self-priming centrifugal pump dataset, and the
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TABLE 8. The analysis results of the confusion matrix of the worst
prediction accuracy in Case 2.

Condition type Sensitivity Specificity Accuracy
NO 100% 99.94%
IR 99.75% 100%
OR 100% 99.94% 99.90%
RW 99.75% 100%
W 100% 100%
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FIGURE 19. The accuracy curves of various DTCNN models in Case 2.

TABLE 9. The comparison results of various DTCNN models in Case 2.

Inception v3 VGG-16 ResNet-50
Max accuracy 99.95% 100% 100%
Min accuracy 99.55% 99.55% 99.90%
Mean accuracy 99.78% 99.94% 99.98%
Std 0.1470 0.1338 0.0332
Computation time 354s 342s 361s

parameters of three DTCNN models are same with Case 1.
The accuracy curves are shown in Fig. 19, the maximum
accuracy, minimum accuracy, mean accuracy, standard devi-
ation, and computation time are counted and the results are
listed in Table 9. As can be seen from Fig. 19, the training and
validation accuracy curves of DTCNN(ResNet-50) converges
faster than DTCNN(Inception v3) and DTCNN(VGG-16),
and DTCNN(Inception v3) has the worst validation accuracy
values. As can be seen from Table 9, the computation time of
the three different DTCNN models are not much difference.
DTCNN(ResNet-50) achieves 99.98% +0.0332 accuracy,
while DTCNN(Inception v3) achieves 99.78%=0.1470 accu-
racy and DTCNN(VGG-16) achieves 99.94%=0.1338 accu-
racy, which indicates that DTCNN (ResNet-50) is slightly
better than DTCNN(VGG-16) and DTCNN(Inception v3).

4) COMPARISONS WITH OTHER METHODS
The proposed method is compared with the methods in [47]

and [22], where [47] is based on speeded up robust
features (SURF) and probabilistic neural network (PNN)
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TABLE 10. The comparison results in Case 2 (%).

Methods Max Min Mean Std
accuracy accuracy accuracy
SURF + PNN [47] 100 96.00 98.33 1.7164
CNN [22] 99.74 99.11 99.48 0.1966
Proposed method 100 99.90 99.98 0.0332

and [22] is based on 2D images and CNN. The maxi-
mum, minimum, mean and standard deviation of the pre-
diction accuracies are taken as the comparison terms, and
the results are listed in Table 10. From the table, compared
with the method [47], the proposed method achieves sig-
nificant improvement in accuracy from 98.33%=+1.7164 to
99.98%+0.0332, and compared with the method [22], the
accuracy of proposed method is improved by 0.50%, which
demonstrates that the proposed method has the potential in
fault diagnosis.

V. CONCLUSION AND FUTURE WORK

This paper presents a fault diagnosis method for rolling
bearing based on time-frequency analysis and DTCNN. The
contributions of this paper are summarized as follows:

1) A time-frequency analysis method based on CWT is
proposed to convert fault signals into time-frequency images
suitable for CNN training. The images are further converted
into RGB images in 224 x 224 x 3 formats for input to the
ResNet-50.

2) Based on the idea of transfer learning, an end-to-
end fault diagnosis DTCNN(ResNet-50) model is proposed.
By fine-tuning the last three residual blocks and the new Soft-
max layer, this model solves the problem that small datasets
cannot be trained in a very deep CNN. In addition, DTCNN
shares the pre-trained weights in the ImageNet dataset instead
of training network from scratch, greatly reducing the number
of parameters that need to be updated and the training time
is greatly reduced, which are the advantages of the proposed
method in this paper.

3) The proposed model is tested on two famous datasets,
and they achieve near 100% prediction accuracies, which
are superior to other traditional machine-learning methods
and other DL methods. We also compare the performance
of three different DTCNN(ResNet-50, Inception v3, and
VGG-16), and the results demonstrate that the proposed
DTCNN (ResNet-50) is the best among them. All these
results show that the proposed method has the good perfor-
mance in fault diagnosis.

In practical applications, the limitations of proposed
method are as follows: Firstly, the proposed method still
cannot solve the problem of different distributions, because
fine-tuning is also based on the assumption that training sam-
ples and test samples are identically distributed. Secondly,
online fault diagnosis is not achieved in this paper. The future
research directions of proposed method are as follow: Firstly,
we can improve the proposed method by introducing adapta-
tion layers to solve the problem of different data distribution.
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Secondly, we can further study online fault diagnosis based
on the proposed DTCNN.
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