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ABSTRACT Intelligent capabilities are of utmost importance in future wireless communication systems. For
optimum resource utilization, wireless communication systems require knowledge of the prevalent situation
in a frequency band through learning. To learn appropriately, it is imperative for practitioners to select the
right parameters for building robust data-driven learningmodels as well as use the appropriate algorithms and
performance evaluation methods. In this paper, we evaluate the performance of deep learning models against
the performance of other machine learning methods for wireless communication systems. We explore the
different wireless communication scenarios in which deep learning can be used given Radio Frequency (RF)
data, and evaluate its performance in various scenarios. Furthermore, we express it as a distribution alignment
problem in which deep learning models do not perform well when learning from RF data of a particular
distribution and evaluating on RF data from a different distribution. We also discuss our results in the light
of how signal quality affects deep learningmodel leveraging on the knowledge from computer vision domain.
The effect of Signal-to-Noise Ratio (SNR) selection for training on the model performance as it relates to
practical implementation of deep learning in communications systems is also discussed. From our analysis,
we conclude that the design and use of RF spectrum learning must be tailored to each specific scenario being
considered in practice.

INDEX TERMS Radio frequency learning, signal-to-noise ratio, training and testing strategy, spectrum data,
convolutional neural network.

I. INTRODUCTION
There has been a lot of interest in the development of artificial
intelligence for wireless communication systems using radio
frequency (RF) data. This is because the ability to learn
and intelligently respond to dynamic and complex operating
conditions will be of utmost importance in future wireless
systems. It is envisioned that the knowledge of current oper-
ating conditions and environment leveraging on wireless big
data analytics [1]–[4] will allow communication systems to
make the best opportunistic decisions. To achieve this, a lot
of work has been done to develop efficient algorithms and
methods to extract meaningful information from complex
and massive datasets obtained from communication systems.
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For example, machine learning and deep learning models are
developed for:

1) Spectrum situation awareness, spectrum sensing and
spectrum occupancy prediction [5]–[7] to identify
users, monitor the spectrum as well as provide informa-
tion about the communication system and radio envi-
ronment. This will in no small measure be an important
part of 5G systems for spectrum resource management
and optimization.

2) Device identification and Intrusion detection [8]–[11]
to identify the transmitting device in an Internet-
of-Things (IoT) environment and also detect the
presence of intruders in a crowded electromagnetic
spectrum where secure transmission of friendly sig-
nals as well as jamming of unwanted signals are
crucial.
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FIGURE 1. Test accuracy for models trained using RF data at 0dB and
10dB and tested using RF data at various SNR values.

3) Modulation recognition [12]–[14] to detect modulation
scheme of detected signals before demodulation.

4) Other applications include interference identifica-
tion [15] and spectrum monitoring [16].

Research in these areas has gained tremendous attention in
recent time particularly the application of machine learning
and deep learning to solve wireless communication problems
using RF data. Most research work in this area have an
assumption that the same training dataset that enables good
accuracy will suffice to train robust models that will gener-
alize on unseen data [17]. Given the stochastic nature of the
wireless channel which directly affects the communication
signal and the proven knowledge that perturbations can cause
a decline in the ability of neural networks [18]. It becomes
important to explore how to develop robust deep learning
models that generalize well on unseen data for different wire-
less communications scenarios in practice using RF data.

Motivated by this, we investigate the potential of using
deep learning for wireless communication systems by utiliz-
ing RF data. This approach is herein referred to as RF learn-
ing. We also look at deep learning application development
for wireless communication systems taking into account the
practical implementation requirements. Specifically, we eval-
uate the effect of signal-to-noise ratio in the development
of deep learning models using radio frequency data. This
practical study is motivated by the need to developDLmodels
that are robust and will generalize well given the stochastic
nature of wireless communication systems. As a motivating
example, a DL model trained on 10dB data for automatic
modulation recognition may receive a signal of 8dB when
deployed in a dynamic RF environment. Such models may
not generalize well in this situation. Figure 1 shows the test
accuracies for models developed using 0dB and 10dB dataset
and tested on 0dB, 1dB, 2dB, . . . , 10dB. We observe high
classification accuracy when train and test dataset is from
same SNR level and very low accuracy otherwise. Testing
the 10dB model with 10dB dataset gave 97.81% accuracy,

while testing with 8dB dataset gave 22.66% accuracy. In this
work, we experimentally show the effect of train and test data
selection for model robustness and generalization. We iden-
tified three scenarios where deep learning can be used for
RF spectrum learning, investigated the deep learning train-
ing strategies for these scenarios and came up with per-
formance evaluation strategies for deep learning models in
practical RF learning, focusing on the effect of signal-to-
noise ratio (SNR).

In our previous work [19], we formulated a 3-class
classification problem for interference identification to
study practical considerations for deep learning in wireless
communication systems. In this work, we present a more
comprehensive approach by looking at three unique scenar-
ios for wireless communication problems namely: automatic
modulation classification, type and number of users iden-
tification in a shared spectrum and spectrum monitoring.
We also explain our observations and conclusions using the
distribution alignment problem and observations in the more
developed computer vision domain.

From our analysis, it can be deduced that to achieve robust
and practicable RF learning in different scenarios, there must
be unique problem formulation with special consideration
for SNR selection and performance evaluation methods. Fac-
tors such as SNR step-size for training as well as testing
dataset selection must be carefully studied in all cases for
RF learning. Most of the work in literature focus on develop-
ing good models and identifying suitable models for unique
problems. Our work differs from others because we consider
what obtains in real life scenarios and the uniqueness in the
data selection for development of deep learning models that
are robust and generalize well even on data unseen during
training.

The contributions of this work include:

1) Highlight of RF learning problem formulation for dif-
ferent wireless communications scenarios;

2) The use of one fixed SNR level to build a model for
RF learning cannot be used in many practical scenarios
where SNR values may vary. To build a practical RF
learning model that captures the variations in SNRs,
multiple fixed SNRs with appropriate step sizes must
be used in training;

3) Evaluation and testing strategy for RF learning must
be carefully designed. For instance, depending on SNR
variations and need for generalizations, it is important
to test on varying SNR levels.

The remainder of this paper is organized as follows.
Section II provide details of the data generation process.
Section III presents the background to deep RF learning
detailing the concept of and the motivation behind using deep
neural network on RF dataset and the choice of parameters
for deep learning model development. Section IV explores
the different deep learning training and testing strategies for
RF learning. We discuss RF learning scenarios, the devel-
opment of deep learning for three unique scenarios and
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TABLE 1. Dataset parameters for each scenario.

model evaluation in section V. Analysis of results, insights
and observations are discussed in section VI while related
research is discussed in Section VII. Section VIII concludes
the paper.

II. DATA GENERATION
Over-the-air dataset generated using National Instruments
Universal Software Radio Peripheral (USRP) based testbed
for distributed spectrum monitoring and surveillance as well
as LabVIEW is used in this work. TheUSRP is a tunable radio
frequency transceiver and Software Defined Radio Device
with high-speed analog-to-digital converter and digital-to-
analog converter for streaming baseband IQ signals to a host
PC over 1/10 Gigabit Ethernet saved in TDMS file format.
The USRP offers frequency ranges up to 4.4 GHz with up
to 20 MHz of instantaneous bandwidth. Specifically, 2.4GHz
carrier frequency with 1MHz bandwidth was used in this
experimental setup. The testbed consists of a USRP trans-
mitter - receiver pair connected to local computers. At the
transmitter end, the LabView software is used to generate
modulated signals and sent over-the-air via the USRP. Radio
Frequency (RF) IQ traces were captured by NI USRP 2932 in
receiver mode and LabVIEW software. Since the data is
‘‘over-the-air’’, phenomena like noise and distortion are well
accounted for. For the three scenarios, we collected real data
transmitted over-the-air via our USRP setup. The details of
the parameters of the data in each scenario are given in
Table 1.

III. BACKGROUND OF DEEP RF LEARNING
Supervised learning using deep neural network for RF dataset
is referred to as deep RF learning. It is expressed as a function
f () that models the mapping from the in-phase component
(I) and the quadrature (Q) component of the RF front-end
denoted as the input data X to the class label Y . The map-
ping, f () mathematically expressed in equations 1 and 2, can
adequately predict the label ŷ for a new data sample generated
from the same underlying stochastic process. f () is the trained
RF learning model, X is the IQ training data, ε is additive
noise, Y is the class label and ŷ is predicted label [6].

Y = f (X )+ ε (1)

Ŷ = f (Xnew) (2)

To learn this input - output relationship, a weight matrix
W is estimated. A loss function l(x, y,w) is computed as a
point-wise measure of error between the model prediction
f (X ) and the observed ground truth Y for each value of W
where x is a sample data point in RF data X and y is a label
in class label Y . To estimate W for all the data points in the
dataset, a cost function J (W ) which is the average loss over
all points in X is computed using equation 3 [6], [20]:

J (W ) ≡ J (X ,W ) =
1
n

∑
(xi,yi)εX

l(xi, yi,w) (3)

where i = 1, 2, . . ., n represents the number of training data.
The model is derived by minimizing the cost function J (W )
by:

argmin
wεRn

J (W ) (4)

A. MOTIVATION FOR USING DEEP LEARNING
Although research has been done using traditional machine
learning to solve problem in wireless communications in the
past such as [21]–[23], the results did not come close to the
guaranteed and accurate results from systems and channel
models developed based on information theory and signal
processing.

O’Shea et al showed that deep learning algorithms trained
on RF In-phase and Quadrature (IQ) data outperformed the
traditional methods used for modulation recognition based
on expert features [13]. The authors compared Decision
Trees, Naive Bayes, K-Nearest Neighbors, Support Vector
Machines (SVM), Deep Neural Networks and Convolutional
Neural Networks. The convolutional neural network has the
highest accuracy of about 87.4% and significantly outper-
forms the accuracy of the machine learning algorithms on
expert features. In addition, authors of [24] compared SVM
and deep neural networks for RF transmitter identification
and reported that the deep neural network outperforms the
SVM.

Furthermore, machine learning models, specifically, Deci-
sion Trees, Random Forest, Adaboosted Decision Trees were
developed on the datasets used for Spectrum Occupancy
Prediction in [7]. The results are detailed in Figure 2. The
Convolutional Neural Network shows better accuracy than
the traditional machine learning algorithms.
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FIGURE 2. Machine learning and deep learning results.

TABLE 2. CNN and RNN(LSTM) parameters.

Traditional machine learning defines a set of programmed
features on the data and extract these features as part of the
machine learning pipeline. The key differentiator of deep
learning is the ability to learn the underlying features directly
from the data as opposed to being hand engineered. In many
practical situations, hand engineering these features can be
extremely brittle. Thus, deep neural network can do better
feature representation than classical machine learning mod-
els. In a very complex wireless environment, the features are
complicated and the deep neural network are able to rep-
resent it better than traditional machine learning algorithms
by doing automatic extraction of discriminative information
from the data.

B. CNN VS RNN
To determine the DL model to be used in this work, we com-
pared the Long Short Term Memory (LSTM) a variant of
Recurrent Neural Network (RNN) known to perform well
on sequence data to the Convolution Neural Network known
to perform well on grid-like data for automatic modulation
classification. The dataset used in Section V-A is used for
this comparison. Table 2 shows the number of parameters and
training time to achieve similar classification accuracy.

From the comparison in Table 2 the CNN performance in
terms of accuracy is comparable to that of the LSTM given
that the train and test data size, activation function, optimizer
and other parameters of the network are the same. We use the
CNN in this work as it shows comparable results in a shorter
training time. The CNNs have shown considerable success on
raw IQ traces [9], [13], [15].

C. CONVOLUTIONAL NEURAL NETWORK
Convolutional Neural Networks (CNNs) are a type of
feed-forward neural network known to perform convolution
operation. A CNN model composes of multiple processing

layers to learn different level features. Combining these hier-
archy features preserves extremely discriminative and effec-
tive deep representations. Given an input X (m, n) and a filter
K (i, j) the result of the convolution of the input and filter,
S(i, j) called the feature map is given by Equation 5. The
convolution operation is achieved by taking the dot product
of two inputs over a finite number of samples. It is an integral
that expresses amount of overlap of K as it is shifted over X .

S(i, j)= (K ∗ X )(i, j)=
∑
m

∑
n

X (i−m, j−n)K (m, n) (5)

The convolutional layers includes a set of neurons. Each neu-
ron is a set of learnable weights and bias. Neurons in this layer
take the local receptive fields of feature maps in the previous
layers as input and identify local patterns [20]. Assuming S lj
is the j-th feature map in l-th layer, and S l−1j (m = 1, . . . ,M )
are the outputs of the l-1th layer, S lj is calculated by:

S lj = δ
( M∑
m=1

wljm ∗ S
l−1
m + blj

)
(6)

where wljm is the weight connected to the m-th feature map
in the previous layer, blj is the j-th bias of the l-th layer,
and δ() is the rectified linear unit [25]. In general, several
pooling layers are periodically inserted in between successive
convolutional layers to progressively decrease output scale
of the intermediate activation maps. In the fully-connected
(FC) layer, neurons have connections to all activations of the
previous layer.

The CNN architecture used in this work is modeled as the
network used for modulation classification in [13], [19]. It is
a 4-layer CNN model consisting of 2 convolutional layers
and 2 dense fully connected layers. The layers use Rectified
Linear Unit (ReLU) activation function except for a Soft-
max activation at the output layer. The convolutional layers
have 2 dimensional zero padding at its input to preserve the
spatial size of the input volume so the input and output width
and height are the same. Adam optimizer and categorical
cross entropy loss is used in this model. Glorot uniform ini-
tializationwas used for kernel initialization of all convolution
layers and He normal initialization for the dense layers. The
output layer is a softmax activation function for classification.
The Convolutional Neural Network is implemented in Keras
using TensorFlow [26].

D. SIZE OF DATA IN TRAINING
Developing DL models using adequate data that captures
the relationship between the features and labels in a super-
vised learning context is an important consideration for DL
model development. This is because insufficient training data
might make a model inaccurate. Numerous research work
split available data in ratio 80:20 for train and test respec-
tively. Although this seems as the generally accepted ratio,
of more importance is the size of the training data in terms
of number of samples. The authors in [27] investigated the
correlation between training dataset size and classification
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TABLE 3. CNN architecture.

TABLE 4. Classification accuracy when training and testing using RF data
with the same SNR using CNN and RNN.

FIGURE 3. Accuracy plot for variation in size of training data.

accuracy for transmitter classification applications. This is
done by investigating whether the rules-of-thumb used in
neural network research applies in CNN-based transmitter
task. Using 100 million IQ samples for the 10-class classi-
fication problem in section V-A, each class with 10 million
samples, we train DL models using various ratio for training
and testing as shown in Table 4 to establish the effect of data
size in developing DLmodels. It is observed that the accuracy
is above 95% for both CNN and RNN when 50% or more of
the data was used for training. Figure 3 shows the accuracy
plot for variation in size of training data.

IV. DEEP LEARNING TRAINING AND TESTING
STRATEGIES
The goal here is not to design a new deep learning model
but rather to explore the proper training and testing of deep
learningmodels such as CNN for RF spectrum learning under

FIGURE 4. Train and Test using RF data at a fixed SNR.

FIGURE 5. Train and Test using RF data at multiple fixed SNR.

different scenarios in wireless communications. The variation
in SNR values of the training and testing datasets is a means
to model the varying attributes of the communication signal
due to interference, channel effects, and general degradation
of the quality of the received signal. The SNR which is
the measure of information content compared to noise, is a
key attribute to consider during training and testing of deep
learning models for communication systems. In this section,
we study and analyze how SNR selection for training and
testing impacts RF learning for practical systems and how it
relates to the scenarios highlighted in Figure 7.

A. TRAINING AND TESTING ON ONE FIXED SNR
We consider training and testing a deep neural network on a
single SNR level. This is relevant when there is an intended
transmitter - receiver pair with closed loop power control
or other means to maintain the SNR level as described in
Figure 7A. Owing to the fact that the SNR is maintained,
it is possible for the deep learning module developed on this
fixed SNR level on a receiver to properly identify modulation
used from the received signal in practical situations. Figure 4
shows scheme of training and testing on the same 20dB
SNR data.

B. TRAINING AND TESTING ON MULTIPLE FIXED SNRs
Training onmultiple fixed SNR levels and testing on the same
SNR level used in training is achieved by splitting the data
into training and testing sets as illustrated in Figure 5. This
approach has been adopted by various researchers using dif-
ferent stepsizes. For instance, [13], [15], [28] used a step-size
of 2dB while [7], [9] used a step-size of 5dB. As discussed in
section V, this is with the notion of capturing all variations in
SNR of a received signal.

C. TRAINING ON MULTIPLE FIXED SNRs AND TESTING ON
SNR NOT SEEN IN TRAINING
Training is similar to the method described in section IV-B
but testing on the same set of SNR may not be practical for
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FIGURE 6. Train using RF data at multiple fixed SNRs and test using RF
data at a different SNR from that used during training.

many real-life applications as the SNR level of a received
signal may vary due to channel effects. Figure 6 shows an
example where training is done on 0, 5, 10, 15 and 20dB and
testing is done on 8dB. This is a more practical scenario for
RF learning.

V. RF LEARNING IN DIFFERENT SCENARIOS
For an area of research as broad as wireless communications
systems, it is important to clearly show the scenarios being
considered for a particular problem. In this section, we high-
light three unique scenarios for RF learning as shown in
Figure 7 in which the RF learning problem must be uniquely
designed [19]. This is of course not an exhaustive list but we
use it to highlight various possibilities and differences in RF
learning.

Figure 7A is an intended transmitter-receiver pair with
closed loop power control system to keep the received signal-
to-noise ratio fairly constant. Scenario 7B represent a shared
spectrum where there is co-existence of multiple systems
in the same unlicensed band such as LTE-U and Wifi [29],
[30]. As shown in the diagram, there is interference from the
LTE-U system to the Wifi receiver. Figure 7C describes a
spectrum monitoring system in a network with the aim of
coordinating the entire communication system for resource
management and optimal performance. RF learning imple-
mentation and proper performance evaluation for these three
scenarios are discussed here.

A. SCENARIO 1: INTENDED TRANSMITTER-RECEIVER
PAIR
1) INTRODUCTION
This scenario is depicted in Figure 7A. For instance, the
power control scheme in 4G Long Term Evolution (LTE)
uplink is used to maintain a constant SNR at the receiver.
Specifically, eNodeB estimates the SNR of the received sig-
nal and compares it to a target SNR value. Based on the
comparison, transmit power control notifies the User Equip-
ment (UE) to adjust the uplink transmission power to ensure
a fixed SNR at eNodeB [31].

2) PROBLEM STATEMENT
Here we consider Automatic Modulation Classifica-
tion (AMC) problem where the RF data for training and
testing is at the same SNR level as we have in 4G LTE. The

goal of AMC is to recognize the modulation scheme of a
detected signal. AMC is the process between the detection
of a signal and its demodulation which is an important step
towards developing an intelligent radio receiver [32].

3) DATASET DESCRIPTION
Over-the-air dataset generated using National Instruments
Universal Software Radio Peripheral (NI USRP) based
testbed [33] and LabVIEW is used following the setup
described in Section II. Data for 10 modulation schemes,
namely BPSK, QPSK, 8PSK, 16PSK, 16QAM, 32QAM,
64QAM, 128QAM, 256QAM and OQPSK, were gen-
erated in LabVIEW and transmitted over-the-air via a
USRP 2932 transmitter-receiver pair in the lab. In order to
model a realistic channel where noise and channel impair-
ment are unavoidable, we moved the USRP around as
well as walked through the line of sight. We collected
datasets of varying SNRs between 0dB and 12dB with a
step-size of 0.5dB. For each modulation type, we collected
a total of 10 million IQ samples.

4) DEEP LEARNING MODEL
Convolutional Neural Network model described in
Section III-C is used. It is developed by training and testing on
a 10dB SNR level with 80% of data used for training and 20%
used for testing. The CNN model consists of 312,554 trained
parameters. The algorithm for AMC is given in Algorithm 1.

Algorithm 1 CNN Model Development for AMC
Input: RF data for 10 modulation schemes at fixed SNRX

and corresponding labels Y
Split dataset into training (80%) and testing (20%)
Normalize the data z = x−min(x)

max(x)−min(x)
Train the CNN model:
1: initialize θθθ
Training Process

2: for numberofepochs do
3: CNN forward pass −→ Y ′i
4: calculate loss function L −→ |Y − Y ′i |
5: perform back propagation −→ ∂L

∂θi

6: update CNN weights, θi −→ θi+1 + η
∂L
∂θi

7: end for
8: return θθθ

Test the CNN model: Testing Process
9: for ZinModulationType(fixedSNR) do

10: CNN forward pass −→ Y ′i
11: Accuracy −→

∑N
i=1 Yi==Y

′
i∑N

i=1 Yi
12: end for
13: return Accuracy

5) RESULTS
Figure 8 shows the confusion matrix when training and test-
ing is done on 10dB SNR with a classification accuracy of
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FIGURE 7. Three scenarios considered for radio frequency learning.

97.81%. Furthermore, another CNN model is trained using
0dB RF data. For both 0dB and 10dB CNN models, testing
was done using SNR levels from 0dB to 10dB with 1dB
increment. These include SNR levels not seen in training.
Figure 1 shows the testing accuracies for 0dB and 10dB
model. We observed very good testing accuracies when
training and testing on the same SNR level. However, testing
on another SNR level not seen in training resulted in poor
accuracies. As an example, testing the 10dB model with 6dB
data gave an accuracy of only 18.85% comparing to testing
with 10dB data with an accuracy of 97.81%. Accuracy from
10dB model is generally higher than that of 0dB model. This
is due to the better data quality when SNR is higher.

Good classification accuracy is achieved when training
and testing on RF data with the same SNR but accuracy
drops drastically when testing on RF data with a different
SNR level. The confusion matrix in Figure 8 is diagonally
dominant as expected. However, it is observed that 16QAM
being misclassified as 64QAM, and 64QAM misclassified
as 128QAM. This is because 16QAM could not be easily
distinguished from 64QAM, as 64QAM constellation points
are traversed by 16QAM points. Similar situation occurs for
the 64QAM and 128QAM datasets.

B. SCENARIO 2: CO-EXISTENCE OF MULTIPLE SYSTEMS IN
THE SAME UNLICENSED BAND SUCH AS LTE-U AND WiFi
1) INTRODUCTION
The need for better spectrum utilization has triggered spec-
trum sharing such as the coexistence ofWiFi and LTE in unli-
censed bands [29], [30] as described in Figure 7B. To achieve
opportunistic access and ensure fair share of the spectrum
without causing undesired interference, improved sensing
and signal identification methods to detect and pinpoint spec-
trum users as well as interferer is important. Such meth-
ods and algorithms will be beneficial to spectrum sensing,
dynamic spectrum access, and cognitive radio [34]. In this
work, we consider LTE and WiFi coexisting in the same
frequency band. Traditional power estimation and spectrum
sensing can only detect whether the spectrum is occupied

FIGURE 8. Confusion matrix for training and testing using RF data at
10dB fixed SNR.

or not as in energy detection [35]. To know the waveform
occupying the spectrum, methods such as matched filter
detection or cyclostationary detection methods require some
prior knowledge [36]. The test statistics for these meth-
ods are generated by using model-based features such as
eigenvalues from the sample covariance matrix and signal
energy therefore detection ability largely depends on pre-
sumed model. Furthermore, these statistics may not ade-
quately exploit the potential of signal sample, thus, new
data-driven deep learning-based detectors with test statistics
automatically generated from samples of the signals are pro-
posed [37]. The authors in [35] gave good background and
related work to spectrum sensing for cognitive radios.

2) PROBLEM STATEMENT
In this case, a 4-class classification problem is formulated to
identify the type and number of users in a shared spectrum.
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The four classes are:
• idle
• system1 (LTE)
• system2 (WiFi)
• system1 + system2 (LTE +WiFi)

idle implies no system is transmitting, i.e., only background
noise is in the measurements. system1 denotes that LTE is
transmitting, while system2 denotes that WiFi is transmitting.
system1 + system2 denotes both systems are transmitting
simultaneously.

3) DATASET DESCRIPTION
For the four different transmission scenarios considered,
RF traces were collected using NI USRP and LabVIEW soft-
ware. Specifically, RF data for the four different coexisting
scenarios described above were collected from the testbed for
SNR values of 0dB to 12dB with increment of 1dB. We col-
lected 10 million IQ samples for each setup considered.

4) DEEP LEARNING MODEL
Convolutional Neural Network model architecture described
in Section III-C is used. It is developed by training and testing
using RF data of the same set of SNR levels. For training,
we used 2 million samples from each of the 4 SNR levels
considered across the 4 co-existence scenarios giving a total
of 32 million samples. We used the same data combination
approach for testing with 400 thousand samples selected for
each SNR level giving a total of 6.4 million samples. The
CNNmodel has a total of 276,132 trained parameters and the
algorithm for co-existence of multiple systems in the same
unlicensed band is given in Algorithm 2.

Algorithm 2 CNN Development for Co-Existence of Multi-
ple Systems in the Same Unlicensed Band
Input: RF data for 4 classes considered at multiple fixed

SNRs X and corresponding class labels Y
Data selection and representation for train and test
Normalize the data z = x−min(x)

max(x)−min(x)
Train the CNN model:
1: Same Training Process as Algorithm 1

Test the CNN model:
2: Load saved weights θθθ
Testing Process

3: for ZinCoexistenceScenario do
4: CNN forward pass −→ Y ′i
5: Accuracy −→

∑N
i=1 Yi==Y

′
i∑N

i=1 Yi
6: end for
7: return Accuracy

5) RESULTS
Results for training and testing on the same set of SNRs are
detailed in Table 5. High accuracies are observed in all three
cases. Specifically, an accuracy of 99.35% is obtained when

TABLE 5. Classification accuracy when training and testing using RF data
with the same (multiple) fixed SNR.

FIGURE 9. Confusion matrix for training and testing on multiple fixed
SNR values.

training on 2dB, 4dB, 6dB, 8dB and testing on the same set
of SNRs. Figure 9 shows the confusionmatrix.When training
and testing using RF data with the same (multiple) fixed SNR,
we obtained excellent classification accuracy. In this specific
example, the classification accuracy is even higher than that
in scenario 1. This may be because there is a smaller number
of classes and/or there exists better distinguishable classes
compared to the case in scenario 1 where there are classes
that are less distinguishable, e.g., 16 QAM vs. 64 QAM.

C. SCENARIO 3: SPECTRUM MONITORING
1) INTRODUCTION
Challenges of spectrum sharing include how to enact a policy
which is mutually beneficial such that all parties involved can
deliver their core capabilities and also ensure that missions
are protected. For instance, the use of 1697-1710MHz band
is shared by National Oceanic and Atmospheric Administra-
tion (NOAA) for its weather satellite operation in the down-
link while commercial wireless companies share their uplink
transmission for their user equipment in this band [16]. For
these sharing systems, there is a need for spectrummonitoring
as discussed in [38]. It is noted that FCC did not set any
limit on the technology that can be deployed within the band.
New technology such as 5G systems and narrow band internet
of things (NB-IoT) can be deployed which can significantly
alter the propagation model used to design and develop the
monitoring system [16]. Deep learning based model can be
developed for spectrum monitoring to detect, identify source
and classify signals in a bid to enable beneficial spectrum
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TABLE 6. Prediction accuracy of CNN Model 1 (trained using RF data at
SNR levels from 0dB to 3dB with step size of 0.5dB, and leave the RF data
at 1.5dB out during training).

sharing and achieve optimum spectrum utilization as depicted
in Figure 7C.

2) PROBLEM STATEMENT
For spectrum monitoring, we use a modulation recognition
problem as an example since interest is in the identification
of the modulation type of the transmitter. Since the SNR
of the received signal at the spectrum monitor may vary
across a wide range, we test the performance of the deep
learning model using RF data at both SNR levels seen in
training and SNR levels not seen in training as discussed in
Section IV-C.

3) DATASET DESCRIPTION
The dataset described in Section V-A3 for automatic modu-
lation recognition is used. It consists of 10 modulation types
with varying SNR levels.

4) DEEP LEARNING MODEL
Convolutional Neural Network model described in
Section III-C is used. Three CNN models (with the same
model architecture) were trained using RF data comprising
SNR levels of different step sizes with one SNR level left
out, as listed in Tables 6, 7, and 8. Testing is done using RF
data at SNR levels seen in training as well as SNR levels not
seen in training. CNN Model 1 is trained using RF data at
SNR levels 0dB, 0.5dB, 1dB, 2dB, 2.5dB, and 3dB, while it
is tested using RF data at SNR levels from 0dB to 3dB with
step size of 0.5 dB, including the RF data at 1.5dB. Similarly,
CNN Model 2 is trained using RF data at SNR levels from
0dB to 6dB with step size of 1dB, and leave the RF data
at 3dB out during training, while CNN Model 3 is trained
using RF data at SNR levels from 0dB to 12dB with step
size of 2dB, leaving out the RF data at 6dB during training.
1.5 million samples of each SNR level used in developing
a model is aggregated to form a total of 9 million samples
for each class and a total of 90 million samples of IQ data
for training. 2 million samples of IQ data for each SNR level
across 10 classes is aggregated to give 20 million samples for
testing at each SNR level. Testing is done on one SNR level
at a time. Each CNN model has a total of 312,554 trained
parameters. The algorithm for spectrum monitoring is given
in Algorithm 3.

Algorithm 3 CNN Model Development for Spectrum Moni-
toring
Input: RF data for 10 classes considered at varying SNRs X

and corresponding class labels Y
Data selection and representation for train and test
Normalize the data z = x−min(x)

max(x)−min(x)
Train the CNN model:
1: Same Training Process as Algorithm 1

Test the CNN model:
2: Load saved weights θθθ
Testing Process

3: for ZinModulationType(varyingSNR) do
4: CNN forward pass −→ Y ′i
5: Accuracy −→

∑N
i=1 Yi==Y

′
i∑N

i=1 Yi
6: end for
7: return Accuracy

TABLE 7. Prediction accuracy of CNN Model 2 (trained using RF data at
SNR levels from 0dB to 6dB with step size of 1dB, and leave the RF data
at 3dB out during training).

5) RESULTS
The testing results for the three CNNs are given in
Tables 6, 7, and 8, respectively. It is observed that the pre-
diction accuracy is high for all the RF data with the same
SNR levels included in the training as expected. However,
the prediction accuracy varies a lot for RF data with SNR not
included in training. There is an accuracy of 94.47% when
testing is done with 1.5dB dataset not seen in training CNN
Model 1, 97.55% when testing CNN Model 2 with 3dB data
and a very low 43.63% when testing CNNModel 3 with 6dB
data. It seems that the step size (0.5dB, 1dB, and 2dB) affects
how well the deep learning model generalizes. The results
also suggest that there exist a sweet spot of step size such that

TABLE 8. Prediction accuracy of CNN Model 3 (trained using RF data at
SNR levels from 0dB to 12dB with step size of 2dB, and leave the RF data
at 6dB out during training).
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TABLE 9. K - S Statistic and p-value.

the training data may cover the underlying distribution well
and allow the deep learning model to learn the distribution
with high accuracy and be able to generalize well. The step
size of the SNR of the dataset used in training is an important
factor to consider for RF learning. Our observation remains
consistent when deeper models have been used with more
parameters to train on.

VI. FURTHER DISCUSSIONS
It is generally assumed that datasets with the same distribu-
tion are used in training and testing machine learning models.
Empirically, the uniform convergence theory states that under
this condition, the training and testing errors are close in
values [39]. However, these conditions are not necessarily ful-
filled in reality as training is done in a domain separate from
the testing domain. Moreover, wireless signals are impaired
by a number of time-varying effects such as noise, fading, and
channel impairments, yet detailed information about the noise
and the wireless channel may not be available in practice.

A. DISTRIBUTION ALIGNMENT
When training and testing on RF data at the same SNR level,
higher classification accuracy is observed compared to when
the machine learning model is tested on RF data at SNR
levels not seen in training. This observation supports the
general understanding that discriminative learning methods
such as convolutional neural networks perform very well
when training and testing data sets are drawn from the same
distribution [39]. This is known as distribution alignment
problem because deep learning models have an intrinsic bias
to data seen in training and this does not allow the model to
generalize well to unseen test data. Researchers and practi-
tioners highlight that the increase in generalization error of
supervised models is directly proportional to an increase in
the variance of the training and testing distributions [40].

Kolmogorov - Simirnov (K-S) statistic and p-value [41]
may be applied to examine the relationship between data
distributions. K-S statistic follows the hypothesis that the
distribution of two samples are the same if the K-S statistic
value is small and p-value is high. Table 9 shows the (K-
S statistic, p-value) pair under different training and testing
data. It is observed that RF datasets at the same SNR are of the
same distribution. The farther the SNR values are apart from

each other, the higher the K-S statistic value, which indicates
a bigger difference in distribution. Therefore, the generaliza-
tion observed in CNN Model 1 and CNN Model 2 can be
explained based on the K-S statistics and p-value, in other
words, datasets with fine granularity (small step size) appear
to be closer in distribution, thus better classification accuracy
can be achieved than datasets with coarse granularity in SNR
levels.

Furthermore [17] studied robust generalizations in the con-
text of adversarial learning where small perturbations can
cause state-of-the-art DL classifiers to produce incorrect pre-
diction. This is compared to standard generalization in which
there is no perturbation in the data. Our work directly relates
to this in terms of SNR variations and analysis to develop
robust models. Adversarial learning is unique in wireless
communications systems because unlike the computer vision
domain that assumes that adversarial and legitimate inputs are
received ‘as is’’ by the classifier, wireless communication sig-
nals are subjected to perturbation due to the channel. This can
cause a significant change in the distribution of the received
signal. The authors studied the effect of sample complexity
of standard generalization compared to that of adversarially
robust generalization. The study established that even for
a simple data distribution such as a mixture of two-class
conditional Gaussians, the sample complexity for robust gen-
eralization is significantly larger than that of standard gener-
alization regardless of model and learning algorithm (see [17]
for mathematical formulation). The results corroborate our
conclusion that SNR levels with fine granularity should be
used for model development thus increasing sample com-
plexity to adequately cover the underlying distribution. This
allows the deep learning model to learn the distribution with
high accuracy and generalize well.

B. COMPARISON WITH COMPUTER VISION DOMAIN
Gleaning from the computer vision domain, computer vision
systems are trained and tested on images of high quality
for image recognition tasks, yet quality of the input images
cannot be pre-determined in practical applications. There
are several recent study on characterizing the outcome of
image quality on computer vision systems, for example
in [42]–[44]. They studied the effect of image quality distor-
tions on deep neural network models. Five types of quality
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distortions, namely contrast, noise, blur, JPEG2000 compres-
sion and JPEG compression were considered in [42]. Specif-
ically, in the experiment of [42], Gaussian noise was added to
each color component (segment) of each pixel separately and
the standard deviation of the noise was varied from 10 to 100
in steps of 10. They trained on high quality images and tested
on images with varying noise level. The accuracy of the deep
neural networks decreased significantly as the noise level
increased. For instance, at the noise standard deviation of
90, the network performance became less than 20%. This
is also observed in [43] who noted that the performance of
image recognition models degrades greatly when testing on
corruptions such as noise unseen in training.

The notion of adding distortion such as noise in computer
vision applications can be directly related to SNR in RF
learning where we compare high quality images to RF data
at high SNR levels, and images with high distortion to RF
data at low SNR levels. From our tests, we observe a trend
similar to that of the computer vision domain when training
on data from one SNR level and evaluating on another SNR
level not seen in training.

C. INFERENCE IN A DYNAMIC RF ENVIRONMENT
In practical RF environments, our pre-trained model per-
forms inference which is a feed forward computation with
no iteration, thus it is very fast. Training the model on the
other hand requires iterations but it is done offline. For infer-
ence, only typical edge computing devices are needed. For
instance, we measured a latency of 68 µ sec in inference
time on NVIDIA Tesla P100-DGX1-32GB GPU using our
model with 312554 parameters. A bigger model such as
MobileNet [45] with 4.2 million parameters has a latency of
2.4 m sec on Quad-core Cortex-A53@ 1.5GHz+ Edge TPU
according to benchmark results from Coral [46].

VII. RELATED WORKS
Previous publications have shown that deep learning on RF
datasets have the potential to transform the communication
problems as it has done in computer vision and speech
recognition. Several research groups have started exploring
the capabilities of deep learning in building applications for
wireless communications systems by using RF data employ-
ing state-of-the-art software and hardware tools focusing on
various objectives. Among these objectives are device iden-
tification and intrusion detection [8], [9], [24], [47] where
work is done to determine the transmitter and detect if
there is an unwanted transmitter in the system. Similar to
this is modulation recognition, identification and classifi-
cation [12], [14], [48] where work is done to identify the
modulation scheme in use. This may find applications in
interference management and opportunistic mesh network-
ing, thereby improving the overall radio efficiency. Spectrum
sensing and adaptation is another area where work has been
done [5], [7], [49]. The work identifies the combination
of multiple-user coexisting in license-free frequency bands
and predicts the waveform combination presented. Wireless

interference identification had been studied in [15] to deter-
mine the source of interference in a coexisting transmission
scenario for coexistence management. Furthermore, signal
identification was considered in [6] for spectrum monitoring.
Such monitoring systems are used for coexistence manage-
ment, regulatory purposes, standardization and in defense
applications.

In the papers discussed above, many of them trained and
tested on RF data at the same sets of fixed SNR values. The
various scenarios in this paper present different considera-
tions for the selection of SNR values of RF data used in
training and testing. Training can be done on a fixed SNR
if the received SNR can be controlled at a pre-fixed level.
This will not generalize to cases where there is variation in
the received SNR values, as described in Figure 7B and 7C
where we have unintended transmitter-receiver and spec-
trum monitor, respectively. From our analysis in previous
sections, the SNR step size selection is an important con-
sideration for building a model that capture all SNR vari-
ations in practical applications. The data generation proce-
dure, communication system modeling, data selection for
training and testing RF learning models are all factors that
significantly affect the practicality of the DL model for RF
learning.

VIII. CONCLUSION
The availability of wireless big data and state-of-the-art deep
learning techniques makes it possible to explore RF learn-
ing for the optimization of future communication systems.
In this work, we study various use cases for RF learning
in future wireless systems, examine different training and
testing strategies, and under what conditions these strategies
should be used. Our analysis show that to achieve practical
RF learning, it is important to understand the scenario for
which the model is developed, use appropriate training and
performance evaluation strategies.

There are many potential applications for RF learning
in wireless communication systems. The need to develop
models that will generalize well on these applications has
motivated us to do a detailed analysis to understand different
scenarios and their requirements. Many previous studies
in the literature have been done by training and testing
on RF data at the same fixed SNR values. To the best
of our knowledge, there are very few considerations for
the SNR step sizes used in building RF learning mod-
els as well as how testing is performed in specific sce-
narios. Developing models that generalize well for RF
learning such that data from target distributions can be
correctly inferred when the training data is from another
distribution is key for future intelligent communications
systems.

Most of the current studies have used synthetic data gen-
erated from various devices with different setup to model
the communications systems. Further study may be needed
to understand how synthetic and real over-the-air data may
affect the performance of RF learning.
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