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ABSTRACT In this article, the response characteristics of multicomponent induction logging (MCIL) tool
in anisotropic formation are analyzed. To solve the 1-DMCIL problems, we use a planar layered anisotropic
medium (PLAM) Green’s function (PLAMGF) method which is derived from the layered-medium Green’s
function (LMGF) and combined with MCIL excitation source and anisotropic formation environment, and
then use it to investigate the equivalence of the MCIL tool responses in two models, i.e. the microscopic thin
interbed formation and macroscopic anisotropic formation, and also analyze the effects of shoulder bed and
formation dip on MCIL tools. In addition, in order to solve the complex 3-D problems, such as the effects
of borehole, tool eccentricity and invasion on the tool response, we use the finite element method (FEM)
based on a proposed new meshing scheme to simulate and analyze. This new meshing scheme includes two
aspects: the use of cylindrical hexahedron element and the flexible meshing strategy combined with domain
decomposition. Finally, some key detection performances of coaxial coils and coplanar coils of MCIL tool
are studied. Numerical experiments are conducted to prove the effectiveness of our proposed method and
provide the detailed results of the aforementioned aspects.

INDEX TERMS Multicomponent induction logging (MCIL), Green’s function (GF), electric anisotropy,
finite element method (FEM).

I. INTRODUCTION
Induction logging (IL) is an essential approach in the
petroleum industry. It can provide electromagnetic (EM)
and geometry information about the formation, thus play-
ing an important role in evaluating hydrocarbon reservoir.
A typical IL tool consists of one (or multiple) transmitting
coil(s) to generate EM fields by applying an alternating cur-
rent and one (or multiple) receiving coil(s) to measure the
EM signals of the target. Thus, the formation resistivity (or
conductivity) around the borehole can be obtained [1]–[3].
The thin sand-shale interbed formation is an important
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hydrocarbon reservoir, it usually exhibits macroscopic elec-
trical anisotropy, and the vertical resistivity is usually much
higher than the horizontal resistivity. However, the conven-
tional IL tools can only measure the horizontal resistiv-
ity since they only have coaxial transmitter-receiver coils.
This often makes the oil and gas reservoir overlooked or
mistaken as water-bearing sand. In order to measure both
the horizontal and vertical formation resistivity, the MCIL
tool (or triaxial induction tool) has been developed [4]–[6].
As can be seen in Fig. 1, The MCIL tool is composed of
three pairs of mutually orthogonal transmitter-receiver coils.
Where, the coaxial coil pair means that the normal axes of
the transmitting coil (Tz) and the receiving coil (Rz) are in
the same direction (z-direction), and the coplanar coil pair
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means that the transmitting coil (Tx or Ty) and receiving coil
(Rx or Ry) are in the same plane. As such the MCIL can
measure the full matrix of nine magnetic components of the
magnetic field. There aremany researches on traditional array
induction logging (AIL) [68]–[70], but few on MCIL, this is
because this new tool has not only the traditional coaxial coil,
but also the orthogonal coplanar coil, which makes the tool
response more complex, so the analysis of MCIL problems
still under developed. In recent decades, numerical simulation
on MCIL tool responses has been extensively studied, which
can be classified into three categories: the analytical meth-
ods [7]–[16], semi-analytical methods [17]–[19], and numer-
ical methods [20]–[34]. However, the response characteristics
of coplanar coils are much more complicated than that of
coaxial coils, especially in anisotropic formation, therefore,
the comprehensive research is still under development.

The analytical methods are efficient and accurate, they
are suitable for 1-D problems. Among them, Green’s func-
tion method (GFM) is widely used to solve electromag-
netic propagation and induction problems in layered medium
[8], [35]–[38], [62]. References [35], [36], [62] provided
the approach for computing tool response in lossy layered
formation based on the GF of layered isotropic media.
Reference [8] extended the mixed potential GFM to cylindri-
cal layered anisotropic medium and then used it to simulate
the MCIL responses. Reference [37] introduced a robust
formulation for the computation of tensor GF in cylin-
drical multilayered media under finite-precision arithmetic.
Reference [38] proposed to replace point electric/magnetic
current source with appropriate boundary conditions, and
derived a simple expression of spectral GF in uniaxial
anisotropic layeredmedium. Considering that the expressions
of GF in the spectral domain for layered medium are different
due to the various treatment of the source point and interface
boundary conditions, in this article, we derive a new complete
expression of GF which can be applied for the simulation of
MCIL response in planar layered anisotropic medium.

Semi-analytical methods can be used to solve 2-D prob-
lems. Among them, the numerical mode matching (NMM)
method is well known [17]–[19]. Its computational efficiency
is higher than that of numerical method, but it cannot be
applied to the cases of inclined formation or complex exci-
tation sources (e.g., the transmitter in Fig. 1 has excitation
coils Tx, Ty, and Tz in three orthogonal directions at the same
time).

Numerical methods can deal with complex 3-D
problems, which mainly include methods based on integral
equations [20]–[25], and differential equations, e.g., finite
difference method (FDM) [26] and finite element method
(FEM) [26], [27], [27]–[34]. Among them, the FEM is pow-
erful for modeling arbitrary complex structures and complex
boundary conditions, so it is widely used in hydrocarbon
exploration engineering. Reference [32] used vector FEM
to simulate the response of induction logging, and [33] used
3-D FEM to analyze the tool response in inclined formation;
[34] proposed a FEMmodeling approach of EM field excited

FIGURE 1. Basic structure of the coil system of the MCIL tool. Here the
axis of the tool is in the z-direction, the Tz and Rz are the coaxial
transmitting coil and receiving coil respectively, the Tx and Ty are the
coplanar transmitting coils, the Rx and Ry are the coplanar receiving coils.
L is the transmitter–receiver spacing.

by coil current source in arbitrary direction, and analyzed the
IL response characteristics under pulse excitation. However,
due to the large computational domain of the FEM, the
number of unknown parameters to be solved is very large.
To reduce the computational cost, some extension methods
are introduced and have achieved remarkable results, such
as the methods based on domain decomposition [39]–[44],
[59], [60], and methods based on hybrid order hierarchical
basis function [29], [45], [63]. In addition, another promising
way is to use an appropriate meshing scheme according
to the EM field distribution and geometry of the solution
region [33], [43], [61], [67]. In this article, we propose a new
meshing scheme based on cylindrical hexahedron elements
and flexible mesh strategy for FEM simulating the 3-DMCIL
problems, thus effectively reducing the unknown quantities
while ensuring the accuracy.

In general, 1-D analytical methods and 2-DNMMmethods
are fast and accurate, but they are unsuitable for complicated
cases.While numerical methods can solve complex 3-D prob-
lems, but they usually suffer from the high computational
cost. Therefore, in this article we combine the analytical
method and numerical method to effectively investigate the
main impacting factors and response characteristics of MCIL
tool. That is, for the problems that can be simplified to 1-D
cases, e.g. when considering the influence of single environ-
ment on logging response, the formation can be considered
as a 1-D layered model, we construct the PLAMGF method
which is based on the LMGF [47] and combined with MCIL
excitation source and the multilayered anisotropic formation
environment, and then use it to simulate the MCIL responses,
investigate the influences from shoulder bed and formation
dip angle, and analyze the equivalence of tool responses
in thin interbed medium and anisotropic medium. For the
complicated 3-D problems where there are layered structures
in both axial and radial directions, such as effects of borehole,
eccentricity, and invasion on the responses (mandrel effect is
not considered in this article), we use the FEM based on a
proposed new meshing scheme for simulation.

The rest of this article is organized as follows. Section II
gives the detailed derivations of the PLAMGF formulas.
Section III introduces a new meshing scheme for FEM
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simulation. Section IV presents numerical results about the
following aspects: validating the PLAMGF method and the
FEM meshing scheme, and using the PLAMGF method
to efficiently analyze some 1-D problems including the
equivalence between the tool responses in thin interbed
medium and that in anisotropic medium (also called effective
medium theory [56]–[58]), as well as effects of shoulder
bed and formation dip on tool responses; use of FEM with
new meshing scheme to analyze complicated 3-D problems
including effects of borehole, eccentricity, and invasion on
tool responses; investigation on the detection performances
of coaxial coils and coplanar coils. Section V gives a brief
conclusion.

II. GREEN’S FUNCTION FOR PLANAR LAYERED ELECTRIC
ANISOTROPIC MEDIUM
The layered-medium Green’s functions (LMGF) [47] was
firstly proposed by Michalski and Mosing in 1997, after that,
many fruitful researches have been done on the development
of this method from different aspect, e.g., some focus on
developing its extension method for the application in related
fields, and some focus on developing the efficient algorithm
of Green’s function [50]–[55], [62]. In this article, we develop
the extension method of LMGF and then use it to effectively
solve the 1-DMCIL problems, that is, we combine the LMGF
withMCIL excitation source and themultilayered anisotropic
formation environment, then analyze the equivalent voltage
and current of the transmission line when the excitation
source (source point) and the measurement point (field point)
are in different positions, and finally, a set of calculation
formulas are derived. As such, the traditional LMGF is then
expand to be an effective method for solving 1-DMCIL prob-
lems, we call it the PLAMGFmethod. The detailed derivation
process is as follows.

A MCIL tool is composed of three pairs of mutu-
ally orthogonal transmitter-receiver coils. Fig. 2(a) is the

FIGURE 2. MCIL tool in planar layered anisotropic uniaxial formation.
Here, (x, y, z) is the formation coordinate system, and (x ′, y ′, z ′) is the
tool coordinate system. (a) Schematic illustration of the transmitters and
receivers of a MCIL tool in a planar layered anisotropic formation.
(b) Basic structure of the MCIL tool.

schematic illustration of the MCIL tool placed in planar lay-
ered uniaxial anisotropic formation, where, the angle between
the tool and the formation normal is θ , the azimuth angle is ϕ,
the horizontal and vertical conductivities of each layer are
σvi and σhi respectively, here i = 1, 2, · · · ,N . Considering
that the transmitter and receiver coils is much smaller than
the transmitter–receiver spacing, they can be safely replaced
with Tx ′ ,Ty′ ,Tz′ and Rx ′ ,Ry′ ,Rz′ i.e., the magnetic dipoles in
three directions in the tool coordinate system (x ′, y′, z′) [7],
[8], [13], as shown in Fig. 2(b). Let the magnetic moments
of the three transmitting dipoles be MT

x ′ ,M
T
y′ ,M

T
y′ , the mag-

netic field produced by them at the receiving dipoles can be
obtained from the following equationHx ′

Hy′
Hz′

 = [R]−1 Ḡ [R]

MT
x ′

MT
y′

MT
z′

 . (1)

where, [R] is the transformation matrix from the tool coor-
dinate system (x ′, y′, z′) to the formation coordinate system
(x, y, z)

[R] =

 cos θ cosϕ − cos θ sinϕ sin θ
sinϕ cosϕ 0

− sin θ cosϕ sinθ sinϕ cos θ

 , (2)

and Ḡ is the dyadic GF in the anisotropic layered medium,
which can be expressed as a matrix with nine components

Ḡ =

G
HM
xx GHMxy GHMxz

GHMyx GHMyy GHMyz
GHMzx GHMzy GHMzz

 . (3)

The components of GF in Equation (3) are derived as
follows. First, by converting the Maxwell equation into a
scalar form, then a set of equivalent transmission line equa-
tions can be obtained based on the principle of transmission
line equivalence. Related detailed derivations are shown in
APPENDIX. Based on Equation (A-12) and themethod given
in [46], [47], the GF of current and voltage in the equiva-
lent transmission line equations can be obtained respectively,
which can be expressed in three cases as follows.

A. CASE 1: THE FIELD POINT AND THE SOURCE POINT
ARE LOCATED IN THE SAME LAYER
In this case, the layer number (m) of the field point is equal
to the layer number (n) of the source point, i.e., m = n, (m,
n = 1, 2, . . . ,N ), the voltage and current are expressed as

V p
i (n, z; n, z

′) =
Zpn
2

[
eik

p
zn|z−z′| +

1

Dpn
C1 · Rp

]
V p
v (n, z; n, z

′) =
1
2

[
Sgn(z− z′)eik

p
zn|z−z′| +

1

Dpn
C2 · Rp

]
Ipi (n, z; n, z

′) =
1
2

[
Sgn(z− z′)eik

p
zn|z−z′| +

1

Dpn
C3 · Rp

]
Ipv (n, z; n, z

′) =
Y pn
2

[
eik

p
zn|z−z′| +

1

Dpn
C4 · Rp

]
, (4)
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where, Sgn(z) =

{
1, z > 0
−1, z < 0

, Dpn = 1−
↼

R
p
n
⇀

R
p
n tn,


C1
C2
C3
C4

=


1 1 1 1
1 −1 1 −1
−1 1 1 −1
−1 −1 1 1

, Rp=


⇀

R
p
ne
ikpzn[2zn−1−(z+z′)]

↼

R
p
ne
ikpzn[(z+z′)−2zn]

↼

R
p
n
⇀

R
p
ne
ikpzn[2dn+(z−z′)]

↼

R
p
n
⇀

R
p
ne
ikpzn[2dn−(z−z′)]

,

and dn = zn−1 − zn, tn = ei2k
p
zndn .

Where
↼

R
p
n and

⇀

R
p
n represent the generalized reflection coef-

ficients of downward and upward respectively, they can be
obtained by recursion of the following formula

↼

R
p
n =

Rpn+1,n +
↼

R
p
n+1tn+1

1+ Rpn+1,n
↼

R
p
n+1tn+1

⇀

R
p
n =

Rpn−1,n +
↼

R
p
n−1tn−1

1+ Rpn−1,n
↼

R
p
n−1tn−1

. (5)

where Rpa,b is the local reflection coefficient from the ath layer
to the adjacent bth layer, which can be expressed as

Rpa,b =
Zpa − Z

p
b

Zpa + Z
p
b
. (6)

B. CASE 2: THE FIELD POINT IS BELOW THE LAYER
WHERE THE SOURCE POINT IS LOCATED
In this case, the layer number (m) of the field point is larger
than the layer number (n) of the source point, i.e., m>n, (m,
n = 1, 2, . . . ,N ), the voltage and current are expressed as

V p
v,i(m, z; n, z

′) = V p
v,i(m, zn; n, z

′)


m−1∏
k=n+1

↼

T
p
k


×

[
1+

↼

R
p
me

i2kpzm(z−zm)
]
eik

p
zm(zm−1−z)

1+
↼

R
p
mtm

,

Ipv,i(m, z; n, z
′) = V p

v,i(m, zn; n, z
′)


m−1∏
k=n+1

↼

T
p
k


×

Y pm
[
−1+

↼

R
p
me

i2kpzm(z−zm)
]
eik

p
zm(zm−1−z)

1+
↼

R
p
mtm

,

(7)

where
↼

T
p
k is the voltage transmission coefficient expressed as

↼

T
p
k =

V p
v,i(zk )

V p
v,i(zk−1)

=
(1+

↼

R
p
k )e

ikpzkdk

1+
↼

R
p
k tk

. (8)

C. CASE 3: THE FIELD POINT IS ABOVE THE LAYER
WHERE THE SOURCE POINT IS LOCATED
In this case, the layer number (m) of the field point is
smaller than the layer number (n) of the source point,

i.e., m<n, (m, n = 1, 2, . . . ,N ), the voltage and current are
expressed as

V p
v,i(m, z; n, z

′) = V p
v,i(m, zn−1; n, z

′)


n−1∏

k=m+1

↼

T
p
k


×

[
1+

↼

R
p
me

i2kpzm(zm−1−z)
]
eik

p
zm(z−zm)

1+
↼

R
p
mtm

Ipv,i(m, z; n, z
′) = V p

v,i(m, zn; n, z
′)


n−1∏

k=m+1

↼

T
p
k


×

Y pm
[
−1+

↼

R
p
me

i2kpzm(zm−1−z)
]
eik

p
zm(z−zm)

1+
↼

R
p
mtm

,

(9)

Defining Ḡ
mn
HM as the GF corresponding to the magnetic

field in the mth layer which generated by the magnetic current
source located in the nth layer, and defining ˜̄G

mn

HM as the
spectral form of Ḡ

mn
HM , then we have

H̃ = < ˜̄G
mn

HM , M̃>. (10)

When the GF of the transmission line is known, the com-
ponents of the spectral GF of the magnetic field generated by
the magnetic current source can be obtained by comparing
(A-10) with (10).

˜̄G
mn

HM

=



−
k2x
k2ρ
Ihv −

k2y
k2ρ
I ev ,

kxky
k2ρ

(I ev − I
h
v ),

kx
ωµn

Ihi

kxky
k2ρ

(I ev − I
h
v ), −

k2y
k2ρ
Ihv −

k2x
k2ρ
I ev ,

ky
ωµn

Ihi

kx
ωµm

V h
v ,

ky
ωµm

V h
v ,−

1
−iωµn

[
k2ρ
−iωµm

V h
i −δ(z−z

′)

]


x,y,z

(11)

In order to transform the spectral GF in (11) into the spatial
GF, the following inverse Fourier transformation is required,

f (ρ) = F−1
[
f̃ (kρ)

]
=

1
(2π )2

∫
+∞

−∞

∫
+∞

−∞

f̃ (kρ)ei[kx (x−x
′)+ky(y−y′)]dkxdky,

(12)

it has the following relationships (as shown in (14)) with the
Sommerfeld integral defined in (13) [17].

Sn[f̃ (kρ)] =
1
2π

∫
+∞

0
f̃ (kρ)kn+1ρ Jn(kρρ)dkρ, (13)

F−1[f̃ (kρ)] = S0[f̃ (kρ)]

F−1[ikx f̃ (kρ)] = − cosβS1[f̃ (kρ)]

F−1[iky f̃ (kρ)] = − sinβS1[f̃ (kρ)]
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F−1[k2x f̃ (kρ)] = −
1
2

{
cos 2βS2[f̃ (kρ)]− S0[k2ρ f̃ (kρ)]

}
F−1[k2y f̃ (kρ)] =

1
2

{
cos 2βS2[f̃ (kρ)]+ S0[k2ρ f̃ (kρ)]

}
F−1[kxky f̃ (kρ)] = −

1
2
sin 2βS2[f̃ (kρ)], (14)

where β = arctan[(y − y′)/(x − x ′)]. By using (14) to carry
out the inverse Fourier transform for (11), the components of
the spatial GF in (3) can then be obtained, as shown below.

GHMxx =
1
2

{
cos 2βS2

[
Ihv − I

e
v

k2ρ

]
− S0

[
Ihv + I

e
v

]}

GHMyy = −
1
2

{
cos 2βS2

[
Ihv − I

e
v

k2ρ

]
+ S0

[
Ihv + I

e
v

]}

GHMzz = S0
[
k2ρV

h
i

]
GHMxy =−

1
2
sin 2βS2

[
I ev−I

h
v

k2ρ

]
= G̃HMyx

GHMxz = cosβS1

[
−Ihi
iωµn

]
GHMzx = cosβS1

[
−V h

v

iωµm

]

GHMyz = sinβS1

[
−Ihi
iωµn

]
GHMzy = sinβS1

[
−V h

v

iωµm

]
, (15)

In this article, direct numerical integration is conducted
for computing the Sommerfeld integral in (15). Since the
formation is a lossy medium, the integration along the real
axis will not meet the branch points and branch cuts. Where,
the branch points are the points corresponding to the value
of kρ in the complex kρ-plane when kz =

√
k2t − λk2ρ = 0,

i.e., kρ = ±
√
k2t /λ in the complex kρ-plane [17]. The

branch cuts are the paths of kρ when k2t − λk2ρ = R
(R is a positive real number), that is, the paths corresponding

to kρ =
√
(k2t − R)/λ (when R: 0 → ∞) in the complex

kρ-plane [17].

III. A NEW MESHING SCHEME FOR FEM
The 3-D numerical modeling for MCIL problems, such as
FEM modeling, is a big challenge, that is because the model-
ing process usually produces a large number of unknowns and
involves solving FEM large linear equations, hence leads to
huge memory requirement and CPU time (i.e., the sum of the
time for filling the coefficient matrix of linear equations and
the time for solving linear equations). Especially, in order to
obtain satisfactory accuracy, it is theoretically need to mesh
the whole solution domain with enough fine (i.e. dense) grid,
which will produce huge unknown quantity and computa-
tional load. Therefore, an effective meshing scheme is neces-
sary. The design of meshing scheme has a great influence on
both the accuracy and efficiency of FEMmodeling, the reason
is that: firstly, the mesh must be as consistent as possible with
the geometry of the solution domain and the boundary shape,
so as to reduce the numerical discretization error as much
as possible, thus ensuring the accuracy of FEM modeling;
secondly, the meshing scheme should help to generate as

small unknown quantity as possible while keeping the satis-
factory accuracy, so as to reduce the memory requirement as
well as the CPU time on solving large linear equations (this
time consumption is usually 80% or even more of the total
time of the whole process of FEM modeling). Therefore, for
the 3-D modeling of MCIL problems, an effective meshing
scheme should be developed [29], [33], [43], [61], [63], [67].

In this section, a new flexible meshing scheme is pre-
sented to effectively reduce the FEM computational cost
while maintaining the satisfactory accuracy, it includes two
aspects: one is the use of cylindrical hexahedron element (as
shown in Fig.3(a)), the other is the flexible meshing strategy
combined with domain decomposition.

FIGURE 3. Illustration of the cylindrical hexahedron element and
conventional tetrahedra element.

Firstly, compared with the commonly used tetrahedral
element [33], [61] (as shown in Fig.3(b)), the proposed
cylindrical hexahedron element [29] is more suitable for
MCIL simulation. The main advantage of using cylindrical
hexahedron is that, in the case of the same mesh element
size, the number of hexahedron elements required is much
less than that of tetrahedral elements, hence can effectively
reduce the unknowns and accordingly reduce the memory
consumption andCPU time for solving FEM linear equations.
Besides, it can provide enough flexibility in modeling of the
geometry with pronounced curvature, such as the borehole
wall or boundary of invasion zone, hence can reduce the
numerical discretization error, and improve the accuracy of
FEM modeling. Although the accuracy may be improved by
using some curved tetrahedron element, a large number of
unknowns still cannot be avoided.

Secondly, in order to further reduce the memory consump-
tion and CPU time, a flexible meshing strategy combined
with domain decomposition is proposed. Here, we take a
basic MCIL model as shown in Fig. 4(a) as an example to
describe the proposed flexible meshing strategy. It should be
noted that, in practice, only one coplanar coil pair is needed
since it can be used as the other coplanar coil pair orthogonal
to it when it is rotated 90 degrees along the z-axis. As shown
in Fig. 4(b)-(d), based on the characteristics of the EM field,
the solution domain is divided into two subdomains: the area
within the borehole (31) and the area outside the borehole
(32). In 31, the dense mesh is used because the EM field
here changes fast, especially for the coils and the area close
to them, and also the field in 31 contributes a lot to the final
measured data. In 32, the sparse mesh (gradually sparse in
radial direction and z-direction) is used because the EM field
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FIGURE 4. Illustration of the proposed meshing scheme. The white dotted
line represents the boundary line, 31 and 32 represent the subdomains
within and outside the borehole, respectively.

here changes slowly and has relatively uniform distribution,
and also, its contribution to the final measurement data is
smaller than that of 31. As such, the number of mesh ele-
ments needed can be as few as possible, so the total unknown
quantity can be effectively reduced while maintaining the
satisfactory accuracy. Then the fields in 31 and 32 can be
solved independently by parallel computation, and the solu-
tions are coupled at the boundary through the transmission
condition [64]–[66] without the need for the grid lines to
be continuous, through which the computational cost can be
further reduced.

Moreover, we specially design the mesh to be uniform
in z-direction for the measurement area, the advantage of
this way is, when the positions of the measurement points
are moved (along the z-direction), only the positions of the
transmitter and the receiver need to be moved accordingly,
while no need to re-mesh again, hence can save a lot of time
formesh generation, and so can further improve the efficiency
of FEM modeling.

IV. NUMERICAL EXAMPLES AND DISSUSSIONS
In this section, we firstly validate the effectiveness of the
PLAMGF method and the flexible meshing scheme for FEM
analysis. Then, the PLAMGF method is used to analyze
some 1-D problems, such as the equivalence between the tool
responses in thin interbed medium and that in anisotropic
medium, effects of shoulder bed and formation dip on tool
responses. Moreover, we use the FEM along with our new
meshing scheme to analyze some complicated 3-D problems,
such as effects of borehole, eccentricity, and invasion on
tool responses. Besides, we also investigate the detection
performances of coaxial coils and coplanar coils.

A. CALCULATION OF APPARENT CONDUCTIVITY
The apparent conductivities in three directions (x, y, z) can
be calculated by equation (16) [6]. Where, the responses of
coplanar coils, σ axx and σ ayy, represent the vertical apparent
conductivities of the formation, and the response of coaxial
coils σ azz represents the horizontal apparent conductivity of
the formation.

σ axx =
8πL
ωµ

Im(Hxx), σ ayy =
8πL
ωµ

Im(Hyy),

σ azz =
4πL
ωµ

Im(Hzz), (16)

where L is the transmitter-receiver spacing.

B. VALIDATION OF THE PLAMGF METHOD
In this subsection, the PLAMGF method and FEM are used
to calculate the response of three orthogonal coils in PLAM.
Since the effectiveness of the FEM has been verified, the cor-
rectness of PLAMGFmethod can be evaluated by comparing
the simulation results of the two methods. In this numerical
test, the structure of formation model and coil system are
shown in Fig. 5, where, σh and σv represent horizontal and
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FIGURE 5. Three-layer anisotropic formation and triaxial
transmitting-receiving coil system.

vertical formation conductivities of each layer respectively
(corresponding to the two dashed lines in Fig. 6). Both the
transmitting and receiving coils have three orthogonal field
components. The L = 0.8m, f = 20 kHz, and the number
of cylinder hexahedron mesh elements is Nρ × Nϕ × Nz =
28 × 20 × 88. The numerical results are shown in Fig. 6,
the symbols ‘‘G’’ and ‘‘FEM’’ represent the apparent conduc-
tivity curves calculated by PLAMGF and FEM, respectively.
Considering that the model is axisymmetric, σ axx is equal
to σ ayy, so the curve of σ ayy is not provided. From Fig. 6,
it can be seen that the results of the two methods are in good
agreement, which proves the correctness of the PLAMGF
method.

FIGURE 6. Comparison between the results of PLAMGF method and FEM.

C. VALIDATION OF THE FLEXIBLE MESHING SCHEME
In this subsection, the advantages of the proposed flexible
meshing scheme will be verified by comparing with
other conventional schemes. A formation model as shown
in Fig. 4(a) is taken as an example, which composed of
metal mandrel, coil, borehole (with σm = 5S/m) and original
formation (with σf = 0.1 S/m). The platform is 64 core
Dell server and is calculated by OpenMP parallel strategy.
Table 1 shows the comparison of accuracy and efficiency
of FEM with different meshing schemes for a MCIL prob-
lem as shown in Fig. 4(a). Where, CASE 1 represents the
case of using the meshing scheme proposed in this article.
CASE 2 represents the case of using the same flexible mesh-
ing strategy in CASE 1, but using the conventional tetrahedral

element (the element size is the same as that in CASE 1).
CASE 3 represents that a sparse and uniform mesh based on
cylindrical hexahedron elements for the whole domain (i.e.,
without domain decomposition), and CASE 4 represents that
a dense and uniform mesh based on cylindrical hexahedron
elements for the whole domain. In Table 1, the ‘‘Filling time’’
means the time for filling the coefficient matrix of FEM linear
equations, and the ‘‘Solving time’’ means the time for solv-
ing FEM linear equations. The ‘‘Computation accuracy’’ is
defined as the maximum error relative to analytical solution,
so the smaller value means the better computation accuracy.

TABLE 1. Comparison of the accuracy and efficiency of FEM analyzing
MCIL problems. Where the symbol ‘∗’ indicates that the computation is
terminated due to a memory overflow.

From Tab.1 we can see that, the proposed meshing scheme
(CASE 1) outperforms all the other schemes. In CASE 2,
the number of unknown is much more than that of CASE 1
due to the use of tetrahedral elements, which leads to the
computational cost much higher than that of CASE 1. In addi-
tion, as mentioned before, due to the existence of the planar
sides, the tetrahedral is not very suitable for the geometrywith
curved surface such as the borehole wall, so the computation
accuracy is not as good as that of CASE 1. CASE 3 does
not use the proposed flexible meshing strategy, but treats
31 and 32 equally, and uses a uniform sparse mesh for the
overall solution domain, through which, the number of mesh
elements are reduced, thus reducing the unknown quantity
and computational cost. However, since the mesh on 31,
where the EM field changes rapidly and has great influ-
ence on measurement data, is not fine (i.e. dense) enough,
hence results in poor simulation accuracy. On the contrary,
the scheme of CASE 4 uses a uniform dense mesh for the
overall solution domain, which leads to a huge number of
unknowns and then causing the memory overflow, so the
calculation is terminated. Although the computation process
is not completed, we can still safely draw a conclusion
according to the huge number of unknowns that, the meshing
scheme of CASE 4 can obtain better computation accuracy
than all the other three schemes, however, its memory con-
sumption is the highest, and apparently this tremendous com-
putation cost makes this scheme not feasible for practical use.

D. ANALYSIS OF THE EQUIVALENCE BETWEEN THE MCIL
TOOL RESPONSE IN THIN INTERBED MEDIUM AND THAT
IN ANISOTROPIC MEDIUM
In the construction of experimental wells, it is usually difficult
to construct the anisotropic layer. If we can find an equivalent
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and easy to implement model by numerical simulation, that
will provide a new approach for the construction of exper-
imental wells. Wang et al. have studied the equivalence of
lateral logging response in thin interbed medium and that
in anisotropic medium [48], but which is based on direct
current (DC) logging. In this article, we use the PLAMGF
method to analyze the equivalence of MCIL response in
these two kinds of formation. The formation models shown
in Fig. 7 (a) and Fig. 7 (b) are considered. In Fig. 7(a),
the middle area is a thin interbed layer with conductivity

FIGURE 7. Structures of the thin interbed model and anisotropic model,
and the comparison of tool responses in them, when h = 0.1m, 0.2m, and
0.4m respectively.

of 0.1 S/m and 1.0 S/m, respectively. The total thickness of
the middle layer is 4m, and the conductivities of both the two
side layers are 1.0 S/m. Fig. 7 (b) is the anisotropic model
derived from model in Fig. 7 (a) based on the principle of
series-parallel equivalent circuit. The horizontal formation
conductivity of the middle layer is σh = 0.55S/m and the
vertical conductivity is σv = 0.1818S/m.
In order to study the equivalence between the models

in Fig. 7 (a) and Fig. 7 (b), we set the thickness of single
layer in Fig. 7 (a) to be h = 0.1m, 0.2m, and 0.4m respec-
tively. Fig. 7(c) and Fig. 7 (d) show the horizontal and verti-
cal apparent conductivity curves corresponding to different
thickness of thin layer respectively. It can be seen from
Fig. 7 (c) and Fig. 7 (d) that when h = 0.4m, the ampli-
tude fluctuation of response curves are relatively large, espe-
cially the σ axx curve of coplanar coil (Fig. 7 (c)). We can
also see that, when h is set to 0.1m, the tool responses are
in good agreement with that in the anisotropic formation,
so this kind of thin interbed layered model can be equiva-
lent to the anisotropic model. This result is consistent with
the conclusion based on lateral logging model in [48]. This
example indicates that, regardless of induction logging or
direct current (DC) logging, when the thickness of the sin-
gle layer is less than 0.1m, the tool response in the thin
interbed medium can be considered equivalent to that in the
anisotropic medium. This simulation result is useful for the
design of MCIL experimental well, because it proves that
the anisotropic medium can be replaced by the thin interbed
medium, and the latter is easy to implement in engineering,
and the cost is not high.

E. EFFECTS OF SHOULDER BED
In order to analyze the effects of shoulder bed on MCIL
responses in the target layer, we use a three-layer formation
model. The horizontal and vertical formation conductivities
of the upper and lower shoulder bed are set to σh = 1.0S/m
and σv = 1.0S/m respectively, and those of the target
layer (i.e., the middle layer) are set to σh = 0.5S/m and
σv = 0.1S/m, respectively. The effects of the shoulder bed
on MCIL tools are analyzed by changing the thickness of
the target layer. In this example, we set the thickness to be
h = 6.0m, 3.0m, 1.0m, and 0.5m, respectively. The verti-
cal and horizontal apparent conductivity curves simulated
by PLAMGF method are shown in Fig. 8(a) and Fig. 8(b),
respectively.

It can be seen from Fig. 8 that the influence of the upper
and lower shoulder bed on the response of coplanar coils
(Fig. 8(a)) is greater than that on the coaxial coils (Fig. 8(b)).
In Fig. 8(a), there are characteristic ‘‘horn’’ [49] at the inter-
face of layers, that is because the induced current normal
to the layer boundary leads to the accumulation of electri-
cal charge at bed boundaries. The thinner the target layer
is, the sharper the horn is, this characteristics is helpful to
improve the bed-resolution ability of the tool although it may
bring some interference to the data interpretation. In addition,
when h is small, both the σ axx and σ azz of the target layer
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FIGURE 8. Apparent conductivities in a three-layer formation model with
different thickness of target layer.

deviates from the true formation conductivities σv and σh due
to the effects of the shoulder bed.

F. EFFECTS OF FORMATION DIP
In order to investigate the effects of formation dip, here,
we take the MCIL responses in vertical and deviated well
for example, and a three-layer formation model is used. The
upper and lower layers are set to be isotropic with conductiv-
ity of 1.0S/m, while the middle layer is set to be anisotropic
with horizontal and vertical conductivities of σh = 0.4S/m
and σv = 0.1S/m respectively, the azimuth angle of the tool
axis relative to the x-direction is set to ϕ = 0o. We investigate
the measured nine magnetic field components Hij (i, j =
{x, y, z}) when the dip angles between tool axis and formation
normal are θ = 0o and θ = 60o respectively, where,
Hij represents the field emitted by the j-direction magnetic
dipole (coil) and received by the i-direction dipole (coil).
Hij represents the principal-components (when i = j), and the
cross-components (when i 6= j), respectively. Fig. 9 shows
the imaginary part of the Hij (Im(Hij)) with respect to the
formation depth.

From Fig. 9 (a) we can see that when the formation dip
θ = 0◦ (the vertical well case), all the cross-components

FIGURE 9. Tool responses of nine magnetic components in a three-layer
formation.

are zero, and the two curves corresponding to xx- and
yy- components are completely coincident. However, when
the formation dip θ = 60◦ (deviated well case), as shown
in Fig. 9 (b), the two curves corresponding to xx- and yy-
components are no longer coincident, and they are smoother
than those in the case of vertical well (θ = 0◦). In addition,
in Fig. 9(b), the xz- and zx- cross components are no longer
equal to zero, and they are very sensitive to the formation
dip. this characteristic can be helpful for the measurement of
formation dip.

G. EFFECTS OF BOREHOLE
The effects of borehole on the MCIL tools mainly depends
on the factors of borehole radius, operating frequency, bore-
hole mud conductivity (σm), and formation conductivity (σf ).
Usually the borehole radius and the operating frequency
are relatively fixed, so their influences are relatively stable.
Therefore, we focus on the FEM analysis of the borehole
effects with respect to the ratio of borehole conductivity to
formation conductivity, i.e., σm/σf . The ratio of the measured
apparent conductivities with borehole and without borehole
is used to evaluate the borehole effects, where, the hori-
zontal and vertical apparent conductivities without borehole
are expressed as σ azz,0 and σ axx,0 respectively, and those with
borehole are expressed as σ azz and σ

a
xx respectively. That is,
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the borehole effects are evaluated by σ azz/σ
a
zz,0 in horizontal

direction and σ axx/σ
a
xx,0 in vertical direction, respectively.

The more the ratio deviates from 1, the greater the bore-
hole effect. In this simulation, the borehole radius is set to
0.1m, the formation is homogeneous with conductivities of
σf = 0.01S/m, 0.05S/m, 0.1S/m, and 0.5S/m, respectively,
the transmitter-principal receiver spacing is set to 80 cm
(31.50 in). By changing σm, the curves of borehole effects
on the horizontal and vertical apparent conductivities with
contrast ratio σm/σf can be obtained, as in shown in Fig. 10.
From Fig. 10, we can see that, when σm

/
σf < 1, σ azz is

not influenced by borehole (i.e., σ azz/σ
a
zz,0 = 1), whereas σ axx

is greatly influenced, but the borehole effects (i.e., degree
of σ axx/σ

a
xx,0 deviates from 1) are less than 21%. When

σm
/
σf > 1, both σ azz and σ axx are affected by borehole,

and the effects increase with increasing of σm
/
σf . When

1 < σm
/
σf < 10, the borehole effects on σ azz are less than

16%, while those on σ axx are up to 33%. When σm
/
σf > 10,

the borehole effects on σ azz and σ
a
xx are great, and the latter is

still greater. In addition, for a same σm
/
σf value, the borehole

effects on tool responses in high conductivity formation are
more serious than those in low conductivity formation.

FIGURE 10. Borehole effects with respect to σm/σf , σf = 0.01S/m,
0.05S/m, 0.1S/m, and 0.5S/m.

In general, when σm
/
σf < 100, the borehole effects

on coplanar coil responses (σ axx) are greater than that of
coaxial coil responses (σ azz), even in the case of low σm (the
resistive borehole mud case), the borehole effects cannot be
ignored.

H. EFFECTS OF TOOL ECCENTRICITY
In deviated or horizontal wells, the tool axis usually deviates
from the wellbore axis because of the weight of the tool.
Due to the loss of symmetry, the problem can no longer
be simplified as a 1-D model, so we use the FEM based
on our meshing scheme to study the effects of eccentricity
on tool response. In this simulation, two formation models
with borehole are investigated respectively. The radius of
borehole is 0.15m, the formation is isotropic with σf =
0.1S/m, and the borehole mud are water-based (conductive
mud) with σm = 1.0S/m, and oil-based (resistive mud)
with σm = 0.001S/m, respectively. It is assumed that the
tool is parallel with the borehole axis, and its eccentricity is
in the x-direction. Fig. 11 shows the tool responses
σ aij (i, j = {x, y, z}) in the two formation models with respect
to the eccentric distance. It can be seen from Fig. 11 that, for
the water-based mud case, the eccentricity in the x-direction
has a great effect on the coplanar coils in the y-direction, but
that has small effect on the other coils in z- or x-directions.
However, for the oil-based mud case, eccentricity has little
effects on the coils in all three directions.

FIGURE 11. Apparent conductivities σa
xx , σ

a
yy , σ

a
zz in three directions with

respect to the eccentricity distance.

I. EFFECTS OF INVASION
1) EXAMPLE 1
It is assumed that the invaded zone is a step-type, two
cases are considered. The one is with invaded zone of
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high-resistance (high-invasion for short), where the conduc-
tivities of the formation and borehole are σf = 1.0S/m and
σm = 0.001S/m, respectively, and the conductivity of the
invaded zone is σxo = 0.1S/m. The other is with invaded zone
of low-resistance (low-invasion), where the conductivities of
the formation and borehole are σf = 0.1S/m and σm =
1.0S/m, respectively, and the conductivity of the invaded zone
is σxo = 0.5S/m. In this simulation, the borehole environ-
ment is no longer 1-D, so we use FEM for analysis. Fig. 12
shows the tool responses σ aij (i, j = {x, y, z}) in two cases with
respect to the depth of invasion. As shown in Fig. 12(a),
in high-invasion case, the response of coaxial coils (σ azz)
usually decreases with increasing of invasion depth, whereas
the response of coplanar coil (σ axx) exhibits very different
characteristics, i.e., when the depth of invaded zone is shal-
low, σ axx increases with invasion depth, but when the depth of
invasion is deep, σ axx decreases with invasion depth. On the
other hand, as shown in Fig. 12(b), in low-invasion case, both
the characteristics of σ azz and σ

a
xx are opposite to those in high-

invasion case.

FIGURE 12. Apparent conductivities with respect to the invasion depth.

In general, when the depth of the invasion is shallow,
the effects of the invasion on the coplanar coils is opposite
to that on the coaxial coils, while when the invasion depth is
deep, the effects on coplanar coils is consistent with that on

coaxial coils. The reason why the response curve of coplanar
coil is not monotonous is that the induced current excited by
coplanar coil is in the direction of concentric circle which is
coaxial with it (x-direction or y-direction), so it may cross the
boundary of invasion zone, which will cause some nonlinear
effects and make the response non monotonic. However,
the induced current excited by coaxial coil is in the direction
of concentric circle centered on z-direction, and it will not
cross the boundary of invasion zone, so its response curve is
monotonous.

2) EXAMPLE 2
Another four-layer formation model with borehole and
invasion zone is considered. The formation is anisotropic, σv
and σh of each layer are shown in Fig. 13(a). In high-invasion
case, we set σm = 0.001 S/m, σxo,1 = 0.06 S/m, and
σxo,2 = 0.01 S/m respectively; in low-invasion case, we set
σm = 2.0 S/m, σxo,1 = 0.6 S/m, and σxo,2 = 0.4 S/m,
respectively.

The tool responses with respect to the formation depth are
shown in Fig. 13 (b) and Fig. 13 (c). For comparison, the
results without borehole and invasion are also provided.

As mentioned in Subsection IV-G and Fig. 10(a), in the
case of high-invasion, the effects of borehole alone on σ azz is
very small. However, as shown in Fig. 13 (b), when there is
invasion, the line-2 moves down a lot relative to line-4. This
is because in the case of high-invasion, the conductivities of
the borehole mud (σm) and the invaded zone (σxo,1 and σxo,2)
are lower than that of the formation(σf ), that makes the
response of the coaxial coil (σ azz, line-2) much lower than
that without borehole and invasion (σ azz, line-4); whereas,
that makes the response of the coplanar coil (σ axx , line-1)
much higher than that without borehole and invasion (σ axx ,
line-3). On the contrary, in the case of low resistance invasion,
as shown in Fig. 14(c), σ azz (line-2) is higher than σ

a
zz (line-4),

and σ axx(line-1) is lower than σ
a
xx(line-3).

J. DETECTION PERFORMANCE OF COAXIAL COILS AND
COPLANAR COILS
In this subsection, the detection performances of coaxial coils
and coplanar coils are investigated, including the detection
performances of formation anisotropy, radial detection depth
and bed resolution.

1) PERFORMANCE OF DETECTION FORMATION
ANISOTROPY
In order to investigate the resolution of coplanar and coax-
ial coils to formation anisotropy, a three-layer formation
model is used in this simulation. The middle layer (target
layer) is anisotropic with horizontal and vertical conduc-
tivities of σh = 0.5S/m and σv = 0.05S/m respectively.
The upper and lower layers are isotropic with conductivity
of 0.5S/m. The operating frequency is f = 20kHz, and
the transmitter-receiver spacing is L = 80 cm (31.50 in).
Fig. 14 shows the measured apparent conductivities with
respect to the formation depth. It can be seen from Fig.14 that
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FIGURE 13. Four-layer formation model with borehole and invade zone,
and the tool responses under different invasion cases.

FIGURE 14. Apparent conductivities with respect to the formation depth,
the target layer is anisotropic with σh = 0.5S/m and σv = 0.05S/m.

the response σ azz of the coaxial cools is not sensitive to σv
of the target anisotropic layer, but the response σ axx of the
coplanar coils can be very sensitive to σv, therefore, theMCIL
tool can detect the formation anisotropy of the target layer.

2) PERFORMANCE OF RADIAL DETECTION DEPTH
Radial detection depth (or detection depth for short, noted
as D) indicates the radial measuring range of logging tools,
that is, the depth of EM wave penetrating the formation.
In the actual measurement environment, invasion is inevitable
due to the existence of drilling mud and formation fluid.
Therefore, the deeper the EM wave penetrates the formation,
the closer the measurement results are to the true conduc-
tivity of the undisturbed original formation. To calculate the
detection depth D, we first define a radial geometric factor.
It is assumed that there are two layers of medium in radial
direction starting from borehole boundary, i.e., the invaded
zone and undisturbed formation zone, besides, the formation
thickness in z-direction is infinite, then the radial geometric
factor Jρ is defined as follows [71]

Jρ =
σa − σt

σxo − σt
. (17)

where, σxo is the conductivity of invaded zone, σt is the true
conductivity of undisturbed formation, and σa is the apparent
conductivity. It should be noted that, without skin effect
correction, the value of σa will deviate from the real value
due to skin effect, so in (17), the σa should be the apparent
conductivity after skin effect correction. It is obvious that Jρ
is related to the conductivity of the invasion zone, the invasion
depth (i.e., radius of invaded zone) and the conductivity of
the undisturbed formation. Based on (17) we can define the
detection depth D in the following process: first, keeping σxo
and σt unchanged, assuming the radius of the invaded zone
is infinite, as such σa is equal to σxo, and Jρ is equal to 1;
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next, assuming there is no invasion, as such σa is close to σt ,
and Jρ is close to 0; finally, adjusting the invasion depth so
that Jρ = 0.5, then the corresponding invasion depth can
be defined as the detection depth D. Here, in accordance
with industrial practice, the following assumptions are made
when calculating D: the formation is isotropic, its thickness
is infinite, that is to say, there is no axial stratification and no
borehole, and step invasion model is adopted.

In this simulation, we calculate D at several operating
frequencies: f = 10 kHz, 20 kHz, 40 kHz, 100 kHz, 160 kHz,
and 220 kHz respectively. Where, σxo = 0.1 S/m, σt =
0.01 S/m, the transmitter-principal receiver spacing and the
transmitter-compensator spacing are 160 cm (63.00 in) and
100 cm (39.37 in), respectively. The detection depths of
coaxial coil and coplanar coil are shown in Fig. 15. For each
curve in Fig. 15, when Jρ = 0.5, the corresponding value
of the abscissa is just the D. In order to be distinguished,
D is expressed as D∗, where ‘∗’ represents the corresponding
frequency. From Fig. 15 we can see that, the D∗ decreases
with increasing frequency; besides, the D∗ of coplanar coil is
deeper than that of coaxial coil at same f , and the range of D∗

FIGURE 15. Detection depth of coaxial coils and coplanar coils at
different frequency.

of coplanar coil is 2.3-3.7 m, while that of coaxial coil is 1.4-
1.9 m. So, the coplanar coil has better radial detection depth
than the coaxial coil.

In addition, we also analyze the D∗ with different
transmitter-receiver spacing when f = 20 kHz, where ‘∗’ rep-
resents the corresponding transmitter-receiver spacing which
are set to 38.1 cm (15 in), 53.34 cm (21 in), 68.58 cm (27 in),
99.06 cm (39 in), 137.16 cm (54 in), and 182.88 cm (72 in),
respectively, the simulation results are shown in Fig.16. It can
be seen from Fig. 16 that the D∗ increases with transmitter-
receiver spacing, and again, the D∗ of coplanar coil is deeper
than that of coaxial coil at the same spacing.

FIGURE 16. Detection depth with different transmitter-receiver spacing
when f = 20 kHz.

3) PERFORMANCE OF BED RESOLUTION
In order to investigate the bed resolution of MCIL tool,
a multi-layer anisotropic formation model with continu-
ous thickness variation is used, the thickness of each layer
changes continuously from 3.9 m to 0.28 m. Without loss
of generality, the conductivity of each layer is set to σh =
2.0S/m and σv = 1.1 S/m, or σh = 1.0 S/m and σv =
0.05S/m, alternately. The geometry and the apparent con-
ductivity curves are shown in Fig. 17. It can be seen from
Fig. 17 that, although the σ axx curve is not as regular and
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FIGURE 17. Apparent conductivities of multi-layer formation with
continuous thickness variation of each layer.

smooth as the σ azz curve due to the aforementioned ‘horn’,
it can well reflect the σv of the formation, therefore the
coplanar coil has better bed resolution than coaxial coil.

V. CONCLUSION
In this article, we analyze the response characteristics of
the MCIL tool in anisotropic formation. The PLAMGF
method, and the FEM based on a new meshing scheme
are presented. The PLAMGF method is derived based on
the LMGF [47] and combined with MCIL excitation source
and anisotropic formation environment, its effectiveness is
verified by numerical experiments, and then it is used to
efficiently solve 1-D MCIL problems, including the equiv-
alence of the tool responses in the thin interbed medium
and anisotropic medium, as well as the effects of shoulder
bed and formation dip on tool responses. According to the
EM field distribution and geometry of the solution region,
the new meshing scheme based on cylindrical hexahedron
element and the flexible mesh meshing strategy is presented,
its effectiveness and advantages are verified by numerical
experiments, and then it is used for FEM solving the com-
plicated 3-D MCIL problems, including effects of borehole,
eccentricity, and invasion on the tool responses, thus effec-
tively reducing the unknown quantities while ensuring the
accuracy. Moreover, some key detection performances of
coaxial and coplanar coils of MCIL tool are also studied.
Numerical experiments demonstrate the validity of our pro-
posed method, and provide the detailed simulation results of
the related aspects. The theory and numerical results of this
article can provide a useful basis on MCIL modeling, data
inversion, construction of the experimental well, and optimal
design of the coil system.

APPENDIX
In this appendix, we present the expression of the equivalent
transmission line equations which obtained by scalarization
of Maxwell’s equations and equivalence process of trans-
mission lines. Set the time factor to be e−iωt , in the case of

low frequency, the following Maxwell’s equation is satisfied
for the field produced by a given magnetic current sourceM
in the formation.

∇ × E = iωuH −M

∇ ×H = σ̄ · E, (A-1)

where σ̄ can be expressed as a diagonal matrix:

σ̄ =

 σhi σhi
σvi

 , i = 1, 2, · · · ,N . (A-2)

The field in (A-1) is decomposed into transverse (t = x, y)
and longitudinal (z) components, and then expressed as the
form of transverse Fourier integral,

E=Et + Ez =
∫
+∞

−∞

∫
+∞

−∞

(Ẽt + Ẽz)e−iκρ ·ρdkxdky

H =H t+Hz=

∫
+∞

−∞

∫
+∞

−∞

(H̃ t+H̃z)e−iκρ ·ρdkxdky, (A-3)

where, ρ = x̂x + ŷy and kρ = x̂kx + ŷky. By substituting
(A-3) into (A-1), we have

d
dz
Ẽt =

1
σt
(k2t − λ

2kρkρ ·)(H̃ t × ẑ)− M̃ t × ẑ

d
dz
H̃ t = −

1
iωµ

(k2t − kρkρ ·)(ẑ× Ẽt )+ kρ
M̃t

ωµ

σzẼz = ikρ · (H̃ t × ẑ)

iωµH̃z = −ikρ · (ẑ× Ẽt )+ M̃ z, (A-4)

where k2t = iωµσt . Using a set of transverse-coordinate
system, then the transverse field can be decomposed into
scalar expressions in two directions

Ẽt = ûV e
+ v̂V h

H̃ t = −ûI e + v̂Ih

M̃ t = ûM̃u + v̂M̃v, (A-5)

where û and v̂ are the unit vectors of the transverse-coordinate
system, in the direction of kρ and ẑ× kρ , respectively.

û = x̂
kx
kρ
+ ŷ

ky
kρ

v̂ = −x̂
ky
kρ
+ ŷ

kx
kρ
, (A-6)

where kρ =
√
k2x + k2y . Substituting (A-5) and (A-6) into

(A-4), it can be transformed into two independent transmis-
sion line equations:

dV p

dz
= ikpz Z

pIp + vp

dIp

dz
= ikpz Y

pV p
+ ip, (A-7)

where the upper subscript p = e or h. In this way, the
transverse electric field Ẽt and magnetic field H̃ t can be
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regarded as the voltage and current on the z-direction trans-
mission line. The corresponding propagation wave numbers
and characteristic impedances are

kez =
√
k2t − λ2k2ρ

khz =
√
k2t − k2ρ

Z e =
1
Y e
=

kez
−iσt

Zh =
1
Y h
=
ωµ

khz
, (A-8)

where λ2 = σt
/
σz. The voltage and current in (A-7) are

ve = −M̃v vh = M̃u

ie = 0 ih =
kρ
ωµ

M̃z. (A-9)

It can be seen from (A-4) and (A-5) that electric field and
magnetic field can be respectively expressed as

Ẽ = ûV e
+ v̂V h

+ ẑ
1
σz
ikρI e

H̃ = −ûIh + v̂I e + ẑ
1
iωµ

(−ikρV h
− M̃z). (A-10)

It can be seen from formula (A-10) that the field in the
form of spectral domain can be obtained only by solving the
transmission voltage and current. If the source in formula
(A-7) is a unit source, its solution is just the Green’s function
of transmission line.

Now let V p
i (z, z

′) and Ipi (z, z
′) respectively represent the

voltage and current generated at z by the unit parallel current
source at z′, V p

v (z, z′) and I
p
v (z, z′) respectively represent the

voltage and current generated at z by the unit series voltage
source at z′, that is, the Green’s function of the corresponding
transmission line, then the voltage and current generated by
arbitrary source can be expressed as

V p
= <V p

v , v
p>+<V p

i , i
p>

Ip = <Ipv , v
p>+<Ipi , i

p>. (A-11)

where <, > represents the inner product of two vectors.
According to (A-7) and (A-11), the Green’s function of trans-
mission line meets the following equations,

dV p
i (z, z

′)

dx
= ikzZpI

p
i (z, z

′)

dIpi (z, z
′)

dx
= ikzY pV

p
i (z, z

′)+ δ(z− z′)

dV p
v (z, z′)
dx

= ikzZpIpv (z, z
′)+ δ(z− z′)

dIpv (z, z′)
dx

= ikzY pV p
v (z, z

′). (A-12)

According to the above discussion, the layered medium
structure can be equivalent to the transmission line struc-
ture with uniform component segments, and the medium
parameters of the mth layer are correspondingly changed into
kpzm and Zpm parameters of the mth section.
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