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ABSTRACT This article presents a method to infer skin lesion segmentation based on multiple deep
convolutional neural network (DCNN) models by employing fully connected conditional random fields
(CRFs). This method is on the strength of the synergism between ensemble learning which is responsible for
introducing diversity from multiple DCNN models and CRFs inference which is in charge of probabilistic
inference based on random fields over dermoscopy images. Contrasting to single DCNN models, the
proposed method can gain better segmentation by comprehensively utilizing the advances and performance
preferences of multiple different DCNN models. In comparison with simple ensemble schemes, it can
effectively and precisely refine the fuzzy lesion boundary by utilizing the information in test images
to maximize label agreement between similar pixels. Further, an engineering bonus is the feasibility of
parallelization for the heavy operation, predicting on multiple DCNN models. In experiments, we tested
the effectiveness and robustness of the proposed method on the mainstream datasets ISIC 2017 and PH2,
and the results were competitive with the state-of-art methods. we also confirmed that the proposed method
can capture the local information in fuzzy dermoscopy images being able to find more accurate lesion
borders with a good boost on Boundary Recall (BR) metric. Moreover, since the hyper-parameters in CRFs
are explainable, it is possible to adjust them manually to reach better results case by case, being attractive
in practice. This work is of value on integration between the deep learning technologies and probabilistic
inference in resolving lesion segmentation, and has great potential to be applied in similar tasks.

INDEX TERMS Pigmented skin lesion segmentation, fully connected CRFs, deep convolutional neural
networks, ensemble learning.

I. INTRODUCTION

Pigmented skin lesion border structure provides valuable
information and clinical features such as asymmetry and
irregularity for accurate diagnosis, and lesion borders are
helpful for extracting other clinical features such as atyp-
ical pigment networks, blue-white areas and dots [1]-[5].
Therefore, lesion border detection or lesion segmentation is
extremely important in analyzing dermoscopy images that are
the major imaging modality in the diagnosis of pigmented
skin lesions [1], [S]-[7]. In recent years, many attentions
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have turned to employment of various deep convolutional
neural network (DCNN) methods such as FCNs [8], DeepLab
[9], [10] and Mask R-CNN [11], and have made enor-
mous progress [12]-[16] in lesion segmentation. It is known
that deep neural network architectures vary in characteris-
tics, strengths and weakness, even different hyper-parameters
or initialization parameters in a same DCNN architecture
may lead to different segmentation, so their segmentation
results from a model may have different emphasis on differ-
ent aspects, called performance preferences here. In prac-
tice, single DCNN models usually perform unstably caused
by different model architectures and/or hyper-parameters.
A promising direction is to integrate all segmentation from
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different DCNN models to improve the final segmentation.
Nevertheless a subsequent crucial challenge is how to carry
out this idea and make sure it works. Pixel-wise majority
voting is an apparent way, but simple voting does not take
advantage of the information in test images, resulting in that
the voting results usually cut off the obvious lesion continuity
and miss some import lesion regions as shown in Figure 2.
Moreover, the methods based on some single DCNN-based
model resolve lesion segmentation on the global level upon
whole training dataset, reckoning without the information in
local images.

In this article, we propose a method which does not only
comprehensively take advantage of different DCNN models
either homogeneous or heterogeneous but also can address
the problem of voting ensemble for lesion segmentation. This
new method firstly uses same annotated data to train multiple
DCNN models with heterogeneous neural network archi-
tectures or homogeneous architectures with different hyper-
parameters, and then infers the lesion segmentation of a test
dermoscopy image by means of a procedure with three steps,
namely obtaining multiple sheets of lesion segmentation from
these pretrained DCNN models correspondingly, generating
unary potential based on these segmentation, and inferring
the final segmentation with fully connected CRFs based on
the unary potential and the original test image. Through these
steps, we can integrate the lesion segmentation from vari-
ous DCNN models into a probabilistic inferring procedure.
The core idea in this new method is to employ probabilistic
graphical models to handle the inconsistency of different
models rather than simply using majority voting scheme.
In other words, we pose image segmentation and labeling
as maximizing a posteriori inference in a Markov Random
Fields (MRFs) or its variant Conditional Random Fields
(CRFs) defined over pixels or image patches [17]-[20] than
simple majority voting. The greatest benefit of this thought
is that it is capable of maximizing label agreement between
similar pixels by CRFs based on the strong generalization and
great diversity from multiple DCNN models, and then able
to refine weak and coarse pixel-wise predictions to produce
fine-grained segmentation. Contrasting with separate DCNN
models, the proposed method can gain better segmentation
by comprehensively utilizing the performance preferences
of multiple DCNN models. And in comparison with sim-
ple voting ensemble scheme, it can effectively segment the
lesion boundary by harnessing the information in test images.
In addition, the heavy operation — predicting on multiple
DCNN models are able to be parallelized in engineering
implementation.

In order to validate the effectiveness and robustness of
the proposed method, some experiments were carried out
on the mainstream dataset ISIC 2017 [21] for skin lesion
segmentation. First of all, we trained various models through
three remarkable convolutional networks methods FCNs [8],
DeepLab [9], [10], and Mask R-CNN [11] with different
hyper-parameters, and selected 15 models of them to form
one set from which 7 models were selected to form another set
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containing less models. Then we used the proposed method
to infer the lesion segmentation based on the two sets of
DCNN models for every test image in ISIC 2017 and PH2.
At last, we adopted 5 metrics, mean accuracy (mAC), mean
Dice coefficient (mDC), mean Jaccard index (mJI), mean
thresholded Jaccard index (mTJI) and mean Boundary Recall
(mBR) to evaluate the performance comprehensively, and
analyzed the results taking simple ensemble schemes, single
DCNN models, single DCNN models plus CRFs as baselines.
The experimental results showed that the performance of
proposed method on ISIC 2017 and PH2 exceeded baselines
on most of all metrics, especially being 5.57% higher than
voting ensemble, 4.76% higher than the best score in single
DCNN models and 7.59% higher than single DCNN models
plus CRFs on ISIC 2017 on mTJI metric, the newest metric
used in ISIC 2018 [22]. In comparison with the state-of-the-
art methods, the score of our method on the decisive mlJI
metric is competitive. More remarkably, through introducing
the metric Boundary Recall (BR) in skin lesion segmenta-
tion, we confirmed that the proposed method can capture the
local information in fuzzy dermoscopy images being able to
find more accurate lesion borders with a good boost on BR
metric. This shows that our proposed method can markedly
improve the lesion segmentation in comparison with separate
models, separate models plus CRFs and simple ensemble
schemes. Moreover, since the hyper-parameters in CRFs have
explainable meaning as described in Section III-D, we can
manually adjust them to reach better results case by case. It is
an attractive character in practice. In addition, under a broader
perspective out of the specific skin lesion segmentation task,
we believe that our proposed method has great potential to be
applied in other fields.

In summary, the contribution of this article is four-fold:
o This work is one of the first attempts to combine prob-

abilistic inference and the ensemble of multiple DCNN
models for skin lesion segmentation.

« We propose a feasible and effective method to infer skin
lesion segmentation with fully connect CRFs based on
multiple DCNNGs.

o The proposed method can effectively and precisely
refine the fuzzy lesion boundary by utilizing the infor-
mation in test images to maximize label agreement
between similar pixels. The experimental results are
very competitive with the state-of-art methods.

o The proposed method has great potential to be taken as

a general framework applicable to other similar tasks.
The rest of this article is organized as follows. Section II

firstly reviews related works. Then the details of proposed
method are presented in Section III and experiments on
mainstream datasets are introduced in Section IV. Section V
discusses some limits and further works. At last conclusions
are drawn in Section V1.

Il. RELATED WORKS

Lesion segmentation has been a challenging task for many
years since the late 1990s. Many traditional methods
such as thresholding [23]-[25], clustering [26], [27], color
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quantization [28], and region growing [29] which usually
exploit pixel values, color, texture and shape, were pro-
posed to settle this challenging task before the deep learn-
ing for semantic segmentation became trendy recently. More
works can be found in [1], [30] which reviewed numerous
efforts comprehensively. With the availability of some public
datasets such as PH2 [31] and ISIC series [21], [22], [32] and
the rise of deep learning especially the deep convolutional
neural networks toward semantic segmentation, attention
has turned into DCNN-based methods. In the International
Skin Imaging Collaboration (ISIC) 2017 Challenge [21]
and 2018 Challenge [33] at the International Symposium
on Biomedical Imaging (ISBI), most of top ranked partici-
pants took advantage of various dominated DCNN methods
such as the FCNs model [8], Mask R-CNN [11] or their
variations. In addition, some DCNN-based methods such
as FCA-Net [15], SkinNet [34], PA-Net [35], FrCN [36],
iMSCGnet [37] and Slsdeep [38] were proposed as well
in recent years. These efforts were mainly based on some
single model resolving the lesion segmentation problem on
the global level upon whole training dataset. As mentioned
in Section I, single DCNN models have performance prefer-
ences. Hence some researchers turned to harness the ensem-
ble of segmentation on various deep neural networks. The
work [39] employed an ensemble of 10 networks, each with
different parameter values, was created and the outputs of
the 10 were averaged to create a combined segmentation
prediction. The work [14] also ensembled the segmentation
from Mask R-CNN [11] and DeepLabV3 [10] and gained
improvement in ISIC 2017 dataset. Their efforts [14], [39] did
not harness the information in original dermoscopy images.
In addition, although there are some efforts such as [40]-[42]
using CRFs inference to refine the segmentation from
DCNNss for general semantic segmentation, they used CRFs
inference after the output layer of a DCNN model. Unlike
them, we are combining CRFs models and the ensemble from
multiple DCNNs rather than a single DCNN model. The key
of underlying problems is how to build association between
the ensemble and a CRF model, and we will introduce our
solution in the next Section.

ill. METHODOLOGY

Although deep neural networks have powerful strengths for
skin lesion segmentation, the complicated structure and mas-
sive parameters make it hard to obtain a stable solution of
parameters. On the one hand, different deep neural network
methods have different characteristics, strengths and weak-
ness. On the other hand, different training process may get
different models leading to unstable lesion segmentation.
Therefore, in order to comprehensively take advantage of
multiple DCNN models, stabilize the prediction and refine
the lesion segmentation, this article proposes a method to
cope with this challenging task. This section firstly presents
the overview of this method, and then introduces the three
steps of inferring procedure that are the core contents in our
proposed method.
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A. OVERVIEW

Roughly speaking, the new method can be mainly divided
into two phases: training multiple DCNN models and infer-
ring lesion segmentation with CRFs based on these pretrained
models. In training phase, various semantic segmentation
methods such as FCNs [8], DeepLab [9], [10] and Mask
R-CNN [11] are employed to train multiple models. A type
of DCNN method can train multiple models by different
hyper-parameters or initialization parameters. In inferring
phase, the lesion segmentation of a test dermoscopy image
is inferred as the following three steps: obtaining multi-
ple sheets of lesion segmentation from different pretrained
DCNN models in training phase, generating unary potential
based on these segmentation, and inferring the final segmen-
tation with fully connected CRFs. This procedure can be seen
in Figure 1 intuitively. The inferring procedure is the essential
core of the proposed method. The underlying theoretical
thought of this new method is to employ probabilistic graph-
ical models to handle the inconsistency of different models
rather than simply using majority voting scheme, based on the
observation that most models can get agreement in conspicu-
ous lesion regions but usually are inconsistent in some fuzzy
boundaries. Further, CRFs inference for image segmentation
is capable of maximizing label agreement between similar
pixels, and refine weak and coarse pixel-wise predictions to
produce fine-grained segmentation. Therefore, we propose
this method to infer the lesion segmentation. In the following
three subsections, we will detailedly introduce the three steps
in inferring phase.

B. OBTAINING MULTIPLE SHEETS OF SEGMENTATION

For a test dermoscopy image I, we can run each model
M; in all n models pretrained in training phase to predict a
corresponding lesion segmentation S;. It is noticeable that
although we have been stating the models are trained by
DCNNS, actually a lesion segmentation can be obtained by
any methods including artificial assistance and traditional
methods mentioned in previous section. This step is relatively
simple, and the only discussible question is how to determine
the number n of models. Obviously, n should be greater than
1, and it may be unsatisfactory if the number » is too small,
because it is generally recognized that the key in ensem-
ble learning is to effectively generate individual learners
with strong generalization ability and great diversity. So for
lesion segmentation, more individual models are beneficial
for inferring in next steps. However, using more individual
models will bring about more expensive cost. We empirically
suggest that the number n should better be in the range (5, 20).

C. UNARY POTENTIAL GENERATION

After obtaining multiple sheets of lesion segmentation from
different DCNN models, it is critical to find a way to build
a bridge between these sheets of segmentation and CRFs
inference in next step. Here, we firstly blend all sheets of
segmentation and then generate a unary potential based on
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FIGURE 1. The procedure for inferring a test dermoscopy image. For a specified input test image, the blend of multiple sheets of lesion segmentation is
firstly obtained from multiple different pretrained DCNNs models. Then the unary potential of fully connected CRFs is generated based on the blend.
Lastly, the final prediction is inferred based on the original test image and the unary potential by fully connected CRF.

the blend as an input of CRF models. Formally, for a set of
lesion segmentation {S1, S2, - - - , Sm|m € N > 1}, all sheets
of segmentation are blended through pixel-wisely adding the
labels in each segmentation, namely the blendisb = X S,.
In detail, for a pixel i, the value in a same location in the blend
ishb; = X S, ; where S, ; means the label value in pixel i in
segmentation S,. If the label is ““lesion”, the label value is 1,
and if the label is “background”, the label values is 0. Let u
denotes the lesion label, the unary term ¥, (x;) measuring the
cost of assigning label « to the i-th pixel is

—log(p) if bj>=r1
Yu(x)) = { —log(1 —p) if b; <=« 6))
—1log(0.5) otherwise .

Likewise, the unary term for label ‘“‘background” can be
calculated by replace p in Equation 1 with 1 — p. Equation 1
reflects our assumption for the blend of segmentation from
multiple DCNNs. Namely, for a pixel, we only consider it
as “lesion” with the probability p when at least r models
simultaneously predict it as “lesion”; and we only consider it
as “background” with the probability p when at least (m — k)
DCNN models simultaneously predict it as ““background”;
otherwise, we treat it as an unsure label. Obviously, 7, ¥ and p
are hyper-parameters specified empirically or found by some
search methods such as grid search and random search. For
skin lesion segmentation task, we can further assume « is
0 according to our experience and experimental observation.
In other words, we only consider a pixel as “‘background”
with the probability p when all models simultaneously
predict it as ‘“background”. Hence, Equation 1 can be
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simplified as

—log(p) if bj >t
Yu(x))={ —log(1 —p) if b;=0 2)
—1log(0.5) otherwise .

Certainly, it should depend on some specific task and the real
situation to ascertained the assignment of «. For simplifica-
tion, we will directly use Equation 2 in the rest of this article.
Once the unary potential is calculated, we can take the unary
potential and the original test image into CRF models to infer
the final segmentation.

D. CRFS INFERENCE

Commonly, a digital dermoscopy image is a raster graphics
(or called bitmap image) consisting of a generally rectangular
grid of pixels (points of color). But beyond this view, we can
assume an undirected graph where each node represents a
pixel in an image I of size N, and be associated with a latent
variable X' € £; L = {l1, b, - - -, [} indicating a label u of
a pixel i where L is a pre-defined set of labels, and each edge
represents relation between pixels. The set of latent variables
X = {X1, X2, -- -, X;;} can be considered as a random field.
The pair (I, X) can be modeled as a conditional random
field (CRF) characterized by a Gibbs distribution P(X =
x|I) = ﬁ exp(—E(x|I)). E(x|I) is called the energy of the
configuration x € £V and Z(I) is the partition function [43].
The maximum posteriori labeling of the random field is
x* = argmax,, /» E(x|I). Consider G = (v, ¢) is a graph on
X, and each clique c in a set of cliques Cg in G, the Gibbs
energy of alabelingx € £V is E(x|I) = YeecgPe(Xc|T) where
¢ is the potential of a clique c.
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According to the assumption of the potentials, there are
different CRF models. Basic CRF models [19], [44], [45]
are composed of unary potentials on individual pixels or
image patches and pair-wise potentials on neighboring pixel
or patches. The adjacency CRF structure is limited in its
ability to model long-range connection with the image and
generally results in excessive smoothing of object bound-
aries [46]. Some works expanded the basic CRF framework to
incorporate hierarchical connectivity and higher-order poten-
tials defined on image regions [17], [18]. The most advanced
form is fully connected CRFs, which establishes pairwise
potentials on all pair of pixels in the image [46], [47]. Our
goal is to obtain the lesion segmentation and lesion boundary
based on the blend, the fully connected CRFs is helpful to
recover local detailed structure.

In the fully connected pairwise CRF model [46], G is the
complete graph on X, and Cg is the set of all unary and
pairwise cliques. Then, the energy of a label assignment x
is given by

E®) =Y Yu)+ Y ¥pxi. x). 3)
14 <j

In Equation 3, v,(x;) is the unary term measuring the cost
of assigning labels to the i-th pixel, and ¥, (x;, x;) is the
pairwise term that measures the penalty of assigning labels to
pixels i,j. In this work, the unary potentials are gener-
ated from the blend in previous step (see Equation 2 in
Section III-C). Obviously, the unary term does not consider
the smoothness and the consistency of the label assignments.
What is gratifying is that the pairwise energies provide
an image data-dependent smoothing term that encourages
assigning similar labels to pixels with similar properties.
Intuitively, assigning same labels to similar pixels is more
acceptable than assigning different labels. The unary term and
the pairwise term are both fundamental and indispensable for
fully connected CRFs. It can be seen that the core problem is
how to connect the ensemble of multip DCNN models to fully
connected CRFs, and it is obvious that we can not directly
utilize the fully connected CRFs to solve this problem. The
unary potential generation (described in Section III-C) is
the key to bridge the gap between them. As in [46], using
contrast-sensitive two-kernel potentials, we can define the
pairwise term as

W (xi, ) = (g, )WV EL £) + wPEDEL )] (@)

where k() and k® are two Gaussian kernels, f; and f; are
feature vectors for pixels i and j, w'") and w(® are linear com-
bination weights, and u is the label compatibility function.
Concretely, the first kernel is an appearance kernel as

i =pil* = 1P
262 2605 ’

kD(E;, £5) = exp (

which depends on both pixel position p and RGB color 1.
It forces nearby pixels with similar color and position to have
similar label, and the degrees of nearness and similarity are
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controlled by parameters 6, and 6g. The second kernel is a
smoothness kernel as

Ipi — pill*
k@, £;) = exp (— =
b 2 k
262

which only depends on pixel positions. It can remove small
isolated regions and the degree is controlled by parameter 6,,.
The label compatibility function p in Equation 4 introduces
a penalty for nearby similar pixels that are assigned different
labels. For the lesion segmentation task, the label compatibil-
ity function can use the simplest one given by Potts model,
namely u(x;, x;) = [x; # x;]. More details of the pairwise
term can be found in [46]. Although some works [48] pointed
that the pairwise term definition has drawbacks, neglecting
the spatial context between objects and missing high-order
interactions between pixels, it is unnecessary to concern
because the lesion segmentation is only a binary labeling task.

Minimizing the CRF energy E(x) can yield the most proba-
ble label assignment x for the given dermoscopy image. Obvi-
ously, it is intractable to reach exact minimization. In [46],
a mean field approximation to the CRF distribution was
employed to approximate maximum posterior marginal infer-
ence. This approximation yields an iterative message passing
algorithm which can be performed using Gaussian filtering in
feature space based on the fully connected CRF model. This
can reduce the complexity of message passing from quadratic
to linear, resulting in an approximate inference algorithm for
fully connected CRFs that is linear in the number of variables
N and sub-linear in the number of edges in the model. More
details of CRFs inference can be found in [46], [49].

IV. EXPERIMENTS

For validating the effectiveness of the proposed method,
we conducted some experiments on two mainstream datasets.
This section describes the details of these experiments.

A. SETUP

For datasets, we used two mainstream public datasets ISIC
2017 [21] and PH2 [31]. ISIC 2017 is a recent public
resource in the study community from the International Skin
Imaging Collaboration (ISIC). It contains 2000 dermoscopy
images for training, 150 for validation and 600 for testing.
We used the validation part to find the hyper-parameters of
the CRF model, and used the test part to evaluate the per-
formance. PH2 is a dermoscopy image database for research
and benchmarking, which includes the manual segmentation,
the clinical diagnosis, and the identification of several dermo-
scopic structures, performed by expert dermatologists, in a
set of 200 dermoscopic images. Due to relatively little data,
aprevailing practice [14], [36], [37] is to use all of them as test
data to test the models training on ISIC 2017. But the fully
connected CRFs need some supervised data to find a set of
better hyper-parameters. So we had to divide 200 images into
two parts: validation containing 50 once-randomly-selected
images and test part containing the rest 150 images. All
experiments for PH2 used an one-off division. For the newest
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TABLE 1. Description of datasets used in experiments.

Memo
as the official
randomly selected

Dataset Name
ISIC 2017 [21]
PH2 [31]

Training | Validation | Test
2000 150 600
- 50 150

dataset ISIC 2018, it did not share the ground truth of their
testing set. More importantly, most of data in ISIC 2018 and
2017, according to our investigation, are completely identical,
so it is less indispensable to validate the method on an almost
same basis. Some recent works such as [14] were not using
ISIC 2018 as well. Therefore, our work was only based on the
ISIC 2017. Table 1 provides the datasets’ description.

For evaluation, we used 5 metrics, mean Accuracy (mAC),
mean Dice Coefficient (mDC), mean Jaccard Index (mlJI),
mean thresholded Jaccard index (mTJI) and mean Boundary
Recall (mBR). AC, DC and JI used in [21], [32] for each test
case are defined as:

AC — TP+ TN
" TP+ TN+FP+FEN’
2 x TP
DC= ————— |
FN + FP +2 % TP
TP

= ——r,
TP 4 FN + FP

where TP, TN, FP and FN refer to the number of true pos-
itive, true negative, false positive, and false negative pixels
respectively. In order to emphasize the higher Jaccard index,
thresholded Jaccard Index (mTJI) was introduced in ISIC
2018 [22], which works similarly to standard Jaccard, with
one important exception: if the Jaccard value of a particular
mask falls below a threshold T, the Jaccard is set to zero.
The value of the threshold T defines the point in which a
segmentation is considered incorrect. The threshold was set
to 0.65 empirically by the official ISIC. In the following text,
we will denote it as mTJIg 5. Lastly, in order to assess the
boundary-preserving, we introduce a metric Boundary Recall
revised from [50] which is the most commonly used metric
in evaluation of super-pixels, where it is the fraction of hand-
segmented edges which lie within a threshold distance k of
any super-pixel edge [51]. For better assessment, we propose
to use a self-adapting threshold distance defined as

k = kmin + round((kmax — kmin) * (NgT/M)), (5)

in which NgT denotes the number of pixels in an annotated
mask and M refers the number of all pixels. The parameters
kmin and kmax control the strictness of boundary-preserving.
In our implement, we empirically set kpin and kmax as 2 and
5 respectively. Given an annotation GT and a segmentation S,
the boundary recall are defined as

TP(GT, S)
TP(GT, S) + FN(GT, S)’
in which TP and FN are the number of true positive and false

negative boundary pixels respectively. Generally, a higher BR
score stands for better boundary-preserving.

BR(GT, ) = (6)
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B. BASELINES

In consideration of the sides related this work, we set base-
lines from three aspects. The first aspect is about single
DCNN models through which we can observe the difference
between using DCNNs directly and the proposed method.
Concretely, we used the dominated DCNNs for semantic
segmentation including FCNs [8], DeepLab [9], [10] and
Mask R-CNN [11]. We will use the prefix “S-" to represent
the methods in this aspect in the following related tables.

The second aspect is about the methods appending fully
connected CRFs after single DCNNs as a post-processing.
There were some works [40]-[42] employing fully connected
CRFs in deep learning for semantic image segmentation.
In our experiments, we used the way described in [9] to
append fully connected CRFs after the networks of FCNs [8]
and DeeplabV2 [9]. Due to the lack of feasible practices
or works about appending CRFs after DeepLabV3 [10] and
Mask R-CNN [11], let alone the original DeepLabV3 [10] in
which CRFs are deprecated, we did not use fully connected
CRFs after them. We used FCNs 4 CRFs and DeeplabV2 +
CRFs to show the difference between single DCNN models
plus CRFs and the proposed method. We will use the prefix
“SC-” to label them in the following related tables.

The last but not least aspect is using other combination
schemes on the ensemble of multiple DCNN models. We set
three schemes as baselines: Ensemble-Voting, Ensemble-
Intersection and Ensemble-Union. As in Section III-C, given
a set of lesion segmentation {S1, Sz, - - - , S;y/m € N > 1} and
the corresponding blend b = X7 | S, the Ensemble-Voting
can be expressed as

EV=b> 0.5%xm; @)

the Ensemble-Intersection is
m
EI =[S (8)
i=1
and the Ensemble-Union is
m
EU = JS.. 9)
i=1

Ensemble-Voting is actually the traditional majority voting
for ensemble learning, which consider a pixel as “lesion”
when at least more than half of DCNN models agree this.
Ensemble-Intersection and Ensemble-Union are introduced
here only for binary lesion segmentation. Ensemble-Union
consider a pixel is “lesion” when it is predict as the label
“lesion” in any one of all segmentation; while Ensemble-
Intersection requires that all DCNN models must agree it as
“lesion”. It is worth noting that Ensemble-ADD in [14] is a
particular case of the baseline EU. When the m is assigned
2, it is the situation presented in [14]. This aspect baselines
are the main that we want to compare because our method is
based on the ensemble of multiple models. We will use the
prefix “E-" to refer them in the following related tables.
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C. IMPLEMENTATION DETAILS

By using four remarkable convolutional networks FCNs
[8], DeepLab [9], [10] Mask R-CNN [11] and HRnet [52],
we trained dozens of different models with different hyper-
parameters upon the training part of ISIC 2017 dataset.
Among these models, we finally selected 15 models to imple-
ment the proposed method, and we additionally selected
7 ones in 15 selected models to observe the performance
on less basic models in order to ease concerns about too
much time consumption of the proposed method. The dif-
ferences between selected models with same network archi-
tecture were the learning rate, epoch and augmentations
used in training phase. In detail, FCNs models were trained
by two learning rates le-4, 2e-4 and max epoch 50, and
the top 4 models were selected from all checkpoints at
every epochs according to the mJI scores rank on validation
data part; DeepLabV2 models were trained by learning rate
2.5e-4 and max epoch 60, and the top 4 models were selected
from all checkpoints; DeepLabV3 models were trained by
learning rates 0.005, 0.01 and max epoch 30, and the top
4 models were selected; Mask R-CNN models were trained
by learning rate 0.005 and max epoch 50, and the 3 best
models were selected. HRnet were trained with learning
rate 4e-3 and max epoch 120, and no model was selected
because the best one is not good enough. In addition, we used
geometric augmentation in training all models according
the cue from [53]. All experiments were run on a tower
server equipped two NVidia TITAN Xp GPUs. Let TF,
Tpa, Tp3, and Tys denote the time consumption of once
training for FCNs, DeeplabV2, DeeplabV3 and MaskRCNN
respectively, all training time consumption of 15 models is
T = 2Tr + Ty + Tpr + 2Tp3. From the 15 selected
models, we selected 7 ones to evaluate the performance
on less basic models. Concretely, 7 models are as fol-
lows: three models through two training phases in selected
FCNs models, two models through once training in selected
DeeplabV2 models, and two models through once train-
ing in selected DeeplabV3 models. Likewise, all training
time consumption of 7 models is Ty = 2Tp + Tpy +
Tp3. In our implementation, Tr, Ty, Tpy and Tp3 were
roughly equivalent to 0.7, 21.5, 15 and 25.5 hours respec-
tively, so, Tg and T} roughly equal 88.9 and 41.9 hours
respectively.

Then we used the proposed method to infer the lesion
segmentation based on the two groups of selected DCNN
models for every test image in ISIC 2017 and PH2. Every
test image was resized with unchaged length-width-ratio to
keep the long side is 512. It is not difficult to prove that
metrics mAC, mDC, mJI and mTJI; in Section IV-A are not
sensitive to the scale of image. The reason why we scaled
all the test images in a uniform size is to make better sense
of the metric mBR because of big size difference between
dermoscopy images in ISIC 2017. Further, we combined the
grid search and random search to find the optimization of
the hyper parameters T and p in Equation 2 and the hyper
parameters in the fully connected CRF on the validation parts
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TABLE 2. Performance comparison on 15 DCNN models on ISIC 2017 [21].

Method mAC | mDC | mJI | mTJIy65 | mBR TTC
S-FCN8s 80.54 | 84.04 | 75.45 66.54 43.52 Tk
S-MaskRCNN | 78.50 | 83.16 | 75.04 67.72 43.03 T
S-DeeplabV2 | 80.78 | 84.08 | 75.27 66.14 38.87 Tpo
S-DeeplabV3 | 85.55 | 85.70 | 77.51 69.46 44.85 Tps

SC-FCN8s 80.50 | 84.06 | 75.53 66.63 43.40 Tr
SC-DeeplabV2 | 79.30 | 83.80 | 75.39 66.23 41.93 Tpo
E-Voting 80.80 | 84.98 | 76.75 68.65 44.77 T
E-Intersection | 66.83 | 75.37 | 65.50 51.05 29.34 Tg
E-Union 92.30 | 85.32 | 76.90 69.04 38.02 Tk

Our Method 90.04 | 87.49 (80.02 | 74.22 47.32 T
Fields “mAC?”, “mDC” and “mJI” refer mean of Accuracy, Dice coef-
ficient and Jaccard Index on all test images respectively; “mTJIp.65”
refers the thresholded Jaccard Index with threshold 0.65 and “mBR”
denotes mean of Boundary Recall on all test images. Detailed de-
scription of the five metrics can be found in Section IV-A. The last
column TTC lists the time consumption of training the least models for
various methods; namely the time consumption of one “S-" and “SC-
” baseline refers how many hours we spent to train a model for some
method in our experiments, and the time consumption of ensemble-
based methods and our method refers the total hours consumed by
all basic models. Tr, Ty, Tpo and Tps are roughly equivalent to
0.7, 21.5, 15 and 25.5 hours respectively in our implementation, and
T = 2TFp + Ty + Tpa + 2Tp3 = 88.9h. For rows, one of “S-”
series of baselines refers using single models of some DCNN method;
one of “SC-” series of baselines refers utilizing CRFs as post-processing
after some DCNN method; one of “E-" series of baselines refers some
combination scheme on ensemble of multiple models.

TABLE 3. Performance comparison on 15 DCNN models on PH2 [31].

Method mAC | mDC | mJI | mTJlg 65 |mBR| TTC
S-FCNS8s 95.84 | 91.10 | 84.35 81.08 55.02 Tk
S-MaskRCNN | 96.19 | 91.22 | 84.55 80.79 55.41 T
S-DeeplabV2 | 97.45 | 91.38 | 84.70 82.18 52.61 Tpo
S-DeeplabV3 | 98.82 | 91.00 | 84.06 81.06 49.11 Tps
SC-FCN8s 95.41 | 92.39 | 86.54 83.63 64.25 Tk
SC-DeeplabV2 | 97.39 | 92.98 | 87.43 85.29 64.65 Tpo

E-Voting 97.43 | 91.64 | 85.13 82.51 54.55 T
E-Intersection |91.40 | 91.61 | 85.92 82.66 69.65 TE
E-Union 99.73 | 84.47 | 74.47 63.25 20.66 T

Our Method 96.20 | 94.14 | 89.20 89.20 68.10 TE
All notes are same as in Table 2.

in ISIC 2017 and PH2. Generally, T assigned to about 0.3 xm
is proper in ISIC 2017 and about 0.8 * m in PH2 where m
is the number of DCNN models, and p usually was taken as
about 0.95 in our experiments.

At last, we used the five metrics mentioned in
Section I'V-A to measure the performance, and then analyzed
the results in comparison with the baseline methods.

D. RESULTS ON 15 DCNN MODELS

Based on 15 DCNN models, the evaluation results on ISIC
2017 and PH2 are shown in Table 2 and Table 3 respectively
where every numerical value represents the best score on a
metric listed in row head by using some method listed in
column head. All things considered, the proposed method
performs better than all baseline methods on most metrics
introduced in Section IV-A. Especially upon the newest
mTJIp g5 metric, the score on ISIC 2017 of the proposed
method achieves 74.22% which is 5.57% higher than voting
ensemble, 4.76% higher than the best score in single DCNN
models and 7.59% higher than single DCNN models plus
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FIGURE 2. An example of the effectiveness of the proposed method. The
middle column shows the diversity introduced from multiple DCNN
models in the left-lesion-region. The right column presents the lesion
segmentation in comparison with three baseline methods, in which green
and magenta represent Ground Truth and the proposed method
respectively, and blue, red and cyan represent Ensemble-Voting,
Ensemble-Intersection, Ensemble-Union respectively.

CRFs. On PH2 dataset, the scores on the main three metrics
mDC, mJI and mTJIy g5 are also superior to the compared
methods. In other words, in comparison with single models
with or without post-processing CRF, the proposed method
enhanced the performance of lesion segmentation, and this
indicates that the propose method can effectively gener-
ate strong generalization and great diversity from multiple
DCNN models. In comparison with three ensemble baselines,
the proposed method is more inference-backed and superior
than them to infer the lesion segmentation, and this indicates
that the proposed method can capture the local information in
fuzzy dermoscopy images and be able to find more accurate
lesion border.

Let’s take a dermoscopy image containing a melanoma
lesion as an example as shown in Figure 2, most DCNN mod-
els failed to predict the left-lesion-region which is very fuzzy
but extremely vital to diagnose whether it is a melanoma
lesion or to decide whether these missed regions should
be excised. If we use Ensemble-Voting, the segmentation
delineated as blue curve crossing the lesion region which
resembles right lesion region and is distinct from the back-
ground fails to contain the left-lesion-region. Likewise, using
Ensemble-Intersection and Ensemble-Union can not predict
the accurate lesion border. However, if we use the propose
method, it is successful to predict most pixels in the left-
lesion-region by taking advantage of the diversity from multi-
ple DCNN models in the left-lesion-region. The key for this is
the integration of the ensemble learning which is responsible
for introducing diversity from multiple DCNN models and
the CRFs inference which is in charge of probabilistic infer-
ence based on the random field over the whole dermoscopy
image. More vivid examples can be found in Figure 3 for
ISIC 2017 and Figure 4 for PH2. It is worth mentioning that
we only show the mask images of baselines related ensemble
combination schemes because they are the main baselines
deserved to compare with the proposed method and other
baselines are involved too many mask images to place into
the two figures.

VOLUME 8, 2020

When we compare the records between Table 2 and
Table 3, an obvious phenomenon is that applying CRFs after
single DCNNs (“SC-” series) works better on PH2 than ISIC
2017. In our observation, this is caused by the difference of
data characteristics between two datasets. On the one hand,
ISIC 2017 dataset has more types of dermoscopy images
than PH2, leading more difficulty and complication. On the
other hand, much fuzzier lesion borders in ISIC 2017 result in
that the Softmax outputs for ISIC 2017 are poorer than PH2.
Although using CRFs in DCNN:s is effective for PH2 dataset,
its performance is still lower than the proposed method.
In our opinion, the most important reason is that the proposed
method can employ the performance preferences of various
DCNN models and generate more diversity.

In the tables, we also present the training time consump-
tion. Using multiple DCNN models can give us more diver-
sity, but it inevitably needs more time consumption in both
training phase and predicting phase. For time consumption in
predicting phase, the heavy operation — predicting on multiple
DCNN models are able to parallelize in engineering imple-
mentation. For training time, it is indeed a problem worthy of
attention and discussion in the methods trying to use ensem-
ble learning especially for our method which used many basic
learners needing more time to train. Fortunately, this issue is
not very critical. On the one hand, we can obtain multiple
models in different epochs in an once-training. On the other
hand, the proposed method is not very sensitive to the DCNN
hyper-parameters, so it is not necessary to try numerous
hyper-parameters in training basic DCNN learners. However,
trying numerous hyper-parameters is a common practice in
training a best single DCNN model, probably resulting in
more time consumption. Therefore, it is hard to say which one
consumes more training time. In the best situation, all single
DCNN models only need once training, and the ensemble-
based methods need multifold training. So, to give a reference
in the best situation, we added the actual training time con-
sumption in our implementation only for the selected models.

E. RESULTS ON 7 DCNN MODELS

In order to ease concerns about too much time consumption
of the proposed method, we additionally selected 7 models
in 15 selected models to observe the performance on less
basic models. The evaluation results on ISIC 2017 and
PH2 are shown in Table 4 and Table 5 respectively.

From these experimental results, we can conclude three
points as follows. First, the performance of the proposed
method is still superior to the compared methods even based
on 7 DCNN models. Second, the difference between 15 mod-
els and 7 models is not significant, thus it is feasible to
obtain a relatively good performance on less basic models,
being able to reduce the time consumption simultaneously on
both training and test phase. Third, we can generally obtain
improvement through using more good models if we have
enough resources, because generally more good models can
bring about more diversity. In addition, these experimental
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FIGURE 3. Examples of lesion segmentation on 15 DCNN models on several dermoscopy images in ISIC 2017. For columns, the first two columns list all
test dermoscopy images and their corresponding ground truths (GTs); the third column shows the blended result from multiple DCNN models; the next
four columns present the mask images of lesion segmentation obtained by three baseline methods namely Ensemble-Voting (EV), Ensemble-Intersection
(E1) and Ensemble-Union (EU) and our proposed method respectively, and the last column shows the delineated dermoscopy images. For rows excluding
headers, the first five rows are good cases and the last three rows are bad cases. The text in the mask image of lesion segmentation is the score of
Jaccard index metric. For the colors of lesion boundary in last column, green and magenta represent Ground Truth and the proposed method respectively,
and blue, red and cyan represent Ensemble-Voting, Ensemble-Intersection, Ensemble-Union respectively.

TABLE 4. Performance comparison on 7 DCNN models on ISIC 2017 [21].

Method mAC | mDC | mJI | mTJIy g5 | mBR TTC
S-FCN8s 80.54 | 84.04 | 75.45 66.54 43.52 Tr
S-MaskRCNN | 78.50 | 83.16 | 75.04 67.72 43.03 T
S-DeeplabV2 80.78 | 84.08 | 75.27 66.14 38.87 Tpo
S-DeeplabV3 | 85.55 | 85.70 | 77.51 69.46 44.85 Tps

SC-FCN8s 80.50 | 84.06 | 75.53 66.63 43.40 Tk
SC-DeeplabV2 | 79.30 | 83.80 | 75.39 66.23 41.93 Tpa
E-Voting 78.53 | 83.70 | 74.98 65.32 43.14 T
E-Intersection | 71.58 | 79.15 | 69.81 57.50 38.22 TII’;Z
E-Union 88.31 | 86.62 | 78.68 72.35 39.67 s

Our Method 85.97 | 87.33 | 79.81 73.65 47.43 T]I’;Z
The training time consumption is T]/S =Tp +Tpo + Tps =~ 41.9h.
Other notes are same as in Table 2.

results bear out the discussion about the number of DCNN
models in Section III-B

F. COMPARISON WITH STATE OF THE ARTS
Studying on skin lesion segmentation is very active in recent
years, and many works have been done. Here, we compare
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TABLE 5. Performance comparison on 7 DCNN models on PH2 [31].

Method mAC | mDC | mJI | mTJIy 65 | mBR TTC
S-FCN8s 95.84 | 91.10 | 84.35 81.08 55.02 Tr
S-MaskRCNN | 96.19 | 91.22 | 84.55 80.79 55.41 Ty
S-DeeplabV2 | 97.45 | 91.38 | 84.70 82.18 52.61 Tpo
S-DeeplabV3 | 98.82 | 91.00 | 84.06 81.06 49.11 Tps
SC-FCN8s 95.41 1 92.39 | 86.54 83.63 64.25 Tr
SC-DeeplabV2 | 97.39 | 92.98 | 87.43 85.29 64.65 Tpo

E-Voting 96.73 | 91.95 | 85.67 82.66 58.28 Ty
E-Intersection | 93.71 | 91.88 | 86.07 82.44 65.92 TII;?
E-Union 99.15 | 88.74 | 80.45 74.72 34.09 Ty

Our Method 94.98 | 93.98 | 89.07 88.43 70.76 T]’E
All notes are same as in Table 4.

the performance between our method and some important
state-of-the-art methods. According to the results on ISIC
2017 as shown in Table 6, it is clearly demonstrated that the
proposed method is considerably competitive especially on
the primary metric mJI. In addition, we do not list the training
time consumption because the training time consumption of
all compared methods has not been made public.
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FIGURE 4. Examples of lesion segmentation on 15 DCNN models on several dermoscopy images in PH2. All notes are same as in Figure 3.

TABLE 6. Comparison with the state-of-the-arts on ISIC 2017 [21] dataset.

Method mJI mDC mAC
Goyal, et.al [14] 79.34 | 87.10 | 94.10
FCA-Net [15] 78.65 | 87.80 | 94.95
FocusNet [54] 75.62 | 83.15 | 92.14
SkinNet [34] 76.70 | 85.50 | 93.20
DCL-PST [55] 77.70 | 85.60 | 94.00
PA-Net [35] 77.60 | 85.80 | 93.60
FrCN [36] 77.11 | 87.08 | 94.03
iMSCGnet [37] 77.75 | 85.83 | 93.58
Ours (7 models) 79.81 87.33 | 8597
Ours (15 models) 80.02 | 87.49 | 90.04

For PH2 dataset, it is hard to compare the performance
directly between previous works and the proposed method.
As mentioned in Section IV-A, our method needs some sam-
ples to guide the selection of hyper-parameters, so the results
may be a little bit unfair for related references if we use all
images in PH2 as test like [14], [36], [37]. In our experiments,
we used the validation part described in Section IV-A to
guide selecting hyper-parameters and the test part to evaluate.
Hence, it is not viable to compare to the previous works in a
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TABLE 7. Performance lists of the state-of-the-arts and our method
on PH2.

Method mJI | mDC | mAC | Training | Test | Validation
Goyal et al. [14] 83.90(90.70(93.80 [ ISIC2017 | PH2 -
FrCN [36] 84.79191.77|95.08 | ISIC2017 | PH2 -

iMSCGnet [37] 88.2193.36(95.71 | ISIC2017 | PH2 -
Ours (7 models) 89.07]93.98|94.98 | 1SIC2017 | 2PH2| 1PH2
Ours (15 models) | 89.20|94.14 | 96.20 | ISIC2017 %PHZ %PHZ
Due to requiring some samples to guide the hyper-parameter selecting,
only three quarters in PH2 were used to carry out the evaluation. So we
list them here just for referencing but not comparing.

completely fair way. However, in order to reflect the research
status on PH2, we still list them into Table 7 for referencing
but not comparing, and do not mark the best scores in Table 7.

In addition, there is a noteworthy phenomenon
in Table 2 to 6 that a method on mJI is usually better than
other methods while its mAC score is relatively poor than
them, although better mAC and better mJI both indicate a
better performance. This phenomenon does not merely occur
in our experimental results, extensively existing in many
previous works such as FCA-Net [15], SkinNet [34] and
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iMSCGnet [37], and there has been no reasonable explanation
for it in community. It is known that the metrics mJI and mAC
were both introduced in the official ISIC 2017 [21] and mJI
was the finally decisive metric adopted, and the official had
not explained the specific reasons. It is known that different
metrics have different purposes to measure different things,
and it is natural to have different rank by different metrics.
But it is very difficult to make clear why they have different
ranks. For mAC and mJI here, it remains difficult to give
a clear explanation in a mathematical manner, because the
mean of ACs and the mean of JIs have different denominators.
Intuitively, mJI measures the intersection over union for only
lesion pixels, while mAC measures the accuracy of both
lesion and background pixels. What we want to fight for
lesion segmentation should focus on the lesion pixels rather
than all pixels. We assume this is the reason for why mJI
was specified as the final metric. And a possible reason why
mAC is relatively poor is that the proportion of background
pixels is greater than lesion pixels on the whole, resulting
in that the change speed of mAC is slower than mJI. It is
indeed a problem should be studied seriously, but discussing
the rank mechanism of mAC and mJI is out of our current
concentration and the scope of this article, and may be taken
as a further research topic.

V. DISCUSSION

The proposed method has a drawback that its performance
is limited by the lesion segmentation from DCNN models.
If all original segmentation from DCNN models are very
bad, the final inferring segmentation is intractable to achieve
ideality. Several bad cases are shown in Figure 3 and 4. There
are two possible ways to alleviate this problem. One is to
introduce the artificial assistance to add a rough area as a
source of the blend. The other one is to use the test image self
to improve the blend, which may be a promising direction for
the further works. Then another further direction of efforts
is to find more method to generate the unary potential for
CRF models. Next, owing to the difference of experimental
implementation and dependency on multiple DCNN models
affected by hyper parameters, the performance of the pro-
posed method for skin lesion segmentation may have slight
fluctuations. So we believe that there must be higher per-
formance using the proposed method in lesion segmentation
task because our hardware condition and computing capacity
limited our experimental scale. Another problem worth dis-
cussing is that we need a portion of samples to guide us to find
better hyper-parameters. What we want to point out is that the
hyper-parameters in the proposed method are explainable and
we can adjust them manually and empirically case by case,
rather than find a global optimum to try to get a best score
on an overall test dataset. This character is very attractive
in clinical practice. In addition, blending and generating the
unary potential is the key to connect the ensemble of multi-
ple DCNN models and the fully connected CRFs, and it is
valuable and promising to try any other schemes for them as
a further research problem.
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VI. CONCLUSION

Lesion segmentation is fundamental in analyzing the der-
moscopy images. This work presents a new method to employ
fully connected conditional random fields (CRFs) to infer
lesion segmentation based on segmentation from multiple
deep convolutional neural networks (DCNN) models. It does
not only make use of the performance preferences of dif-
ferent DCNN models to improve the performance, but also
can utilize the local information in original test images to
refine the lesion boundaries. We tested the effectiveness and
robustness of proposed method on the mainstream dataset
ISIC 2017 and PH2, and the experimental results showed
that the proposed method gained better performance than
baselines. This shows that the proposed method is more
inference-backed and superior than single DCNN models and
simple ensemble methods, and further indicates that it can
effectively generate strong generalization and great diversity
from multiple DCNN models, and is able to capture the
local information in fuzzy dermoscopy images and find more
accurate lesion borders. Under a broader perspective out of
the specific skin lesion segmentation task, we believe that
our proposed method has great potential to act as a general
framework to be applied in other fields.
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