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ABSTRACT Melanoma is considered the most serious type of skin cancer. All over the world, the mortality
rate is much high for melanoma in contrast with other cancer. There are various computer-aided solutions
proposed to correctly identify melanoma cancer. However, the difficult visual appearance of the nevus
makes it very difficult to design a reliable Computer-Aided Diagnosis (CAD) system for accurate melanoma
detection. Existing systems either uses traditional machine learning models and focus on handpicked suitable
features or uses deep learning-based methods that use complete images for feature learning. The automatic
and most discriminative feature extraction for skin cancer remains an important research problem that can
further be used to better deep learning training. Furthermore, the availability of the limited available images
also creates a problem for deep learning models. From this line of research, we propose an intelligent Region
of Interest (ROI) based system to identify and discriminate melanoma with nevus cancer by using the transfer
learning approach. An improved k-mean algorithm is used to extract ROIs from the images. These ROI based
approach helps to identify discriminative features as the images containing only melanoma cells are used
to train system. We further use a Convolutional Neural Network (CNN) based transfer learning model with
data augmentation for ROI images of DermlIS and DermQuest datasets. The proposed system gives 97.9%
and 97.4% accuracy for DermIS and DermQuest respectively. The proposed ROI based transfer learning
approach outperforms existing methods that use complete images for classification.

INDEX TERMS Melanoma detection, skin cancer detection, ROI, CNN, transfer learning.

I. INTRODUCTION

Skin cancer is considered as one of the common and dan-
gerous types among other cancers [1]. Recent surveys show
that the rate of patients infected by skin cancer is increasing
every year as compared to other cancer types [2]. There are
many types of skin cancer and melanoma is one of the most
common types. It influences melanocytes which are the skin
surface cells. It contains different kinds of cells that cause the
skin to get darker [3]. Sometimes it is found in different dark
shades. It is also found in the skin in different colors including
rosy pink, royal purple, azure or it can be colorless as well [4].
Its ability to spread rapidly makes it more dangerous and fatal.
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Melanoma can be found anywhere on the human body even
though it mainly grows on the backside of a person’s lower
limb [5]. In individuals, risk factors of skin cancer disease can
be reduced by detecting it timely or before time in an early
stage. Generally, a significant reduction in the mortality rate
can be achieved by detecting skin cancer in its early stages.
Therefore, the identification and classification of this disease
in its initial stages are significant [4], [5].

The ABCD rule is usually used by the physicians to iden-
tify nevus and melanoma [5]. A total dermoscopic score
is used for ABCD rule, where A indicates the asymmetry,
the border irregularities are represented by B, C representing
color variations, and D representing the diameter. Individual
weight is allocated for every particular feature based on their
importance. The classification of the lesion into cancerous or
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non-cancerous is based on total dermoscopic score. Another
method called A7-point Checklist is utilized for skin cancer
identification.

This A7-point list focuses on indications of the atypical
color network, grey-blue regions, atypical vascular shape,
bands, blemishes, uneven dots and blobs, and regression mod-
els. A medical professional is consulted when these symp-
toms are identified [6]. Afterward, the size of the checklist cut
down to a less number of features, symmetry, and blue-white
structures [7]. A complex nature and structure of melanoma
makes it difficult to identify handcrafted features according
to nature, color, texture, and the shape of the cancer cells.
Another issue is skin cancer image repositories are growing
dramatically. Therefore, the practicality of computer-aided
solutions is based on types of images, skin cancer cell’s color,
and how well the data can be retrieved.

Generally, researchers emphasize on automatic classifi-
cation and identification of cancer using computer-aided
diagnostic systems. For this purpose, skin cancer medic-
inal images in the form of textual [8]-[10] geometric
[4] [11]-[13], color, and combination of features [14]—[16]
have been utilized. Though, identifying the initial stages of
melanoma using discriminative features is still a challeng-
ing task [17]. To use handcrafted features for melanoma
detection, experts need to have a good understanding of
skin cancer type, color of skin, shape, and texture. To over-
come this issue, the trend is shifting towards fully automated
deep learning-based CAD solutions for skin cancer. However,
there is still a need to work on these deep learning-based
solutions because of limited labeled data availability. The
class imbalance issue is another problem for skin cancer
detection. To design a fully automated accurate CAD solution
which automatically detect discriminative features without
human intervention remains a challenging task.

From this line of research, we propose a fully automated
deep learning-based CAD solution that uses preprocessed
images that only contains skin cancer regions instead of full
images. As, to train a network on CNN, a huge number
of samples are required for all classes [5] and the unavail-
ability of this data creates problems [14]. The DermIS and
DERQUEST both datasets are publicly available but contains
less amount of data required for deep learning. In classifica-
tion, these lesser samples lead to unexpected inaccuracies and
can even cause critical issues in medical imaging because of
imbalanced classes. To overcome these issues, the pre-trained
CNN model AlexNet is utilized for the automatic classifi-
cation of skin cancer. The data got from both datasets i.e.
DermlIS and DERQUEST were augmented for equalizing the
samples of both classes. We extract the Region of Interest
(ROIs) that only contain the required region. This helps the
model to train itself on specific regions which ultimately
results in better feature learning. The proposed work uses
ROIs extracted from improved k-mean algorithm [18] and
then apply augmentation to increase the samples and to han-
dle class imbalance problem. These images are then classified
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using a transfer learning technique which gives excellent
results. The paper has the following contributions:

o We propose a fully automated transfer learning-based
improved CAD solution to detect melanoma accurately

o We design a Region of Interest-based approach that
extract discriminative features without human expert
intervention

o We design an augmentation-based CAD for melanoma
to handle class imbalance problem

The rest of the paper is structured as follows; a thorough
literature review of the current state-of-the-art approach in
section II. The proposed methodology is explained in detail in
section III. The experimental setup and results are explained
in section IV followed by the conclusion of the paper.

II. LITERATURE REVIEW

For the classification of melanoma disease, various
approaches including the ABCD-E scheme [11], [13], [19],
a checklist of 7-points [20], [21], and a 3-point checklist [7]
were used in different systems. In [12], researchers proposed
that the computational cost of extracted features from the
ABCD scheme is less expensive as compared with the check-
list of 7-point. It is also observed that ABCD achieved a high
consistency rate with clinical diagnosis. Therefore, mostly
CAD systems for the diagnosis of melanoma utilized the
ABCD scheme for feature extraction. However, this approach
is more prone to nevias melanomas during classification [22].
Kasmi and Mokrani [4] combined the color asymmetry and
dermoscopic structure with features extracted from ABCD
and attained 91.25% sensitivity. In[23], a transfer learning
approach was used for medical images to extract the features
from the MRI and then they utilized a support vector machine
for classification. This technique was useful to reduce the
false positives. In [24], a deep learning-based framework
was used to automatically detect dermoscopic patterns and
achieved 88% accuracy. Moussa et al. [25] also utilized this
scheme without considering color features as it requires more
computational resources and achieved 89% accuracy using
KNN.

This is noticeable that ABCD rubrics are subjective which
results in a high inter as well as intra-observer bias [26].
Therefore, a high-quality initiative feature technique was
utilized to represent the asymmetry characteristic of ABCD
rubrics skin cancer images [27]. The proposed system
achieved 86% performance accuracy. Amelard et. al. [9]
extended his findings by adding new high-quality initia-
tive features for distinct color channels and achieved 94%
accuracy. The color features can be extracted using statis-
tical values of color channels. Few other colors extracted
approaches include color’s irregularity, centroid distance, and
LUV histogram distance [25], [28], [29]. In [30], another
group of researchers classifies melanoma skin cancer based
on local and global features. They achieved 93% accuracy by
combining textual features with color features.
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Some other researchers utilized the same approach but in
addition to textual and color features, they also utilized shape-
based features. Ganster er al. [31] used the KNN classifier
along with colored and shaped features from lesion skin.
For training, 5300 images were taken and obtained 87%
sensitivity and 92% specificity. Rubegni et al. [32] used
textual and geometrical features as well and achieved the
same sensitivity and specificity of 96%. Celebi et al. [28]
used a feature vector of shape, texture, and color features
with SVM and achieved 93% sensitivity and 92% specificity.
Almansour and Jaffar [14] utilized the SVM classifier with
color and textual features and attained 90% performance
accuracy. The textual feature of the image represents the
spatial distribution of pixel intensity levels. Textural features
show intensity levels’ underlying pattern and layout and serve
as one of the most discriminative features for object or ROI
detection. The textural features are generally used for skin
cancer analysis as it calculates structural irregularity between
nevus and melanoma cancer classification [33].

It has been observed that the computerized examination
is getting popular. Epilu-computerized microscopy (ELM)
based method was proposed to enhance the initial diagnosis
of a melanoma classification scheme for the computerized
analysis [31]. ROI was extracted by utilizing the segmenta-
tion algorithms and the merged featured approach was uti-
lized based on the shape and radiometric features. K Nearest
Neighbor was utilized and attained 87% and 92% sensitivity
and specificity respectively. The automated analysis of data
for the melanoma initial recognition scheme[34] achieved
80% for both specificity and sensitivity utilizing asymmetry
and boundary descriptor with Support Vector Machine as a
classifier.

Iyatomi et al [35] utilized a similar technique and
achieved 100% specificity and 95% sensitivity. In [36],
researchers achieved 91% and 88.2% specificity and sensi-
tivity respectively trained over 120 cancer images. In [36],
the researcher utilized active contour and watershed methods
for the segmentation. They extracted shape, color, and texture
related features. This proposed architecture was trained on
50 DermlS datasets and attained 80% performance accuracy.
A new CAD technique of early identification of melanoma
was proposed for web and android phone applications. All
the images were taken from high definition cameras rather
than utilizing any repository [37]. The proposed system
utilized digital cameras with context information like kind
of skin, span, and all the affected parts of the body. The
proposed architecture also tried to remove the Dermoscopic
ADCD compatible features. This attribute was then classi-
fied in numerous phases including a pre-processing phase
for selection of association-based attributes. This scheme
attained 68% specificity and 94% sensitivity on 45 nevus and
107 melanoma skin cancer datasets.

The Authors in [38] extracted ROI utilizing K-Mean
clustering and textural color extracted attribute on non-
demographic skin cancer images. Moreover, a collection of
pictorial features was identified by examining the physician.
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The feature extraction was utilized for the automatic clas-
sification of skin cancer. To attain the final classification,
a majority vote was utilized. The recommended technique
caused in advanced analytic of 81% and attained higher accu-
racy as compared with the latest findings. In [39], researchers
have represented the melanoma lesion through a feature vec-
tor comprising textual, shape, color data, and local-global
features. In [40], [41], another classification and diagnosis of
melanoma skin cancer were proposed to enhance the clas-
sification of skin lesions. In [42], the researcher proposed
an approach for feature selection which was constructed on
the arrangement of differential evolution and Support Vector
Machine. In [43]-[47] researchers extracted features using
machine learning techniques for skin cancer detection.

In recent years, deep learning and CNN are utilized for
diagnosis of skin cancer but computational cost remains a
problem [2], [48], [49]. In the new findings, Dorj et al. [50]
proposed a classification approach for different cancer types
by utilizing CNN. They used pre-trained AlexNet to extract
features from the image and ECOC SVM utilized as a
classifier for the classification of cancer and achieved 90%
accuracy. In [51], an improved computer-automated system
was proposed along with pixels centered based segmentation
approach. They extracted features by CNN but classified
them using the SVM classifier and achieved 93% accuracy
on the DermIS dataset. All the referred approaches give
promising results, but they are validated on inadequate data.
It has been observed that existing work is more focused on
extracting and selecting discriminative features using human
expert knowledge for this problem.

These handcrafted features selection requires a good
knowledge of the domain and it is also time taking. These
handpicked features require human intervention and there-
fore, these are not fully automated. The deep learning-based
methods use full images for feature extraction and usually,
the region of interest is not that large. Therefore, the original
large images may have an impact on the overall feature
learning of deep learning models. Furthermore, deep learning
generally requires a huge amount of labeled data for better
performance and to avoid overfitting. Considering all these
aforementioned limitations of the existing work, we propose a
fully automated solution for skin cancer detection. We extract
the ROIs from the image which excludes the background
from the image and then these segmented ROIs are further
used for processing. In our proposed work, we have designed
a system that can automatically extract discriminative fea-
tures from ROIs. The proposed system also performs data
augmentation to handle class imbalance issues. Furthermore,
the transfer learning approach is used to learn low-level fea-
tures to improve the learning as compared to a previous study
where it was efficiently used to reduce the false positives in
the CAD system [23].

lll. PROPOSED METHODOLOGY
In this section, the detail of our proposed model is presented
in the following subsections. The input data taken from
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FIGURE 2. Skin cancer region of interests classification.

a publicly available repository undergo preprocessing for
quality enhancement. To extract discriminative features and
efficient classification, ROI was extracted from the samples.
Figure 1 shows the proposed methodology without seg-
mentation of ROI from the data (for comparison) and
Figure 2 demonstrates the proposed methodology of the
Region of Interests data samples.

A. PRE-PROCESSING

Medicinal images are frequently susceptible to noise mostly
because of low light, fur, and air bubbles [52]. In images, the
presence of this noise results in artifacts. Because of these
kinds of artifacts, segmentation may get affected and causes
inaccurate detection results. Therefore, noise removal is an
important preprocessing step before the application of any
segmentation or feature extraction approach. The Gaussian
kernels are highly recommended for smoothing image as it
eliminates noise that can be there at the time of acquisition.
This kernel coefficient is modeled from the 2-dimensional
function of Gaussian. The pre-processing step is illustrated
in Figure 3. Equation 1 shows the Gaussian function: o shows
the smoothing factor.

G(a,b) = \/;_e—(a2 +b2)/2*02 M

2mo?
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B. SKIN CANCER REGION OF INTEREST SEGMENTATION

We used an ROI based approach because the Region of
Interest is vital to locate the lesion area accurately. ROI
helps in training by improved discriminative feature learn-
ing in the skin cancer classification. The features extracted
only from a lesion are more important as compared to the
features extracted from the whole image (global features).
We extracted ROI from the actual images by using the
improved K-mean algorithm. K-Mean is extensively utilized
in numerous applications of machine learning techniques,
including Data Mining, Image Processing, and pattern recog-
nition [16]. It splits the images to a non-overlapping cluster
of pixels depends on intensity levels. The pixels of the images
are grouped in an exclusive way such that if any pixel value
or data point belongs to a specific cluster, it will not mix with
other clusters. This procedure starts by choosing the center
point from data points and we used an improved procedure
for centroid selection [18] rather using random centroids.
All the image pixels or data points are grouped depends on
the distance that is a minimum distance from a center point.
Once the iteration is completed, a new center point usually
referred to as centroid is selected by taking the mean and
set that mean as the center point for the next iteration. This
iterative process repeats until there is no alteration in the
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FIGURE 3. Before and after image pre-processing samples.

FIGURE 4. Segmented ROI images samples.

successive cluster centroid. Figure 3 shows the segmentation
of the image, where a left image is an original image.

The proposed K-mean initializes its center point by the
center point selection techniques as given in equation 2.

mu = (1:K) % 2

m
k41

In the equation 1, K represents the number of clusters, the
maximum pixel value is shown by m and the value of k is vary
from 1 to K. The approach of selecting the center point works
by ensuring major changes amongst the starting center point
values. It also makes it robust and effective by converging to
the final position in a lesser number of iterations. The input
images in our proposed methodology contain background
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images with an affected mark or lesion. We take the K = 2,
the background skin is removed from the foreground affected
mark and can be seen in Figure 4. The segmented images are
not of equal sizes, to deal with this, we resized all the images
after segmentation in the 227 x 227 dimension to training the
neural network.

C. SKIN CANCER DATA AUGMENTATION

A great amount of data models leads to affect the distri-
bution of many CNN [4]. The problem that might happen
in the training of inadequate data is overfitting. Usually,
the training data available for all classes are not equally
distributed which leads to class imbalance problem. In this
skin cancer study, looking at the inadequate data samples we
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FIGURE 5. Sample of melanoma augmented images.

extend the image samples by applying common augmentation
techniques including cropping the original images from the
right, left and from the bottom side, flipping, mirroring, and
rotation at the 270° and get 7 new unique samples from each
image.

The data samples belong to class label melanoma
and non-melanoma are increased using this augmentation
technique. The reason to select this technique was to produce
new unique images to prevent overfitting and class imbal-
ance issues to enhance performance accuracy. So, we extend
existing samples of segmented as well as original samples
by applying distinct augmentation approaches on both the
datasets i.e. DermQuest and DermlIS. Figure 5 shows the sam-
ple augmented images that we generate by applying different
augmentation approaches.

D. SKIN CANCER DIAGNOSIS USING TRANSFER
LEARNING APPROACH

After the augmentation of data samples, we resized images as
per AlexNet requirements. For training the new CNN model,
current data has inadequate samples. So, to handle this issue,
the transfer learning approach is used. This pre-trained model
learns low-level features from AlexNet and then uses this
training on a new actual dataset.

AlexNet is the commonly used model in classification
and pattern recognition tasks. In the AlexNet model, there
are a total of eight layers including 5 convolutional layers
and three fully connected layers. The pre-trained AlexNet
is applied when all the augmented data is equal to every
input class. In the AlexNet framework, there are max-pooling
layers between the first two convolutional layers. A pooling
layer is a new layer added after convolutional layers to reduce
the size of the feature map. During the training procedure,
a small learning rate is used because a smaller learning rate
gives smaller changes to update weight. The detailed steps of
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the methodology for skin cancer using transfer learning are
shown in Figure 6. In the next subsections, the structure of
the pre-trained AlexNet model is explained in detail.

1) FIRST INPUT LAYER
In this first input layer of CNN, all the resized augmented data
are given as an input on this layer.

2) CONVOLUTIONAL LAYERS

Convolutional layers are the primary layers in whole CNN
as all the task related to computational is accounted by these
layers. It mainly performs convolutional tasks on the input
and then sends that response to the next required layer of the
model. The convolutional layers allow layer close to the input
to learn low-level features and a deeper convolutional layer
learns high features or class-specific features.

3) MAX-POOLING LAYERS

In between the convolutional layers, there are pooling layers
that are responsible for the reduction of pixel representation
as well as computational cost. To reduce the computational
cost for the next layer, the pool layer work on each pixel of
the image. It works just like filters to be applied to the feature
map.

The size of the feature map is much greater than the pooling
layer size. Almost the pooling layer has 2 x 2 size with a stride
of 2 pixels, which means the pooling layer will always reduce
the size of the feature map by a factor of 2. In our model, the
max-pooling layer was added in between convolutional layers
to calculate maximum value for each feature map.

4) FULLY CONNECTED LAYERS

From the input images, the size of the feature map
was extracted and reduced because of convolutional and
max-pooling layers. The final output is equal to the number of
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classes produced by applying layers that are fully connected.
In AlexNet structure, first convolutional layers do filtration
on images with dimensions 227 x 227 x3 along with 96 ker-
nels of dimensions 11 x 11 in which 227 x 227 is width and
height and 3 represent Depth, refer to red, green and blue
respectively. The feature map taken from the convolutional
layer is passed through the max-pooling layer to reduce fea-
tures and forwards this new feature map to the next second
convolutional layer having 256 kernels of size 5 x 5 x48.
Similarly, the results of the second convolutional layer are
then reduced by the max pool layer having 384 kernels in the
number connected with a third convolutional layer. The last
three convolutional layers are interconnected without having
any max-pooling layer.

There is a total of 384, 256 numbers of the kernel in
fourth and fifth convolutional layers, respectively. After all
the convolutional layers and max-pooling layers, high-level
reasoning in the neural network is done by fully connected
layers. In fully connected layers the number of neurons is
4096. The fully connected layers connect every neuron in
one layer with every neuron in the next layer. Neurons in the
fully connected layers have a connection with all activation
in previous layers.

5) REPLACING LAST LAYERS

Normally the low-level features that are mainly edges, lines,
and patterns, are on the initial layer of the network whereas
the class-specific feature is on the last layer of the network.
So, our concern is with the skin data training. For this reason,
we replaced class-specific features with new layers which
means we replaced the classification layer with the Soft-
Max layer and fine-tuned all weights. The feature map from
convolutional layers is moved and replaced with the layers
having class-specific features. We used different parameters
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such as weight learn factor, Bias learn factor for making the
fully connected layers. These training parameters control the
learning rate of the network.

6) NETWORK TRAINING AND TESTING

In this network, there are five transferred layer and three
new layers for adaptation. Initially, the data sample has
an inadequate number of samples for the training network.
We have overcome the issue by augmentation and transfer
layers. We have utilized augmentation approaches for both
the training and testing datasets. Only the new layer is trained
for accurate classification of cancer.

We take 77% of the data for training and pass it into a
network with some training options such as epochs, batch
sizes, and learning rates. We train the network on a 1-10 epoch
size. Measuring the performance of training methodology in
a trained network, we then permit the remaining 23% data
as testing data. We measure the trained network performance
based on the accuracy metric.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. DATASET

We have used two datasets i.e. DermlIS [14] and DermQuest
for skin cancer diagnosis. There is a total of 146 whereas in
DermQuest the number of samples is 76. All the results from
our findings are briefly discussed in the form of classification
performance. We divided the images into two parts taken
from datasets namely train and test. We split the images
into a 77% and 23% ratio. Partitions of both the parts are
guaranteed of having both melanoma and not melanoma case
and are balanced with the augmentation approach. All the
experiments are performed using MATLAB_2018b with a
6GB NVIDIA GPU card. Table 1 shows the detail of the data
samples.
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TABLE 1. Detailed dataset.

Images DermlIS DermlIS Non- DermQuest DermQuest Non-
g Melanoma Melanoma Melanoma Melanoma
Original Images 146 251 76 61
Augmented 1022 1757 532 427
Images
B. PERFORMANCE EVALUATION
. . 100 - W“f Final
Accuracy has been widely used for performance evaluation ./:.fv o
in medical imaging [53]-[57]. It can be described as: % f \N'\
o> L]
g |
Ac/AT100 3) 3
3
The accurately classified output is representing by Ac, <
whereas the total classified output is representing by At. »
Epoch 1 Epoch2 Epoch 3 Epoch4 Epoch5 Epoch6 Epoch7 Epoch 8 Lp‘u,':ﬂ
C. RESULTS FOR DermiS AND DermQuest USING Do 50 100 150 200
AUGMENTATION feraton
In this section, we have presented the results of classification 5T
with data augmentation technique on both the dataset i.e. il
DermIS and DermQuest. ool
& 1 ’
1 Y
1) RESULTS FOR DermlS 0" n‘Mq m- S S S LB S50
0 20

All the experimentations conducted using a color image from
the required database, as per the AlexNet, the image size
should be 227 x 227 x3. Thus, it is guaranteed that the
required size of images is according to the required dimen-
sions. The convolutional network parameter utilizes a clas-
sification of the ImageNet database. In this transfer learning
model, the feature extraction and then classification process
is fully automated. We fine-tuned the model by changing
different parameters. To achieve the optimal results, we inves-
tigated all training options. We checked the learning rate by
varying values from le-1 up to le-10. In the same way, to reach
optimum output we vary the bias and weight learn factor from
le-4 to le-10 and 10-100 respectively. To find the optimum
amount of epoch, binary class classification is performed by
utilizing the transfer learning model on epoch 6, 7, and 8.

Figure 7 demonstrates the Training and Loss process of the
DermlS Region of Interest Data on epoch 9 using augmenta-
tion techniques. We achieved 97.9% performance accuracy
utilizing the ROI images on epoch 9 with the different aug-
mentation approaches.

There is a 2% increase in performance that is achieved in
contrast with the output from epoch 7 with epoch 9.

For skin cancer classification, we calculated the output
achieved from the epoch 6, 7, and 8 with the approaches of
augmentation on data and concluded that epoch 9 gives the
most optimum classification results. The model of AlexNet
learn the data in training and reached 94.44% performance
accuracy on the very epochl, 90.28% on epoch 2, 95.83% on
epoch 3, 96.8% on epoch 4, 95.83% on epoch5 and 96.1%
on epoch6 and 96.4% on epoch7 for binary class skin cancer
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FIGURE 7. Training and loss process of DermlS ROI with augmentation
on epoch 9.
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FIGURE 8. Confusion matrix of DermlIS ROl with augmentation on
epoch 9.

classification. Figure 8 shows the confusion matrix of ROI
DermlS data with augmentation generated during the training
at epoch 9.

We performed this transfer learning approach to the origi-
nal DermlS data as well with approaches of data augmenta-
tion for a fair comparison. Figure 9 demonstrates the training
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FIGURE 9. Training and loss process of original DermlS with
augmentation on epoch 8.

and loss process of original DermlIS images for epoch size 8.
We achieved 97.2% performance accuracy using original
DermIS images on epoch size 8. We calculated the out-
puts achieved from epochs 6, 7 and 8 with augmentation
approaches and concluded that epoch 8 gives the optimum
output.

The blue lines in the figure show the training process
whereas black dotted lines represent the validation process.
This AlexNet architecture acquires the training data and
reached 82.11% accuracy on epoch 1, 8§9.47% on epoch 2,
90.84% on epoch 3, 92.63% on epoch 4, 91.58% on epoch 5
and 95.79% on epoch 6 and 89.47% on epoch 7 for binary
class skin cancer classification. Figure 10 shows the con-
fusion matrix of DermlIS data with augmentation generated
during the training at epoch 8.
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FIGURE 10. Confusion matrix of DermlIS original images with
augmentation at epoch 8.

147866

Accuracy (%)

Epoch 1 Epoch 2 E";»mh 3 Epoch4 [im hS5 Epoch6 Epoch7 Epoch8 Epoch9
e . I 1 =i L - — 1
0 100 200 300 400 500 600 700 800 900

Iteration

" -
e e

500 600 700 80 %00
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FIGURE 12. Confusion matrix of DermQuest original images with
augmentation at epoch 9.

2) RESULTS FOR DermQuest DATA

Likewise, DermlS, we performed the same transfer learning
approach to the second dataset namely DermQuest. All the
experimentations conducted using a color image from the
required database, as per the AlexNet, the image size should
be 227 x 227 x3. We checked the learning rate by varying
values from le-1 up to le-10. In the same way, to reach
optimum output we vary the bias and weight learn factor from
le-4 to le-10 and 10-100 respectively. Figure 11 demonstrates
the process of training and loss using the original DermQuest
image on epoch size 9 along with the augmentation of the data
approach.

We achieved 79.5% performance accuracy for original
DermQuest images on epoch size 9 with augmentation.
The performance rise of 1.1% is achieved as compared
to results from epoch 6 with epoch 9. For skin cancer
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FIGURE 14. Confusion matrix of DermQuest ROI images with
augmentation at epoch 9.

classification, we compared the results achieved from
epochs 6, 7, and 8 with augmentation approaches and noticed
that epoch 9 gives the optimum output. This AlexNet archi-
tecture acquires the training data and reached 58.30% accu-
racy on epoch 1, 70.67% on epoch 2, 72.24% on epoch3,
75.32% on epoch 4, 70.21% on epoch 5 and 78.41% on
epoch6 and 79.15% on epoch7 for binary class skin cancer
classification.

Figure 12 showing the confusion matrix of DermQuest
original images with augmentation of data generated during
the training at epoch 9.

We performed this transfer learning approach to the data
that only contains skin cancer regions i.e. ROI instead of full
images on DermQuest data samples. Figure 13 showing the
process of training using the DermQuest ROI for epoch 9
with the techniques of data augmentation. We achieved 97.4%
performance accuracy using the ROI images on epoch 9
with the distinct approaches of augmentation of data. There
is a 6% increase in performance achieved as compared to
epoch 6. For skin cancer classification, we compared the out-
put achieved for epoch numbers 6, 7, and 8 with approaches of
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FIGURE 15. Training and loss process of DermlS ROl without the data
augmentation on epoch 9.
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FIGURE 16. Confusion matrix of DermlS ROI without augmentation on
epoch 9.

augmentation on data and come to point that epoch 9 gives the
most optimum classification results. The model of AlexNet
learn the data in training and achieved 81.48% performance
accuracy for epoch 1, 88.89% for epoch 2, 93.65% for
epoch 3, 94.18% for epoch 4, 95.77% for epoch 5 and 91.53%
for epoch 6, 97.0% for epoch 7 and 95.77% for epoch 8 for
binary class skin cancer classification. Figure 14 showing the
confusion matrix of DermQuest ROI with augmentation of
data generated during the training at epoch 9.

D. RESULTS FOR DermiS AND DermQuest WITHOUT
AUGMENTATION

In this section, we have presented the results of classification
without the data augmentation technique on both the dataset
i.e. DermIS and DermQuest.
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augmentation on epoch 8.
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FIGURE 18. Confusion matrix of DermlIS original images without
augmentation at epoch 8.

1) RESULTS FOR DermlS
For the DermlIS ROI dataset, we also used transfer learning
algorithms without using the augmentation approaches on
epoch sizes 6, 7, 8, and 9.

Figure 15 showing the training and loss process for the
DermIS ROI on epoch 9 without using augmented data.
Performance accuracy of 80.00% is achieved for the DermIS
ROI without augmented data on epoch 9. Figure 16 shows the
confusion matrix of ROI DermlS data without augmentation
generated during the training at epoch 9.

For the DermlS original dataset, we also performed this
transfer learning algorithm without the techniques of aug-
mentation of data on epoch sizes 6, 7, 8, and 9.

Figure 17 showing the training and loss process for the
original DermlIS images on 8 epochs without applying aug-
mentation techniques. In Figure 17, the blue color lines
showing the performance accuracy of the training data while
the black color dots showing the validation data’s accuracy.
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FIGURE 20. Confusion matrix of ROl DermQuest without augmentation
on epoch 9.

We achieved the 81.30% performance accuracy for the orig-
inal DermlS images without augmentation approaches on
8 epochs. Figure 18 shows the confusion matrix of DermIS
original data without augmentation generated during the
training at epoch 8.

2) RESULTS FOR DermQuest

For the DermQuest ROI dataset, we also used transfer learn-
ing algorithms without utilizing the approaches of data aug-
mentation on epoch sizes 6, 7, 8, and 9. Figure 19 showing the
training and loss process for the DermQuest ROI on epoch 9
without using augmented data. We achieved a performance
accuracy of 83.9% for the DermIS ROI without the aug-
mented data on epoch 9. In this Figure, the blue color lines
showing the performance accuracy of the training data while
the black color dots showing the validation data’s accuracy.
Figure 20 showing the confusion matrix of ROI DermQuest
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TABLE 2. Comparison of proposed results before and after applying augmentation.

Augmentation Without Augmentation
DermlIS Original 97.2% 81.3%
ROI 97.9% 80.0%
DermQuest Original 79.5% 74.2%
ROI 97.4% 83.9%
TABLE 3. Comparison with existing work.
Author Dataset Technique Accuracy
Proposed Technique DermlIS Transfer Learning 97.2% on Original
Approach 97.9% on ROI (Augmentation)
DermQuest 79.5% on Original
97.4% on ROI
(Augmentation)
Robert et al. [9] DermlIS SVM 94%
Robert et al.[27] DermlS SVM 86%
Ebthial et al.[14] DermlS SVM 90%
Doaa et al.[51] DermlS SVM 93%
M. Ali et al.[36] DermlIS SVM 80%
Rebbeca et al.[25] DermlS KNN 89%
Qasim et al.[S6] DermlS SVM 96%
Nida et al.[59] DermlIS CNN 94.2%
Khalid et al. [58] Derm(IS and Transfer Learning 97.70%
Quest) with AlexNet
100 of data on epoch size 6, 7, 8, and 9. Figure 21 showing
- e the training and loss process for the original DermQuest
g images on 9 epochs without applying augmentation tech-
£ ' niques. We reached 74.2% performance accuracy for the orig-
E w . . . .
< inal DermQuest images without augmentation approaches
™+ on 9 epochs. In Figure 21, the blue color lines showing
Ul—:::x:h‘ Eposh 2 Epoch 3 f—‘pmm Epoch 5 Epoch 6 l—“:.i.x:h 7 Epqeh 8 »—::..x:m : the performance accuracy Of the training data Whlle the
' SR v T B s black color dots showing the validation data’s accuracy.
Figure 22 showing the confusion matrix of ROI DermQuest
data without augmentation generated during the training at
_: epoch 9.
: Table 2 shows the comparison of our proposed model
i e oy Mrmqlﬁ
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FIGURE 21. Training and loss process of original DermQuest without
augmentation on epoch 9.

without the augmentation of data generated during the train-
ing at epoch 9.

For the DermQuest original dataset, we also used a transfer
learning algorithm without the techniques of augmentation

VOLUME 8, 2020

before and after applying augmentation approaches on both
the datasets. To evaluate the performance of our system
we compared our proposed model with the state-of-the-art
model. Amelard et al. [9], Amelard et al. [27], Almansour
and Jaffar [14], Shoieb et al. [51], Farooq et al. [36] uti-
lizes SVM as a classifier on the DermIS database. Whereas
Hosny et al. [58] used the transfer learning approach by
using AlexNet as a pre-trained model and achieved 97.70%
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FIGURE 22. Confusion matrix of original DermQuest without
augmentation on epoch 9.

accuracy. Table 3 shows the results of our proposed model
with other approaches, the results show that our proposed
model outperforms existing state-of-the-art approaches.

The recall and F1 for DermIS with full images are 96.8%
and 96.1% while for ROI based methods are 97.5% and
97.7% respectively. The recall and F1 for DermQuest with
full images are 76.9% and 76.0% while for ROI based meth-
ods are 98.1% and 97.9% respectively.

V. CONCLUSION

Skin cancer remains one of the most common and serious
types of cancer. There is a strong need to design a CAD
system that can extract most discriminative features automat-
ically and can efficiently identify the patients. Researchers
have used different methods to identify discriminative fea-
tures for skin cancer detection. However, these methods
require human expert intervention to identify these features.
In this research, to correctly classify and identify skin can-
cer melanoma, a transfer learning-based efficient approach
is proposed by using the AlexNet model. The proposed
system used Region of Interest-based images that help to
extract only discriminative features. Our experiments were
conducted using original images as well as ROIs for both
DermlS and DermQuest. In these datasets, the sample images
for training have class imbalance issues. To overcome this
problem, we incorporated transfer learning along with exten-
sive augmentation approaches. We transfer the initial low-
level feature layers of the AlexNet model and evaluated that
ROI with augmentation gives optimum results as compared
with original and without augmentation approaches.
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