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ABSTRACT A machine learning (ML) model by combing two autoencoders and one linear regression
model is proposed to avoid overfitting and to improve the accuracy of Technology Computer-Aided Design
(TCAD)-augmented ML for semiconductor structural variation identification and inverse design, without
using domain expertise. TCAD-augmented ML utilizes TCAD simulations to generate sufficient data for
ML model development when experimental data are inadequate. The ML model can then be used to identify
semiconductor structural variation for given experimental electrical measurements. In this study, the variation
of layer thicknesses in the p-i-n diode is used as a demonstration. An ML model is developed to predict the
diode layer thicknesses based on a given Current-Voltage (/V) curve. Although the variations of interest can
be incorporated easily in TCAD simulations to generate ML training data, the TCAD-augmented ML model
generally is overfitted and cannot predict the variations in experiment well due to hidden variables which
also alters the IV curves. We show that by using an autoencoder, this problem can be solved. To verify the
effectiveness, another set of TCAD simulation data is generated with hidden variables (dopant concentration
variation) to emulate experimental data. Testing on the second set of data shows that the proposed model can
avoid overfitting and has up to 15 times improvement in accuracy in thickness prediction. Moreover, this
model is used successfully to perform inverse design and can capture an underlying physics that cannot be
described by a simple physical parameter.

INDEX TERMS Autoencoder, defect identification, inverse design, machine learning, TCAD simulation,

variability.

I. INTRODUCTION

Machine learning (ML) has been widely used in semicon-
ductor fabrication to improve manufacturing yields at various
manufacturing stages [1]-[5]. They have been used for tool
anomaly detection [1], [2], lithographic hotspot detection [3],
and optical proximity correction [4], etc.. These problems
usually have a large amount of data for effective ML model
development. Semiconductor defect and yield troubleshoot-
ing have also been benefited by using ML to speed up
classification and data analysis on the final wafer map [5].
However, we believe the most efficient and cost-effective
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defect identification is to use ML to pinpoint the structural
defect and variation sources using the final device electri-
cal characteristics as inputs. The electrical characteristics
can be Current-Voltage (I-V) curves, Capacitance-Voltage
(C-V) curves, or others. The result can then be confirmed
with physical failure analysis such as Transmission Electron
Microscopy (TEM), which is very expensive in terms of cost
and turn-around time. If the ML model is good enough, the
need for expensive physical failure analysis can be alleviated
to enable more rapid and inexpensive development of semi-
conductor technologies.

However, to the best of our knowledge, this ideal strategy
has not been successfully deployed as can be seen in the lack
of relevant publications. We believe this is because of the lack
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of data to train a successful ML model. Firstly, in the exper-
iment, it is difficult to accurately and confidently associate
defects, such as oxide weak spots and traps concentrations,
and variations such as layer thicknesses, contact resistance,
etc. to electrical characteristics. Secondly, a large amount
of training data is required to develop a good ML model
However, for immature technology, there not enough wafers;
while for mature technology, there not enough defective dies.

Therefore, in [6], we have proposed to use Technology
Computer-Aided Design (TCAD) to generate defective and
variation data for ML. A Similar idea was also proposed
by another group in [7]. TCAD models are calibrated to
experiment. Defects and variations can be introduced in the
TCAD simulation to generate enough data for ML. The ML
model can then be used to pinpoint the sources of defects
and variations for any given experimental curve. In [8],
we showed that the TCAD generated ML model cannot be
used on experimental data directly because experimental data
contains more variations (including noise) than in the TCAD
data used to train the ML model. This is equivalent to the
overfitting of the ML model when it is trained by TCAD
data. A methodology was proposed to reduce overfitting but it
was difficult to verify the effectiveness because of the small
experimental data size and lack of confidence in the exact
physical values in the experiment.

In this article, we propose a new model based on autoen-
coder and linear regression to make TCAD trained ML model
more robust when it is presented with data with hidden vari-
ations. The TCAD training data has one set of variations
of interest (layer thicknesses in p-i-n diode). Another set
of TCAD data with a different type of variations (doping
concentration) are then used for validation. This validation
dataset emulates the experimental data with additional varia-
tions that the ML has not seen before. TCAD dataset is used
for validation because the additional variations can be more
precisely controlled and many more data can be generated
compared to experiments. Moreover, this new model requires
no domain expertise. This is important to minimize data pre-
processing for more complex systems.

The paper is organized as follows. In Section II, we dis-
cussed how the datasets are generated, the setup in TCAD,
and the characteristics of the datasets and their implications.
In Section III, overfitting of TCAD augmented machine
learning is presented. We then discuss how autoencoder based
algorithm can effectively avoid overfitting. In Section IV, the
autoencoder based algorithm is used for reverse engineering
and its performance is presented.

Il. TCAD SIMULATION AND DATASETS DISCUSSION

TCAD simulations are performed using TCAD Sentaurus
with the structures created by SProcess [9] and electrical
simulations performed by SDevice [10]. There are two sets
of simulations. The first set (Set /) is for ML model training
with about 2000 1D p-i-n diodes with layer thicknesses being
varied independently and uniformly (Fig. 1). The means and
ranges of the thicknesses of n*-doped (#,), intrinsic (¢;), and
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FIGURE 1. Set 1 IV's of the 2000 devices simulated. The concentration of
the n*-doped and p*-doped layers are both 102° cm~3 and the donor
concentration of the unintentionally-doped layer (i-layer) is 1017 cm—3.

pt-doped (1,) layers are showed in Fig. 1. The doping concen-
trations of n'-layer (,), i-layer (N;) and p*-layer (N,) are
fixed at 10°%cm™=3, 107ecm=> and 10%%cm ™3, respectively.
Fig. 1 also shows the simulated IV curves. These settings
suggest that the ML model trained by Set I will understand
how 1V is affected by layer thicknesses but has no knowledge
of how the doping will affect the IV. A good ML model should
capture the features in the IV curves that are correlated to the
thicknesses and should not be affected by any new features
introduced by new variables (e.g. doping concentration).

The second set (Set 2) is for testing the ability of the trained
ML model to predict the thickness when unseen variations
(in this case, it is doping concentrations) are introduced. This
is to emulate the experimental data which typically contains
multiple variation sources. Set 2 also contains about 2000
IV curves of p-i-n diodes. The diode structure has constant
thicknesses (#, = 200nm, #; = 10nm, and 7, = 200nm)
but N, N;, and N, are varied as shown in Fig. 2. This set
of data emulates the experimental data to be tested because
the thicknesses are the same as the mean in Ser / while it
has 3 extra doping concentration variables that the ML model
trained by Set I has not seen before. If the ML model trained
by Set 1 is effective, it should predict the layer thicknesses of
the Set 2 data well.

In the simulations, essential physics models are turned
on, including Fermi-Dirac statistic, doping dependent and
high field saturation models for carrier mobilities, Schottky-
Reed-Hall Recombination (SRH) and non-local Band to
Band tunneling (BTBT). 80-bit ExtendedPrecision is used
to avoid noisy reversed curves. Poisson equations as well as
the electron and hole continuity equations are solved self-
consistently. The anode voltage (V) is swept from -2V to 2V
and anode current (/) is measured, as shown in Figs. 1 and 2.

From device physics [11], it is known that the reverse
current, /7, at V, < OV depends exponentially on #; and
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FIGURE 2. Set 2 IV's of the 2000 devices simulated. The thicknesses of
n+/i/p+ doped layers are 200nm/10nm/200nm. The upper left inset
shows the structure and the range of variation. The lower inset shows the
forward IV's in linear scale.

forward current, I,,, at V, > Vj;, depends linearly on 1/1,,
1/tp, Ny and N, where V), is the built-in potential. Since the
ML model trained by Ser I does not know the existence of
possible concentration variations, the most naive model will
treat the effect of the N, and N, concentration variations on
IV in Set 2 as a result of #, and tp variations. Since N,, =
N, = 10%%cm™ in Set I and Set 2 has N,, and N, variations
from 5 x 108cm™3t0 5 x 10200m_3, the naive model should
predict the #,, and 1, thicknesses to be between 200nm x (10%0
em™3/5 x 1029%m—3) = 40nm and 200nmx (102 cm=3/5 x
10'8cm=3) = 4000nm, or predict #,, + 1, to be between 80nm
and 8000nm. A well-trained model, on the other hand, should
be able to identify the features from the I-V curves and predict
all Set 2 data to have t, = t, = 200nm or #, + #, = 400nm.
However, since ML is a statistical tool, it is expected to have
variations and its performance should be gauged by the means
and ranges of the predictions of 1, #;, tp, and #, + 1,.

Ill. MACHINE LEARNING MODELS

A. DATA PREPARATION

Unlike other applications of ML in TCAD ([7], [12], [13]),
domain expertise (i.e. knowledge in semiconductor physics
and fabrication) is not used in our approach. This means
that physical quantities such as sub-threshold slope, transcon-
ductance, turned-on voltage, currents at particular voltages
(such as currents at V, = —2V or 2V, which are the typical
definitions of OFF/ON currents) and other quantities will not
be extracted from the raw data (IV curves).

Each 1V curve is discretized into 102 current values ([ -
I101). Since the currents have almost a range of 16 orders
of magnitude (Fig. 1), both the currents, / and logarithmic
values of the currents, log(I) are used as the input futures,
to best capture the variations in all regions of the curves.
The outputs are 1, t;, and 1,. 90% of the curves are used for
training (Xy4in)and 10% are for validation (Xjeg).
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FIGURE 3. The 4 sub-plots show the prediction of Set 7 testing data
thicknesses by using Model-R-1.

The I and log(I) are then scaled based on the means and
standard deviations of the training data using the following
equations

Xirain — Wirain

Xtrainscaled - - (1)
Otrain
Xtest — Mtrain
Xtests(,‘aled - (2)
Otrain

where [4rqin and o 44, are the mean and the standard devia-
tion of the training data, respectively.

B. LINEAR REGRESSION AND OVERFITTING

Linear Regression is one of the basic supervised machine
learning algorithm. The basic linear regression equation is
represented as:

j’ = fo+ (:31 * Xinput) 3)

where B is the linear regression intercept, 81 is the coefficient
of linear regression, X, is the input feature and y is the
predicted output. If the input consists of multiple features then
the model is called a multiple linear regression model, where
B0, Xinpur, and 3 are vectors and B1is a matrix.

Firstly, training data in Ser I is used to train an ML
model (dubbed as Model-R-1) using linear regression in
the Scikit-learn library [14]. Here t,, #;, and ¢, are vy and
Xirain_scaled are Xinpys. This model is then validated by the test
data in Set /. Fig. 3 shows that the model has an excellent
prediction on the test data #,, #;, and 7,. However, when the
model is used to predict the thicknesses of the devices in
Set 2, the performance is very bad (Fig. 4). It may wrongly
predict thickness as large as 10°nm or even predict negative
thicknesses (e.g. t, + 7, < -50000nm). This indicates the
Model-R- 1 trained by Set [ is probably over-fitted in the sense
that when there are extra variables (e.g. variation of doping
concentration in this case), the Model-R-1 is confused by the
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FIGURE 4. Box plots of the thicknesses prediction (in nm) of Set 2 by
using the model trained by Set 7 (Model-R-1).

new features in IV curves. We also want to note that even
if Model-R-1 does not have the knowledge of the existence
of doping concentration, if it is as good as the naive model
discussed in Section II, it should predict #, + ¢, to be between
in the range of 80 nm to 8000 nm. However, due to overfitting,
it performs much worse than the naive model.

It is also useful to investigate how the model will improve
if it is allowed to ““see” Set 2 (i.e. to be aware of the existence
of doping concentration variation) during training. Set / and
Set 2 are combined and 90% of the data are used to train a
new model (dubbed as Model-R-1-2). 10% of the combined
dataset are used for validation. Note that the outputs are
still only #,, #; and f,. Doping concentration is not used in
the training. Therefore, the new model still does not have
information on how doping concentration will modify the 7V
curves. Fig. 5 shows the validation result of Model-R-1-2 by
using the testing data of the combined dataset. The model
now gives much more reasonable predictions on #,, #; and f,
for Set 2 curves, which are supposed to be 200 nm, 10 nm,
and 200 nm respectively. Although it cannot predict them
exactly correctly, it has learned that the variation in /V may
be caused by some hidden variations. It is also interesting
to see that the thicknesses prediction of the data from Set 1
has more variations than the prediction by Model-R-1 but the
variation ranges are similar to those of Set 2. If it is allowed to
make an analogy to how a human engineer learns, we may say
now the engineer is less confident on the engineer’s ability to
predict thicknesses based on IV curves because data from Set
2 has trained the engineer that even for the same thickness, IV
curves are not the same due to hidden variables. Therefore,
there is less overfitting.

Although by combing Set I (TCAD data) and Set 2 (emu-
lated experimental data), a better model is obtained, this
defeats the purpose of using TCAD data to augment machine
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FIGURE 5. The 4 sub-plots show the prediction of Set 7 and Set 2 testing
data thick by using Model-R-1-2. Blue and green dots are data
points from Set 7 and Set 2 respectively.

learning. This is because it still requires a large amount of
data from the experiment (Set 2) in the training. Moreover,
and most importantly, new variations (including new defects)
can be introduced in new experiments. As a result, the trained
model cannot be used in general. Indeed, we will confirm this
in Section IIID when inverse design results are discussed.

C. AUTOENCODER FOR VARIATION IDENTIFICATION

To solve the aforementioned problem, we proposed to use
autoencoder. Autoencoder is a special kind of unsuper-
vised deep learning feed-forward neural network which has
encoder and decoder, developed using a conventional neural
network used for transforming / encoding input data and
retrieving back / decoding to the original form. Autoencoders
are majorly divided into two main categories namely under
complete and overcomplete autoencoder. If the number of
neurons in the hidden layer is less the number of neurons in
the input layer then it is called under complete autoencoder.
If the number of neurons is higher in the hidden layer as
compared to the input layer then it is called overcomplete
autoencoder. One of the properties of autoencoder includes
the number of neurons in the input layer is equal to the num-
ber of neurons in the output layer. Autoencoders are majorly
used as a regularization technique to overcome overfitting of
the model as well as for denoising the signal.

Autoencoder is known to be able to perform efficient
coding for signals. In other words, it can find the domi-
nant underlying features of the signals by minimizing the
input and output difference [15]. Therefore, it can be used
to discover the underlying physics without using domain
expertise and has been used in mechanical structure layout
optimization [16].
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FIGURE 6. Autoencoder network used. The input features can be either
the original currents (y; = I;) or their logarithmic values (y; = log(l;)).

Fig. 6 represents undercomplete autoencoder wherein the
input layer consists of 102 current values in the form of
neurons ranging from (yyto y101), while hidden layer consists
of 3 neurons (hg, hjandhy). The output of the hidden layer
is the predicted 102 input neuron values ranging from (,
to ¥101). The three hidden layer neurons are able to recon-
struct 102 input features using trained autoencoder with the
help of weights and biases of autoencoder.

The inputs to the autoencoder are either the original current
values, y; = [; or their logarithmic values, y; = log(I;). The
outputs are the corresponding predicted values, y; = I; or
log(fi ). The hidden layer uses RELU for activation. There-
fore, this is not a linear autoencoder and is not the same as
Principal Components Analysis (PCA) [17]. Adam algorithm
is used for optimization with 500 epochs. The performance
metric is given by the Mean Squared Error (MSE) defined by

1 -1 .
MSE = — Z:l:o (i — 1)’ “

where n = 102. Different numbers of hidden layers are tested
(5, 3, and 1). Since only 3 variables are used to generate Set
1, it is expected that only 3 neurons are enough to capture
the dominant features. Therefore, the middle layer has only
3 neurons. Fig. 7 shows that 1-, 3- and 5- hidden layers give
similar loss values. Therefore, 1 hidden layer is used to avoid
overfitting.

To construct the proposed model, two autoencoders in
Fig. 6 are trained using the training data in Set /. One is
trained using y; = I; as the input features (Model-Auto-
Linear-1) and the other is trained using y; = log(1;) as the
input features (Model-Auto-Log-1). Each of them has 3 hid-
den layer outputs (hro, hri, hr2, hco, hgi, hgz). Linear
regression is then used to correlate these 6 hidden layer
outputs to #,, t;, and f,. They are then combined to form the
model (Model-Auto-Combined-1) showed in Fig. 8.

Fig. 8 represents the overall architecture of the machine
learning model developed, that transforms linear and log
scaled IV curve using autoencoder and predicts thickness
using hidden layer neuron of the autoencoder. The scaler
transformation of the IV curve to the autoencoder input in
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Model-Auto-Linear-1 model is obtained using the following
equation:

Ij — Mtrain (5)

oU, Lj =
train
where sqin and o 44, 18 the mean and standard deviation of
all the training data points. Similarly, for Model-Auto-Log-1
the equation is given as follows:
oUgj = log(lj)_ﬂltrain (6)

/ .
train

where (/,,4i, and o’ j4in is the mean and standard deviation
of all the logarithmic training data points. The output of
the hidden layer is obtained by following equation, where
o represents RELU activation function, while w;; and w}
represents weight and biases for j"neuron.

101

L
i=0

As represented, the output of the hidden layer for Model-

Auto-Linear-1 and Model-Auto-Log-1 are merged and used

to train the linear regression with thickness as labels which is

represented as below:

Ypred = Bo + (B * hpo) + (B2 * hp1) + (B3 * hro)
+ (B4 * hgo) + (Bs * hg1) + (Be * hg2)

where B’s represent the linear regression intercept and coef-
ficients, ypreq is the predicted n, p and i-thickness labels.

Model-Auto-Combined-1 is tested using the testing data
from Ser 1. Fig. 9 shows that the training model can predict
the testing data well and achieve similar performance as the
linear regression model trained by both Ser I and Set 2 data
in Fig. 5. This means that Model-Auto-Combined-1, without
being exposed to Set 2, is able to identify the features related
to thicknesses and probably will not be confused if there are
hidden variables that will alter the IV curves. To confirm this,
this model is used to predict Set 2 data which has #,, #; and
fp, being 200 nm, 10 nm, and 200 nm respectively.
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260 As shown in Fig. 10, the performance of Model-Auto-
Combined-1 has a substantial improvement when compared
to Model-R-1 (Fig. 4). It predicts the averages of #; and t,, + 1,
in the Ser 2 data to be 12.9 nm and 410 nm, respectively, which
are very closed to the actual values.

Table 1 shows a summary of the performance statistics of
Set 2 data layer thicknesses prediction by various algorithms.
T . B o — One can see that Model-Auto-Combined- 1 not only can avoid

Actual t, (nm) Actual t, (nm) the spurious thickness prediction in Model-R-1 but also can
predict the actual thicknesses with high accuracies. It predicts
all ~2000 #,+ t, values in Set 2 to be between 101 nm
and 598 nm (i.e. range = 497nm), while the naive model
predicts #, + t, values in Set 2 to be between 80nm and
8000nm (i.e. range = 7920nm). Therefore, in terms of predic-
tion range, Model-Auto-Combined-1 is 15 times better than in
the naive model. Moreover, 97% of the thicknesses predicted
s = by Model-Auto-Combined-1 lie between 240 nm and 560 nm
© Acwalt(m) Actual t; +t, (nm) (i.e. +/- 40% of the actual value) (Fig. 10 and Table 1). The
mean of the naive model is also skewed severely and depends
on how Ser 2 doping is randomly generated, which does not
occur in Model-Auto-Combined-1.

N
B
S
n
=
S

N
N
S
N
N
S

N
]
3
n
S
s

-
@
3

Predicted t, (nm)
B

Predicted t, (nm)

o
o
=]
-
o
=]

=
=
S
o
=
S

500

450

400

350

Predicted t; (nm)
s
Predicted t, + t, (hm)

300

FIGURE 9. The 4 sub-plots show the prediction of Set 7 testing data
thicknesses by using Model-Auto-Combined-1.
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TABLE 1. Summary of the performance statistics of set 2 data layer thicknesses prediction by various algorithms.

Actual Value Model-R-1 Naive Model* Model-Auto-Combined-1
i n+p 1 n+p n+p i n+p
Mean (nm) 10 400 -174 1833 158 13 410
Standard
Deviation (nm) 0 0 1335 26868 280 3 72
Minimum (nm) 10 400 -7496 -56728 80 8 101
Maximum (nm) 10 400 2826 105625 8000 21 598
Within +/- 40% N/A N/A 22% 25% 19% 65% 97%
of the target
Range (max- 0 0 10322 162353 7920 13 497 (15X
min) (nm) better than
Naive model)

“Naive model is only for n+p layer thickness predication based on Ioy. Therefore, i-layer thickness is not included. The statistics are calculated
by assuming the doping concentration are distributed uniformly in the Ser 2 data in Fig. 2.
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FIGURE 10. The 4 sub-plots show the histograms of the layer thickness
prediction of Set 2 data using Model-Auto-Combined-1.

For the predictions of #, and #,, they are not as accurate as
desired. However, it is still much better than Model-R-1. This
is also understandable because, in Set /, n and p regions are
almost indistinguishable in device physics because they have
the same doping concentration (N, = N, =102cm=3). The
only difference is the electron and hole mobilities. However,
this information does not have a strong signal in the IV curves.
In [6], we showed that it is possible to distinguish the n and
p regions in high order linear regression but it requires the
training dataset containing different doping concentrations.
Therefore, it is already expected that Model-Auto-Combined-
I does not predict #, and #, individually well.

IV. AUTOENCODER FOR REVERSE ENGINEERING

To test the usefulness of Model-Auto-Combined-1, it is used
to perform reverse engineering. An arbitrary IV curve is
manually drawn with Fig. 1 as the background. This imitates
a device designer is trying to sketch a desired IV curve to
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FIGURE 11. The hand drawn /V curve and TCAD simulated /V curve using
the structure predicted by Model-Auto-Combined-1. Top: in log scale.
Bottom: in linear scale.

an integration/process engineer but sketches it so that it is
within the capability of the known fabrication process. It is
then discretized and fed into the Model-Auto-Combined-1
(Fig. 8) to find the corresponding f,, t; and #,. The result
is t, =-768 nm, t; = 13.7 nm and #, = 2700.8 nm and
thus 7, + 7, =1932 nm. As mentioned earlier, the physical
distinction between n- and p-regions is very small. So, it is not
surprising to get negative t,,. A structure with ; = 13.7nm and
ty+ 1, =1932 nm (by setting #, = 1000nm and #, = 932nm)
is thus constructed and simulated in TCAD and compared
to the hand-drawn curve as shown in Fig. 11. The TCAD
simulated /V emulates a device fabricated with the dimension
predicted by Model-Auto-Combined-1.

As shown in Fig. 11, the simulated IV has very simi-
lar reversed leakage current as the drawn IV. It only has
about 4 times difference in a large portion of the negative
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TABLE 2. Predicted thicknesses of the hand drawn curves in fig. 12.

Model-R-1 Model-Auto-Combined-1
i (hm) n+p (nm) n (nm) p (hm) i (hm) n+p (nm) n (nm) p (nm)
HDO 76308 -312542 -533545 221002 10 185 -182 367
HD1 1956 -484684 -320278 -164406 13 1089 -164 1252
HD2 -65720 310045 1162207 -852161 11 1132 12 1120
HD3 -7815 354260 847152 -492892 12 1032 -28 1060
HD4 -17872 158037 1782094 -1624057 7 1350 -342 1692
HD5 -3530 72553 282827 -210274 18 1306 -283 1589
HD6 24834 -13535 149291 -162826 6 1153 -154 1307
HD7 120715 -1506786 -2725909 1219123 7 1056 -224 1280
HD8 -76604 6123 703635 -697512 12 1285 -285 1570
HD9 69926 -485572 -972805 487233 13 1249 -287 1536
HD10 -2232 396750 1732187 -1335436 13 925 240 685
HD11 11113 -15255 -264677 249422 3 -1052 900 -1952
HD12 97565 -169061 641431 -810492 11 1195 -174 1369
V. regime. Note that the model was trained by Set I which 16
has 4 orders of magnitude difference in leakage current
(Fig. 1). 1072
Moreover, in the forward region (positive V), they match NE Ty
very well up to 1.5V. It does not match well for V, > 1.5V. =
However, such discrepancy is expected. This is because it is *} 107°
not possible for the simple diode to have a shape like the hand- @ 10-8
drawn one in the forward bias. The model actually made a L’E)
more reasonable choice to match the current at V, < 1.5V 1071
because it is more physical to have a smooth transition in the 10-12
Vi neighborhood. Indeed, this is what the naive model or a
: H : : -20 -15 -10 -05 00 05 10 15 20 25
regular engineer will not be able to do as they will typically Anode Voltage (V)
choose 1, + 1, to match the current at V,, = 2V. Therefore,
the model proposed is able to capture the underlying hidden —— HDD
. . .. . HD1
physics that is not explicitly used and cannot be easily done L2 o2
through feature extraction with domain expertise. —10] — ioa
As a comparison, Model-R-1 (i.e. the model trained by only g -
Set 1) is also used to perform reverse engineering to find the = 281 1oy
thicknesses of the hand-drawn curve and the results are ¢, = 2 0.6] _ oo
—2.2x 10°nm, t; = —77035 nm and 7, = —1.2 x 10%nm and g | ==to20
e . . . . S 0.4 | m== HD11
it is impossible to construct a device with negative ¢;. O — D12
Then Model-R-1-2 (trained by both Set I and Set 2) is also 0.2
used and the results are ¢, = 73402 nm, ; = 3822 nm and 68

fp = 244277 nm. The result is also obviously bad because
all thicknesses are too large and will give very low forward
and reverse currents. This confirms that adding experimental
data (emulated by Ser 2) in the training is not good enough
for predicting future new datasets because new variations are
introduced in the hand-drawn curve (i.e. noise). Therefore,
our proposed model is more suitable to improve TCAD-
augmented ML.

To further confirm the robustness of Model-Auto-
Combined-1 for reverse engineering, another 13 curves
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FIGURE 12. Another 13 hand-drawn /V curves for testing the robustness
of performing reverse engineering. HD10 and HD11 are highlighted for
their huge lateral shifts. Top: in log scale. Bottom: in linear scale.

(HDO — HD12) are drawn and showed in Fig. 12. The family
of curves has the following characteristics. 1) Due to hand-
drawn, it is very noisy. 2) It has 5 orders of magnitude dif-
ference in maximum leakage (larger than that in Set 7). 3) In
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FIGURE 13. The additional hand drawn /V curves from Fig. 12 (except HD11) and TCAD simulated /V curves using the structure predicted by
Model-Auto-Combined-1. Left axes: in log scale. Right axes: in linear scale. Blue: Hand-drawn. Orange: TCAD.

the reverse region, it has different slopes. Some are physical
and some are impossible for the givens structure. 4) It has
different sub-threshold slopes (SS) before Vj;. It should be
noted that for a diode, SS is about 60mV/dec at 300K and is
independent of the structure. 5) V}; is changed substantially
for HD10 and HD11 (highlighted). For a given material, V};
should be almost constant as it depends on the bandgap of the
material. Silicon has bandgap = 1.12eV. So HD10 and HD11
correspond to a material with bandgap ~ 1.6eV and 0.6eV
respectively. 6) The maximum forward current range is 5X
and is much larger than the 2X in Ser /.

These curves are then fed into Model-Auto-Combined- 1 for
reverse engineering to find the required thicknesses (Table 2).
TCAD simulations are performed using the predicted thick-
nesses (Fig. 13). It can be seen that the machine can predict

VOLUME 8, 2020

the thicknesses very well so that the corresponding structure
can deliver the required leakage and forward currents. Since
hand drawing was performed on log scales, most of the time,
it requests an unphysical forward current (too low in HD0O
and too high in other cases). Again, as discussed early, the
machine is able to match the part around Vj; and disregard
the unphysical request.

In particular, the machine can find a structure to deliver the
maximum leakage and forward currents in HD10, although
this curve corresponds to a diode with much larger bandgap
material.

HD11 is not shown in Fig. 13. This is because the machine
has predicted n + p thickness to be negative (Table 2 ).
This shows a limitation of Model-Auto-Combined-1. On the
other hand, this can be useful in real applications because the
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FIGURE 14. Scatter plot of TCAD simulation current against hand-drawn
current at V = -2V of the cases in Fig. 12.

device designer can be warned of the inappropriateness of
the device specifications being requested (i.e. Silicon device
cannot deliver such curve trivially).

Since hand-drawn curves are drawn arbitrarily, there is
no ‘“‘standard” answer (e.g. the “correct” thicknesses cor-
respond to any hand-drawn curve) or simple measure to
benchmark the performance of Model-Auto-Combined-1 in
its inverse design capability. It depends on which part of the
curve is more important in the application. Usually, o5 (V =
-2V) and I,, (V = 2V) are two important quantities for a
diode. Therefore, the TCAD predicted I, (resembling man-
ufactured device created through inverse design) is compared
against hand-drawn I,y (Fig. 14). Ideally, they should be
identical (correlation = 1). Although this is not the case, it is
found that their correlation is 91% in log scale. Therefore, the
performance of the inverse design is very good, provided the
noises and abnormalities of the hand-drawn curves aforemen-
tioned, and the absence of domain expertise. Correlation in
I, 1s not a suitable measure in this case because the machine
tries to fit the curves so it retains the physically meaningful
part around Vy;. If 1,,, matching is important even it is unphys-
ically large or small, a new machine needs to be developed
and domain expertise is required (as I,, is identified to be
something important by experts) and this is out of the scope
of this article.

V. CONCLUSION

An ML model combining autoencoders and linear regression
is proposed to improve TCAD-augmented machine learning
for variation identification and inverse design. The validation
is done by using TCAD simulated data set with new variations
to emulate experimental data for better control and more
data points to obtain high statistical confidence in the perfor-
mance. The model can avoid overfitting and perform 15 times
better than the naive model. Moreover, it can be used to
perform inverse design and has shown excellent results. It has
also discovered an underlying physics (smoothness of the
curve at Vj; neighborhood) which cannot be described by a
simple physical parameter.
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