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ABSTRACT A Screen Content (SC) extension to the High Efficiency Video Coding (HEVC) standard has
been developed to improve the encoding of SC sequences. SC scenes are rich in repeated patterns, non-noisy
regions, sharp-edge areas, and blocks with limited colors, which differ from Natural Content (NC) videos.
For the SC Coding (SCC) process, new tools have been incorporated into the HEVC SC extension such as
Intra Bock Copy (IBC) and Palette (PLT); these tools improve the compression accuracy at the expense of
high computational complexity. In this paper, we present a framework to reduce the encoding time of SC
encoders by exploiting the characteristics of the SC blocks. The framework contains two techniques. The first
is called Decision TreeModels (DTM), and it includes decision tree-based classification blocks to reduce the
number of executed modes. In the DTM technique, the features of each Coding Unit (CU) are extracted and
trained to build the classification trees. To further speed up the encoding process, a second technique called
Early Splitting Termination (EST) is suggested to stop the normal splitting process of homogeneous blocks
by measuring the luminance contrast inside the blocks. Compared with the HM-16.7+SCM-6 reference
test model, the proposed framework can provide a 35.96% encoding time reduction on average with only a
0.89% increase in Bjontegaard Delta bit-rate (BD-Rate) under the All-Intra (AI) configuration profile, which
outperforms the approaches in the literature. In addition, the proposed framework reduces the encoding time
by 54.3% on average for a number of NC sequences recommended for conventional HEVC test, with only
0.74% increment in the BD-Rate. For further speeding up, the proposed scheme has been integrated with
an existing approach. Consequently, a 45.84% reduction in time complexity is obtained with a BD-Rate
increase of only 1.3%.

INDEX TERMS Screen content coding (SCC), intra block copy (IBC), palette (PLT) mode, decision tree.

I. INTRODUCTION
With the spread of communication networks and computer
technologies, many video applications have grown such as
online-education, video conferences, documents, and slides
sharing. These applications handle different types of videos
such as camera-captured, graphics, and mixed videos. Mixed
videos have natural and synthetic scenes. TheHigh Efficiency
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Video Coding (HEVC) [1] is a video coding standard used to
efficiently compress the videos. It was jointly developed by
the ITU-TVideo Coding Expert Group (VCEG) and ISO/IEC
Motion Picture Expert Group (MPEG). HEVC can achieve
a 50% reduction in bit-rate with respect to the previous
standard H.264/AVC [2] at the same video quality. The con-
ventional HEVC standard is suitable to efficiently compress
the sequences captured by cameras, and these types of video
are called Natural Content (NC) sequences. On the other
hand, Screen Content (SC) sequences, which are generated
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FIGURE 1. NC and SC block examples from the first frame in the
‘‘MissControlClip2’’ sequence.

by computers, demand additional tools to handle their special
characteristics. In SC videos, the blocks have a small number
of distinct colors, frequently repeated patterns, non-noisy
regions, andmany areas with complex edges. Fig. 1 illustrates
an example of NC and SC blocks. In 2014, a proposal was
called by the Joint Collaborative Team on Video Coding
(JCT-VC) for HEVC SC extension. As a result, the HEVC
SC extension [3]–[5] was introduced to encode SC videos.
It was finalized in 2016.

In intra coding, new modes have been introduced into the
SC extension such as the Intra Block Copy (IBC) [6]–[10]
and Palette (PLT) modes [11]–[13] to give significant
improvement in the coding performance. The IBC mode is
similar to the motion estimation-compensation mode in tradi-
tional HEVC [14]–[16]. In motion estimation-compensation,
the current block tracks the best matched blocks across the
temporal frames. However, IBC conducts this search in the
current frame only. In the PLT mode, the Coding Unit (CU)
encoding is performed by assigning each pixel inside the
blockwith an index. The palette table that includes the indices
is transmitted to the decoder for the reconstruction process.
In spite of improved coding performance brought by using the
SCC tools, the computational complexity increases because
of the heavy computations performed by these tools.

To overcome the computational complexity problems of
the SCC tools, many studies have been conducted. In [17],
the check of the IBC mode is skipped completely if the cost
of the conventional intra mode is smaller than a threshold
and the CU size is larger than 16 × 16. IBC is conducted
along 1-D search regions for 8 × 8 pixels blocks if the
gradient value is smaller than a pre-defined threshold. The
authors in [8] speed up the SC encoders by restricting the
searching process of the IBC mode to the blocks that have
the same hash key. New hash key formulas were suggested
for Prediction Unit (PU) sizes of 8×4, 4×8, and 16×6 pixels,
the PU is the smallest partitioning unit in HEVC. The CUs are
categorized as smooth blocks or sharp blocks in [18], which
stops CU segmentation early to increase SC compression
speed. In [19], the CUs are classified into background and
foreground. A CU is considered as a stationary CU if the
Sum of Absolute Difference (SAD) between the current CU
and its corresponding CU in previous frames is smaller than

a threshold; intra and IBC modes are skipped for background
CUs. In addition, the authors suggested a scheme to reduce
the searching time in the IBC mode by changing the step size
adaptively. In [20], the CUs are categorized into NC or SC in
accordance with the statistics of the contents; IBC and PLT
modes are ignored for NC blocks if the best mode of the intra
mode is DC or PLANAR. For SC blocks, all the modes are
executed. Also, the depth information of the neighbor CUs
and the coding bits are used to make a fast size decision. The
pixel exactness value was used in [21] to determine if the SCC
tools could be skipped. Furthermore, it was used to determine
if CU pruning could be terminated early, and the order of the
PLT and IBC modes was swapped. The IBC would then be
activated in accordance with the Rate-Distortion (RD) cost
of the PLT mode.

The previous works in the literature can be categorized
as conventional methods. A number of previous work have
used Machine Learning (ML) techniques in their schemes.
Huang et al. [22] designed a traditional neural network to
classify the CUs into NCs or SCs to bypass modes in each
category, where it gets depth information from adjacent CUs
to utilize a fast CU size decision. Bayesian rule classification
technique was used in [23] and [24]. In [23], the regions are
classified into textual or pictorial ones by using the corner
point detection method. Consequently, an early mode skip-
ping method is utilized. Kuang et al. [24] built a Bayesian
rule model for a fast mode and CU size decision. It exploits
the optimal mode information of spatial neighbor CUs to
utilize further mode skipping. In [25], the characteristics
of the CU, the information from neighboring CUs, and the
intermediate cost information are learned by using the ran-
dom forest method to build a fast mode decision frame-
work. A Decision Tree (DT) classification approach was used
in [26] and [27] to reduce the time complexity of SC encoders.
In [26], the author designed two classification trees, one to
determine whether the coding modes are checked for the
current depth, one to classify the blocks into NC or SC blocks.
Intra mode is skipped when the CU is considered as SC, while
SC tools are skipped for NC CUs. The authors in [27] pro-
posed a fast intra coding framework. In this, a DT is inserted
before each mode to facilitate each mode separately. The
intermediate information between the modes was considered
during the training step. Other works utilize DTs to reduce the
computational complexity of traditional HEVC, such as [28]
and [29]. The goal of the method in [28] is to terminate the
pruning process of the CUs early to eliminate unnecessary
mode checking. While the main contribution of [29] is to
make the conventional intra mode work faster, neither [28]
nor [29] utilize the SCC modes. So, they are unsuitable for
SC encoders.

In this paper, we propose a framework to reduce SC encod-
ing time by achieving a fast CU mode decision and by ending
the partitioning of smooth CUs early. The mode skipping is
performed by classifying the CUs into NCs and SCs. Intra
mode is conducted for NCCUs and SCCUs ignore the testing
of intra mode to reduce the encoding time. Moreover, before
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the classifiers, intra, IBC, and PLT modes can be skipped
completely in accordance with a predictive model inserted
before intra mode. To achieve more time-saving for SC CUs,
DTs are inserted before the PLT mode to determine if the
check of IBC mode is sufficient or the PLT mode should
also be checked. To get a fast CU size decision, the split-
ting of homogeneous CUs is terminated early to reduce the
computational complexity. CU smoothness can be checked
by estimating the difference between the maximum and min-
imum luminance inside the block. A threshold is suggested
to determine a limit since when the luminance contrast is
smaller than it, the splitting process is skipped.

A DT classification approach is used here as in [26]–[29]
due to its simplicity at the training and implementation
phases, whichmakes the real implementation applicable. This
is different from the work of [22] that adopts a traditional neu-
ral network with high computational complexity. Compared
with [25] and [27], our framework guarantees that at least one
mode should be skipped, where the classifiers ensure that not
all the modes can be checked for a CU. However, the existing
schemes in [25] and [27] utilize each mode separately. Thus,
in some cases, all the modes may be executed. We suggest
an Early Splitting Termination (EST) technique to further
speed up the encoder, which was not adopted in [19], [25],
and [27]. Our framework does not need to access the adjacent
CUs as that in [20] and [25], which reduces the memory
requirements. The correlation between the optimal mode of
the current CU and its parent before the splitting is newly
suggested here as a feature to improve CU classification
accuracy. The experimental results show that the proposed
framework could reduce the encoding time with negligible
quality degradation.

The rest of the paper is organized as follows. Section II
explains the mode decision process of the SC encoder. Also,
it studies a statistical analysis. Section III gives details about
the proposed framework. The experimental results are dis-
cussed in Section IV. Finally, the paper is concluded in
Section V.

II. SCREEN CONTENT INTRA CODING
In this section, we explain the mode decision process of SC
encoders and that for intra coding to get the optimal mode and
size. Also, statistical analysis regarding the mode decision
process will be presented.

A. MODE DECISION PROCESS
The HEVC SC extension handles videos in the same way
as traditional HEVC. The input frame is divided into
non-overlapped square blocks. The basic unit is called a
Coding Tree Unit (CTU), which is 64×64 pixels (depth 0) by
default. The SC encoder further divides the CTU recursively
into four smaller equal CUs. For each particular 2Nx2N CU,
N can be 32, 16, 8, or 4. The splitting process continues until
the CUs are 8 × 8 (depth 3). An example of CTU partitions
and their corresponding quad-tree structure is shown in Fig. 2.
A CU is further divided into one, two, or four PUs. To find the

FIGURE 2. Example of CTU partitions (left) and their corresponding
quad-tree structure (right).

best structure of the CTU, the encoder compares the RD cost
of each CU with the sum of the RD costs of its four sub-CUs.

In All-Intra (AI) mode, the RD cost is obtained for each CU
by conducting intra, IBC, and PLT modes. Then, the mode
with the least RD cost among them is chosen as the optimum
mode. The evaluated RD cost Jmode is estimated as follows:

Jmode = Dmode + λ× Bmode (1)

where Dmode denotes the distortion between current CU and
its reconstructed CU, λ is the Lagrangian multiplier that
depends on the quantization parameter (QP), and Bmode is
the actual number of bits used to signal the CU coding
information.

FIGURE 3. Mode decision process of the SC encoder.

The details of the mode decision process are illustrated
in Fig. 3. First, the CUs that have sizes less than 64×64 pixels
locate the best matched block by conducting the 2Nx2N fast
IBC mode through a candidate list of Block Vectors (BVs).
These BVs are counted up to 64 and are constructed from
the last two coded CUs and the neighboring CUs. Due to
the small number of candidates, this process does not clearly
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affect the time complexity. The term ‘‘2Nx2N fast IBC’’ is
used here to differentiate it from ‘‘normal IBC’’, which will
be described later. If the bestmatched block is foundwith zero
distortion, intra mode is skipped. Otherwise, the conventional
intra mode is conducted for all CU sizes, where it calculates
RD costs for 35 modes [30], including 33 directional modes,
DC mode, and planar mode to determine the best RD cost
among them. After checking intra mode, IBC Skip/Merge
mode is checked by using BV predictors. If the Skip mode
is the best mode at this point or if the CU size is 64 × 64,
the SCC tools are ignored, otherwise, the SC tools are tested.
The repeated patterns usually appear in smaller CUs more
than in larger ones. Therefore, normal IBC is applied to the
CU sizes of 16 × 16 and 8 × 8. The normal IBC has two
search strategies, where the current PU can locate the best
matched block either by running a search within a pre-defined
search area or by using a hash key search method. For the first
method, the 16 × 16 blocks carry out the searching process
within 1-D vertical and horizontal regions along the current
frame. For the 8 × 8 CUs, the search range is limited to the
current CTU and left CTU. Furthermore, 2Nx2N and 2NxN
PUs can search along 1-D or 2-D areas while the search range
of the Nx2N PU is restricted to the 1-D areas. When it comes
to the hash key based search, this method is implemented for
the 8 × 8 CUs with 2Nx2N PUs. For each CU, a unique
hash key is estimated, and to calculate the key, the CU is
partitioned into four equal parts. Following that, the DC value
of each part and the gradient value of the CU are estimated
to form a 16-bit key. The block matching of the hash key
search is conducted for the CUs that have the same hash key
inside the current frame. More details about the IBC search
strategies can be found in [8] and [21]. When the IBC test is
finished, the PLT mode is checked if the CU size is less than
64×64 pixels. After checking all modes, the best mode is the
one that has minimum RD cost. If the CU is larger than 8×8,
it is divided into four smaller CUs. Then, the mode decision
process is repeated again for each CU.

The additional complexity brought by introducing the SCC
tools over the conventional intra mode is analyzed by con-
ducting a simulation using the HEVC SC test model version
(HM-16.7+SCM-6) [31], hereafter SCM-6 for simplicity.
The QPs of 22, 27, 32, and 37 were used under the All-Intra
(AI) configuration profile. The test sequences that are recom-
mended by Common Test Conditions (CTC) [32] are used.
The test sequences are categorized into four groups: text and
graphic with motion (TGM), animation (A), camera-captured
content (CC), and (Mixed). Table 1 shows the Bjontegaard
Delta bit-rate (BD-Rate) [33] and the Time Saving (TS) of
the SCM-6 version without the SCC tools compared with the
same version with SCC enabled, TS is estimated as follows:

TS = {
Timeconv − Timenew

Timeconv
} (2)

where Timenew is the encoding time with modifications that
represents the encoder with SCC disabled, Timeconv is the

encoding time of the conventional encoder with the SCC tools
enabled.

TABLE 1. BD-Rate(%) and TS(%) of SCM-6 with SCC disabled compared
with SCM-6 with SCC tools activated.

Table 1 shows that by skipping IBC and PLT modes,
the encoding time is reduced by 58.27% on average and up
to 68.55%. Also, the BD-Rate increases to 93.82% on aver-
age, which indicates that the coding performance is highly
degraded. Disabling the SCC tools affects the TGM and
Mixed videos clearly compared with the A and CC types.
For the A and CC types, the encoding time is reduced by
65.21% and 51.98%, respectively, with a small performance
degradation for categoryA,where the BD-Rate is 1.47%only,
and the BD-Rate is -0.08% for CC sequence. We can state
that the videos that have many SC blocks can be efficiently
encoded by IBC and PLT, and the conventional intra mode is
sufficient to encode the A and CC types well.

B. STATISTICS ANALYSIS
To get data samples for analysis and training, the original
SCM-6 software was modified to extract a group of features
for each CU. These features will be discussed later. It was run
under the AI configuration profile for the QPs of 22, 27, 32,
and 37. The first 100 frames of eight selected sequences
from Table 1 were encoded, where the eight videos cover the
different characteristics. The test sequences are ‘‘WebBrows-
ing’’, ‘‘Slideshow’’, ‘‘Desktop’’, and ‘‘Console’’ as the TGM
type, ‘‘BasketballScreen’’ and ‘‘MissionControlClip2’’ as the
Mixed type, and ‘‘Robot’’ and ‘‘Kimono1’’ as the A and CC
types, respectively. To reduce the redundant data, the first
frame of each group of four frames was used to extract the
samples, while the other three frames were skipped as shown
in Fig. 4. Collected data samples are used for all analysis and
training in this work.

Table 2 tabulates the mode distributions at a QP of 22.
From Table 2, we can notice that the distributions vary in
accordance with category and CU size. TGM videos are rich
in SC regions, so, it is observed that the majority of the
CUs are encoded by using the SCC tools and reach up to
68.55% for 8 × 8 CUs. However, for 64 × 64 CUs, intra
mode encodes most of the CUs because the intra and IBC
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FIGURE 4. The method of extracting data samples, blue frames are used
to generate the samples.

TABLE 2. Mode distributions of each CU size for the data samples.

Skip/Merge modes are the only modes that are tested at this
size. The Mixed type includes natural and synthetic blocks,
so the number of CUs that take intra mode as the best mode
are higher than those of the TGM type. For the A and CC
types, intra mode is selected to encode CUs in almost 100%
of all cases. From the presented data, we can conclude that the
SCC tools can efficiently encode SC blockswith low cost, and
natural or animated videos can be well-compressed by using
the conventional intra mode. Consequently, using the SCC
tools to encode these types will not improve performance and
waste encoding time. Therefore, by predicting the CU type
before the RD Optimization (RDO) process, the computa-
tional complexity can be reduced.

As mentioned before, there are an abundance of repeated
patterns in SC scenes, which can be exploited by the 2Nx2N
fast IBC mode to reduce the number of RDO computations.
This is because the 2Nx2N fast IBC mode finds the best
matching block at a low cost because the number of can-
didates are small, and the BV predictors come from the
neighbors and the last coded BVs only. Therefore, for most
SC CUs, the best IBC cost resulted from 2Nx2N fast IBC.
Table 3 tabulates the percentages of CUs that are encoded
by IBC mode, and the minimum cost was detected after the
encoder had searched the 2Nx2N fast IBC. The data are taken
at a QP of 22 for the CU sizes of 8 × 8, 16 × 16, and
32 × 32. From Table 3, we can notice that the majority of
CUs that are encoded by IBC can find the best cost before
the normal IBC search, especially for the larger blocks. The
percentages are smaller for 8 × 8 CUs because there are
many search strategies that are implemented for this size to

TABLE 3. Ratio of CUs with the best RD cost resulted from 2Nx2N fast IBC
from all CUs encoded by IBC mode.

search the matched blocks as discussed before. For 32 × 32
CUs, the best IBC cost come from the 2Nx2N fast IBC and
IBC Skip/Merge modes only, where the percentages are close
to 100%. In conclusion, for many SC CUs, the 2Nx2N fast
IBC mode may be sufficient to encode CUs with a smaller
complexity and that can be satisfied by observing the RD cost
of the 2Nx2N fast IBC mode since a small RD cost gives an
insight in that the subsequent modes can be skipped without
clearly affecting the performance.

FIGURE 5. A Child CU and its Parent CU at a certain depth.

The type of a CU at depthi highly correlates to the type of
larger CU at depthi−1, where i is the depth value, i ∈ {1,2,3}.
‘‘Parent CU’’ denotes the CU at depthi−1 and ‘‘Child CU’’
denotes the CU at depth i in this work. Fig. 5 shows a Child
CU and its Parent CU at a certain depth. The CU type is
considered as NC if it is encoded by the conventional intra
mode. On the other hand, when the IBC or PLT mode is
chosen as the optimum mode, the CU is SC. To validate the
correlation between the CUs and their Parent CUs, Fig. 6
illustrates the percentages of CUs that have the same type
as their Parent CU. The types of each CU and their Parent
CU were collected previously for the analysis. Fig. 6a shows
the percentages for when the Child CUs are NC. The fig-
ure shows that 88.8% of 8×8 CUs and their Parent CU are NC
type. The high correlation can be also shown in the 16 × 16
case with 87.9%. For the 32 × 32 blocks, this result cannot
be confirmed because the Parent CUs, which are 64 × 64
pixels, are checked only by intra or IBC Skip/Merge modes.
Similarly, Fig. 6b shows the statistics of SC blocks, in which,
the percentages of the 8 × 8 and 16 × 16 blocks are 86.6%
and 86.2%, respectively. From this data, we can conclude that
there is a high correlation between the types of the Child
CUs and their Parent CU, and that can be well-analyzed for
smaller CUs. As a consequence, knowing the type of Parent
CU will help to limit the number of modes that should be
checked for the current CU.
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FIGURE 6. Percentages of type similarity between CUs and their Parent
CUs. (a) NC CUs (b) SC CUs.

CUs with high degree of textual complexity tend to be split
into smaller CUs since they can find similar CUs broadly
rather than a larger CUs. In other words, when the block finds
a perfect matched block, the difference between the current
CU and its predicted one will give a small distortion. As a
result, the block is encoded by a fewer number of bits. How-
ever, the improvement in compression efficiency comes at the
expense of huge computations, which increases the encoding
time. On the other hand, smooth CUs have the chance to be
efficiently coded without splitting. The smoothness of the
CU can be represented by estimating the difference between
the maximum and minimum luminance value inside the CU,
which is called the Luminance Range (LR), defined as in [34]:

LR = Lmax − Lmin (3)

where Lmax and Lmin represent the maximum and mini-
mum luminance values, respectively. For homogeneous CUs,
the luminance values are close to each other or the LR value
is small. To investigate the behavior of the CUs versus the LR
parameter regarding the splitting process, the data samples
were partitioned into two classes, and that for the CUs that
have sizes more than 8× 8. The classes are called Split (SP)
and Non-Split (NSP), and CUs were recorded as NSP when
the optimum RD cost is smaller than the sum of RD costs of
its sub-CUs, and the opposite is true for the SP class. Fig. 7
illustrates the percentages of SP and NSP CUs versus the
LR parameter for 16 × 16 blocks as an example. The test
range is between 0 and 127, and the percentages of each range
of 16 are grouped together. The number of test samples is
2,390,991 blocks, and they are divided equally between the
SP and NSP classes. From Fig. 7, we can notice that the
NSP blocks predominate the SP CUs as the LR decreases,

FIGURE 7. Percentages of SP and NSP blocks for 16× 16-pixels CUs
versus LR.

reaching up to about 97% for LRs smaller than 16. As the LR
increases to a higher value, the majority of CUs are recorded
as SP. Thus, we can terminate the splitting process of smooth
CUs early to reduce the encoding time. The reduction in
time complexity comes due to the reduction of the exhaustive
search process, since after splitting, the encoder has to check
all the modes for all sub-CUs.

III. PROPOSED FRAMEWORK
As mentioned before, incorporating the SCC tools with the
conventional intra mode in the SC extension clearly impacts
the time complexity. Therefore, we suggest a framework to
reduce the processing time of the SCC. The framework has
two techniques in accordance with the previous analysis. The
first called Decision Tree Models (DTM) is mainly used to
skip the check of unwanted modes, and depends on the DT
classification method. The technique consists of three pre-
dictive models with each model built by using classification
trees. The first model is called FIBC_DT and is located after
the 2Nx2N fast IBCmode.When the execution of 2Nx2N fast
IBC mode is finished, the model determines whether to skip
the intra, normal IBC, and PLT modes or not. The FIBC_DT
model works for the CUs of 8×8, 16×16, and 32×32 since
the 2Nx2N fast IBC mode is not employed for the CUs of
64× 64 pixels. To reduce the encoding time further, the CUs
are categorized into NC or SC. Intra mode is conducted for
NC CUs where the IBC and PLT modes are activated only
when the CU is classified as SC. The model is called CL_DT
and classifies all the CUs smaller than 64 × 64. This model
resides before the run of the intra, normal IBC, and PLT
modes. To further speed up the encoding of the SC CUs,
a third model calledNIBC_DT is placed after the normal IBC
block and used to control the activation of the PLT mode by
determining if the test of normal IBC is sufficient or not. This
predictive model is used for the 8 × 8 and 16 × 16 blocks
because normal IBC is performed for these sizes as described
before. The second technique in our framework is called Early
Splitting Termination (EST), which terminates the division
process of homogeneous CUs. Since, the best CU size is
determined by checking the LR value defined in Equ. 3. Then,
the splitting process is skipped if the LR value is smaller than
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FIGURE 8. Mode decision process by using proposed techniques. The modifications are highlighted
in gray.

a threshold TH. Fig. 8 describes the mode decision process
by using the proposed techniques, and the modifications are
highlighted in gray. This process is different from the mode
decision of the conventional encoder shown in Fig. 3. The
features of each CU are estimated at the beginning of the CU
encoding. There are three flags set by the predictive models:
Flag_ET , Flag_NC , and Flag_SC , and they are initialized to
0 at the start. Flag_ET is controlled by the FIBC_DT and
NIBC_DT models to skip subsequent mode(s). To activate
intra, normal IBC, or PLTmodes, Flag_ET should equal zero
as shown in Fig. 8. The CL_DT model updates Flag_NC or
Flag_SC in accordance with CU type. Flag_NC or Flag_SC
are updated to 1 for NC or SC, respectively. To check intra
mode or the SCC tools, the flags should be checked first.
For instance, normal IBC is performed under the condition
that the CU size must be less than 32× 32 and Flag_ET and
Flag_SC should be 0 and 1, respectively, as seen in Fig. 8.
After finishing the test of all modes and detecting the best

mode, the encoder will perform a check to determine whether
to terminate splitting of the current CU or not. If the CU size
is 8 × 8 or the LR value is smaller than a pre-defined TH,
the encoder stops the partitioning procedure and get the best
size. Otherwise, the CU moves to the higher depth level, then
all modes are re-checked again as shown in Fig.8.

In the followings, the details about the training features
will be discussed. Then, the training and implementation
procedures of the decision tress will be explained.

A. FEATURE EXTRACTION
Feature selection is key to obtaining well-trained models to
improve the prediction accuracy. The methodology of how

the features are extracted from the CUs was explained before
in sub-section II-B. As mentioned before, the blocks with
limited colors are mostly being encoded by the SCC tools,
and CUs that have major colors are efficiently encoded by
the conventional intra mode. Thus, the number of distinct
colors (Dc) inside each CU is estimated as a feature. Natural
videos contain an abundance of smooth regions. In other
words, the luminance values are very close to each other in
contrast to SC areas [34]. Therefore, LR (3) is considered
as a feature. Horizontal activity Hact and vertical activity
Vact are calculated to be used in the conventional SCM-6 for
8 × 8 CUs. They are applied to normal IBC to determine if
the search will be done in 1-D or 2-D regions. These values
are calculated as training features, and are defined as:

Hact =
N−1∑
y=0

M−1∑
x=1

|Lx,y − Lx−1,y| (4)

Vact =
M−1∑
x=0

N−1∑
y=1

|Lx,y − Lx,y−1| (5)

where M and N represent the width and height of the CU,
respectively, and Lx,y is the luminance value at position (x,y).
To represent the complexity of the CU, a Texture complexity
Tcom parameter was extracted as a feature. Tcom is estimated
as explained in [35] as follows:

Tcom =
1

M × N

N−1∑
y=0

M−1∑
x=0

(Lx,y − Lx,y)2 (6a)
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Lx,y =
1
8
×


Lx−1,y−1 + Lx−1,y
+Lx−1,y+1 + Lx,y−1
+Lx,y+1 + Lx+1,y−1
+Lx+1,y + Lx+1,y+1

 (6b)

where Lx,y is the mean luminance value of the 8 neighboring
pixels around a pixel at (x, y). SC blocks have sharp edges
compared with NC blocks. For that, the edge complexity
is measured for each pixel of the CU. The Sobel operator
method is used to capture the edge information due to its
simplicity. The operator components were measured in the
vertical and horizontal directions in addition to diagonal
directions at 45◦ and 135◦. The parameter that represents the
complexity of edges by using the Sobel operator components
is denoted as Ecom, and it is used as a feature. Ecom was
explained in detail in [35]. Fig. 9 illustrates the percentages
of NC and SC CUs versus Ecom, where these statistics were
collected from data samples for 8× 8 CUs. From this figure,
we can determine that as Ecom increases, the number of SC
blocks make up the majority of the CUs. For instance, if Ecom
is larger than 10K, the percentage of SC CUs is 88.45%,
which means that most of the CUs that have sharp edges are
encoded by IBC or PLT mode.

FIGURE 9. The percentages of NC and SC CUs versus Ecom for 8× 8 CUs.

As mentioned before, obtaining the type of Parent CU
improves the prediction accuracy of the current CU type. As a
consequence, the encoder can run dedicated mode(s) for each
type while remaining mode(s) will be skipped. Therefore,
the flags that define the type of each Parent CU are collected
to be included in the training features. Pflag denotes the Parent
CU type flag, Pflag ∈ {0, 1}, 0 for intra mode, 1 for SCC
modes.

For 2Nx2N fast IBC, there are flags that were implemented
to give an indication when the RD cost of the 2Nx2N fast IBC
mode is chosen as the best RD cost so far during the mode
decision process, and that is because the conventional SCM
sets its own IBC flag regardless whether 2Nx2N fast IBC,
normal IBC, or Skip/Merge mode is selected as the optimum
mode. To differentiate the case of 2Nx2N fast IBC as the
optimummode among others IBCmodes, the FIBC_flagwas
created for that, FIBC_flag ∈ 0, 1. A value of 1 means that
the RD cost corresponding to the test of 2Nx2N fast IBC is the
optimum cost. For all other cases, FIBC_flag equals 0. Jfibc
denotes the RD cost when FIBC_flag equals 1, and is taken

as a feature for the training. By using the same procedures
for normal IBC, Jnibc is the optimum RD cost when the best
cost comes from the normal IBC search, and Jnibc values are
collected to be used as a feature. In conclusion, the features
that are used to train DTM models are Dc, LR, Hact , Vact ,
Tcom, Ecom, Pflag, Jfibc, and Jnibc.

FIGURE 10. DT example.

1) TRAINING AND IMPLEMENTATION
A DT [36] is an ML technique, which is categorized as a
supervised learning method. It is used to solve classification
and regression problems. The DT technique is used in this
work to build the predictive models of the DTM technique.
The reason for choosing the DT technique is due to its sim-
plicity during the training and implementation phases since
it comes with a low complexity. Fig. 10 shows an example
of a DT, which consists of a root node, internal nodes, and
leaves. The non-leaf nodes perform a test on a feature or
attribute. Then, these nodes are split into two internal nodes or
leaf nodes. The leaf nodes output a class label, i.e., 0 or 1 as
a prediction. One advantage of this technique is that it can
be easily converted to If-else statements, which makes the
software and hardware implementations more comfortable.
Asmentioned before, the DTM technique has three predictive
models, in which two of them are used for skipping modes,
while the third is used to predict whether the CUs are NC
or SC. Fig. 11 illustrates the complete flow of the DTM
technique, from the training sequences used for the train-
ing to obtaining the compressed files of the test sequences.
In this figure, the conventional version of the HEVC+SCM
software, which is HM-16.7+SCM-6, receives the training
sequence at the beginning. After that, the features of the CUs
and the class labels are extracted to formulate the feature vec-
tors files, since each row in the feature vector file contains a
feature vector and class label for a CU. These files are trained
using an ML tool, which generates DTs as tree-like struc-
tures, which are converted to If-else statements to be incor-
porated into the HEVC+SCM version. From this, we have
a DT-based HEVC+SCM version that includes the trained
models. Eventually, the encoder can take test sequences and
compress them faster than the conventional version.

The DTs in our work were created by using the Orange
tool [37] version 3.32, which is a well-known open source
software for ML, data-mining, and data analysis. It provides
better visualization for the data since it uses widgets to con-
nect the components through a Graphic User Interface (GUI).
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FIGURE 11. Work flow of the proposed DTM technique.

For each predictive model, the selected trained fea-
tures should reflect the characteristics of its function. For
FIBC_DT , the outcomes from themodel determine if 2Nx2N
fast IBC mode is sufficient to encode the CU and if it is
unnecessary to check subsequent modes. Early termination
decisions can be well-characterized by using the information
of RD costs since a small RD cost indicates that the checked
mode may be sufficient. Moreover, the CU structure affects
the resultant RD cost, where complex-structure CUs are more
likely to be encoded with a larger cost compared with the CUs
with small details. Thus, Jfibc and the features that reflect the
CU structure are used to form the feature vectors files to train
the FIBC_DT model, where ffibc denotes the feature vector
that is used for FIBC_DT and is represented as:

ffibc = (Jfibc,Dc,LR,Tcom,Ecom,Hact ,Vact ) (7)

The training was done for each QP since the RD cost (1)
is a function of a QP. The DTs were designed for the 8 × 8,
16× 16, and 32× 32 CUs. Table 4 shows the information of
the DTs for the FIBC_DT model.

TABLE 4. Information of the DTs for FIBC_DT .

From Table 4, the number of samples were selected from
the data samples, 50% of the samples come from CUs that

have Jfibc as the best cost with class labels of 1, while the other
50% come from CUs which do not take Jfibc as the optimum
cost with class labels of 0, and this concept is utilized for all
DTs. Most of designed DTs achieve training accuracy more
than 85%,which reflects the suitability of the trained features.
The leaf nodes of the trees represent the Flag_ET which was
described before. The function of NIBC_DT block is similar
to FIBC_DT but Jnibc is used instead of Jfibc. The feature
vector of NIBC_DT is called fnibc and is represented as:

fnibc = (Jnibc,Dc,LR,Tcom,Ecom,Hact ,Vact ) (8)

The training was done for 8 × 8 and 16 × 16 CUs at
each QP. Table 5 shows the details about the designed DTs
of the NIBC_DT model. Flag_ET is also set on the basis of
the outcomes of these trees. We can see from Table 5 that the
accuracies vary from 79.6% to 92.3%.

TABLE 5. Information of the DTs for NIBC_DT .

When it comes to CL_DT , this model is responsible for
categorizing the CUs into NC and SC. Therefore, the selected
features should reflect the characteristics of the CUs types to
enable the model to give an accurate prediction. As discussed
before, the correlation between the type of CU and its Parent
CU can be used to enhance the efficiency of the type predic-
tors. Thus, Pflag and the features that reflect the CU structure
form the feature vectors. A feature vector used in the training
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of the CL_DT model is called fcl , and is defined as:

fcl = (Pflag,Dc,LR,Tcom,Ecom,Hact ,Vact ) (9)

The trained data was collected for QPs of 22, 27, 32, and
37 since the features do not include cost information. Table 6
shows the training information of data samples to generate
the DTs of the CL_DT . In Table 6, there are three trees that
can be seen, each one acts as a classifier for a certain CU size.
The accuracies are between 81.7% and 87.6%, which means
that the classifier can predict the type of most CUs accurately.
Each leaf has two cases, 0 and 1. When the outcome is 0,
it indicates that the CU type is NC, so Flag_NC will be
set to 1, consequently, the SCC tool will be deactivated.
Otherwise, the Flag_SC will be set to 1 and the intra mode
prediction will be discarded.

TABLE 6. Information of the DTs for CL_DT .

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS
The performance of the proposed framework is evaluated
from different aspects. The impact of each technique is ana-
lyzed, and the LR value for EST is suggested first. Then,
the effectiveness of the early termination models in DTM
is discussed. Following that, the results of the combination
of DTM and EST will be presented. For further evalua-
tion, simulations were conducted for a number of natural
sequences that are recommended for the conventional HEVC.
Finally, the proposed techniques are integrated with an exist-
ing approach to further speed up the encoding process, and
the frameworks are compared with selected state-of-the-art
approaches with respect to the conventional SCM-6.

All simulations were conducted using HEVC SC software
model SCM-6. The QPs of 22, 27, 32, and 37 are used under
the AI configuration profile.

A. THE IMPACT OF EACH PROPOSED TECHNIQUE
As discussed in Section II-B, homogeneous blocks have
the chance to be encoded without splitting with negligible
coding performance loss. In the EST technique, the homo-
geneity can be measured by checking the contrast of the
luminance values inside the CU. Consequently, a decision
can be made to determine if the splitting process may be
terminated. In fact, choosing the LR value that can be con-
sidered as a threshold TH to judge the homogeneity depends
on the requirements. A low TH value can preserve the loss
but with minimal reduction in encoding time. On the other
hand, a large TH value can achieve a larger reduction but at
the expense of performance degradation. To investigate the
impact of the different values of the LR on encoding time and
the coding efficiency, simulations were conducted by using
the first 10 frames of 6 selected sequences from Table 1,

which cover different categories. The test sequences are
‘‘WebBrowsing’’, ‘‘SlideShow’’, ‘‘Programming’’, ‘‘Mis-
sionControlClip2’’, ‘‘Robot’’, and ‘‘Kimono1’’.
The conventional SCM-6 version was run first. Then, it was
modified to ignore the normal splitting process of 16 × 16,
32 × 32, and 64 × 64 CUs and if the LR value was smaller
than a pre-defined TH. The modified version was evaluated
many times at multiple thresholds (0, 16, 32, 48, and 64). This
procedure was conducted for each CU size alone.

FIGURE 12. Impact on BR-Rate and TS against LR for each CU size.
(a) 16× 16, (b) 32× 32, (c) 64× 64.

Fig. 12 shows the impact of different LR values on the
BD-Rate and TS. From the figure, we can notice that as
the LR increases, the TS and BD-Rate increases. Fig. 12a
shows the analysis for 16 × 16 CUs. When the splitting
process is ignored for uniform blocks where LR= 0, there is
no change in BD-Rate approximately, which means that the
performance is not affected and a 9.8% reduction in encoding
time is achieved. When the LR equals 16, TS increases to
12.47% with negligible change in BD-Rate with respect with
the previous TH, and the increase in BD-Rate is recorded as
0.01%. For a larger contrast, TS shows higher values at the
expense of a higher BD-Rate increment. For example, in the
case of TH = 32, the increase in BD-Rate is 0.1%, which
is ten times that of the previous case with a 16.6% encoding
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TABLE 7. BD-Rate and TS results of the three mode skipping models.

TABLE 8. BD-Rate and TS results of the three DTM designs.

time reduction, and the difference in TS with respect to the
previous point is not large. If the TH is 64, the encoder can
work faster by 26.37% with a 0.66% increase in BD-Rate.

Figures 12b and 12c show similar patterns. From this,
we can notice that the BD-Rate values show a dramatic
change if the TH of EST is more than 16. To further analyze
around the point of TH = 16, more simulations were per-
formed in a similar way to the previous ones. However, the LR
swapping is changed to be between 8 and 24 with 4 step
increments. The simulations were conducted by adjusting TH
for all CUs together. The results are shown in Fig. 13.

FIGURE 13. Impact on BD-Rate and TS against LR around TH = 16.

From Fig. 13, when the LR is smaller than 16, BD-Rate
remains unchanged at 0.07%, while TS increases to 17.6%.
Larger THs show significant increase in BD-Rate increment
and a slow increase in time reduction. From the analy-
sis, we can conclude that to determine a proper threshold,
we must determine an acceptable performance loss. In our
ESTmethod, we need to maintain a high level of performance
with an acceptable TS. Thus, the TH of EST is suggested to
be 16 for all CUs on the basis of the experimental analysis.

As mentioned before, the DTM technique has three types
of models. The CL_DT model is used to predict the CU
type, and the FIBC_DT and NIBC_DT models to skip

subsequent mode(s). These models reduce the time complex-
ity of the encoder by determining if the subsequent mode(s)
will be executed or not. To analyze the effectiveness of
these models, Table 7 shows the BD-Rate and TS results of
each mode skipping model with respect to the conventional
SCM-6. Six videos from Table 1 were used for the assess-
ment. From Table 7, it can be observed that the largest encod-
ing time reduction is achieved by using CL_DT by 32.79%
and 0.71% increase in BD-Rate on average. ‘‘Robot’’ and
‘‘Kimono1’’ sequences show the largest encoding time reduc-
tion by 50.66% and 49.11%, respectively, while the BD-Rate
increases by 0.79% and 0.04%, respectively. FIBC_DT and
NIBC_DT models show no increase in BD-Rate approxi-
mately, whereas the TS results are 3.94% and 4.44%, respec-
tively. ‘‘WebBrowsing’’ and ‘‘SideShow’’ sequences have the
largest encoding time reduction at FIBC_DT and NIBC_DT ,
and that because these sequences have an abundance of
repeated patterns. For further evaluation, we have imple-
mented three designs for DTM, which are DTM-D1, DTM-
D2, and DTM-D3. DTM-D3 includes all mode skipping
models models, and FIBC_DT and NIBC_DT models are
not included in DTM-D1 and DTM-D2, respectively. Table 8
tabulates the BD-Rate and TS results of the three DTM
designs using the same test sequences appeared in Table 7.
From Table 8, it can be observed that by incorporating
the FIBC_DT and NIBC_DT models with the CL_DT
model, DTM-D3 provides a 38.18% encoding time reduction
on average, which outperforms DTM-D1 and DTM-D2 by
3.29% and 3.08%, respectively. The increase in the BD-Rate
for DTM-D3 is the lowest with 0.84% on average. DTM-
D1 and DTM-D2 provide TS of 34.89% and 35.1% on aver-
age, respectively, while the increase in BD-rate is 0.9% and
0.91% on average, respectively.

We evaluate EST and DTM-D3 by considering the sug-
gested TH for EST and by incorporating all predictive models
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TABLE 9. Results of proposed techniques.

in DTM-D3. Table 9 shows the results of EST, DTM-D3,
and EST integrated with DTM-D3 (DTM-D3+EST) using
all recommended sequences appeared in Table 1. From
this table, a 30.25% encoding time reduction on average
was obtained by utilizing the DTM-D3 scheme while an
increase in BD-Rate was only 0.78%. The largest reduc-
tion in DTM-D3 is seen for ‘‘Robot’’ and ‘‘Kimono1’’ with
53.2% and 50.06% with a 0.79% and 0.05% increase in
BD-Rate, respectively. The reason is that most CUs in the
‘‘Robot’’ and ‘‘Kimono1’’ sequences are NC as described
before, which can be efficiently predicted by CL_DT . Con-
sequently, the SCC tools are skipped. Mixed type sequences
such as ‘‘BasketballScreen’’, ‘‘MissionControl2’’, and ‘‘Mis-
sionControl3’’ contain NC and SC CUs. In addition to that,
there are many repeated patterns. The different characteristics
in the mixed type can be exploited by predictive models to
increase the encoding time reduction. Since, TS values were
recorded as 32.47%, 39.02%, and 33.36%, respectively, while
the BD-Rate was increased by 0.74%, 1.23%, and 0.67%,
respectively. For the remaining sequences, which are of the
TGM type, TS was between 14.53% and 34.35%, and an
increase in BD-Rate was between 0.13% and 1.92%. This
category includes mostly SC CUs, so fewer CUs discarded
the IBC and PLT modes, which affects the time reduction
because the SCC tools are a bottleneck of the SC encoding
time. However, FIBC_DT and NIBC_DT could reduce the
time further for sequences that have many repeated pat-
terns such as ‘‘Map’’ and ‘‘SlideShow’’, which achieved a
32.34% and 34.35% encoding time reduction with a 1.43%
and 1.92% increase in BD-Rate, respectively. When it comes
to the EST technique, the impact of this scheme can be
viewed mostly on the sequences that are rich in homo-
geneous patterns such as ‘‘WebBrowsing’’, ‘‘SlideShow’’,
and ‘‘MisionControlClip2’’, where the encoding time was
reduced to 13.84%, 40.09%, and 13.74%, respectively, while
the BD-Rate was very close to that of the conventional SCM-
6. As shown in Table 9, EST provides an 11.39% encod-
ing time reduction on average with negligible performance
loss since the increase in BD-Rate was 0.02%. Furthermore,

DTM-D3+EST achieved a 35.96% lesser encoding time on
average while the BD-Rate increased by 0.89%. The highest
time complexity reduction was observed for the ‘‘Robot’’
and ‘‘Kimono1’’ sequences with 57.17% and 57.4% with
BD-Rate increment of 0.86% and 0.07%, respectively. The
largest contribution for these sequences comes from the
CL_DT model, since these sequences contain fewer smooth
CUs. It can be observed that ‘‘SlideShow’’ sequence reduces
the encoding times in the two techniques, so on average,
it obtains a huge encoding time reduction with 55.19% and
an large increase in BD-Rate with 2.12%.

B. FURTHER STUDIES OF THE PROPOSED FRAMEWORK
To further evaluate the proposed techniques, six test
sequences from [38] were selected, which are recommended
for the conventional HEVC test. Almost all the CUs found in
these videos are NC, so fewer CUs can be encoded by IBC
and PLT mode. The first 100 frames were encoded by using
the conventional SCM-6. Then, three simulation cases were
conducted. For the first case, the SCC tools were disabled,
for the second, intra mode was skipped, while in the last case,
the encoder was modified to incorporate the DTM-D3+EST
techniques.

Table 10 shows the comparison results of the three cases
with respect to the conventional SCM-6 in terms of BD-Rate
and TS. As explained before, natural blocks are efficiently
encoded by using the conventional intra mode rather than
SCC tools. In Table 10, when SCC tools are bypassed,
the sequences achieve a 66.6% reduction in encoding time
with minimal degradation in coding performance with a
BD-Rate increase of 1.93%. However, when the encoder
utilizes the SCC tools only to encode the selected sequences,
the performance is clearly affected, where the BD-Rate is
increased by 34.67% on average and up to 43.96%. Finally,
the proposed techniques give an average TS of 54.3% with
low performance degradation since the increase in BD-Rate
is only 0.74% on average. From these results, we can
state that the proposed techniques can efficiently work with
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TABLE 10. Results of three test cases for six natural sequences recommended for the conventional HEVC.

TABLE 11. Performance comparison with existing approaches with respect to the conventional SCM-6.

FIGURE 14. Homogenous regions are highlighted by red squares
(a) ‘‘FourPeople’’ sequence (b) ‘‘KristenAndSara’’ sequence.

camera-captured sequences as the conventional HEVC and
limit the large encoding time brought by using conventional
SCM encoders. Furthermore, the ‘‘FourPeople’’ and ‘‘Kris-
tenAndSara’’ sequences are rich in homogeneous patterns as
shown in Fig. 14, where the smooth regions are highlighted by
red squares. The compression of these types of sequences can
be affected by the EST technique as they can achieve a larger
time reduction as shown in Table 10, at 60.74% and 60.29%
for ‘‘FourPeople’’ and ‘‘KristenAndSara’’ sequences, respec-
tively, with minimal quality degradation.

C. COMPARISONS WITH EXISTING APPROACHES
In this sub-section, the proposed framework is compared with
other state-of-the-art approaches with respect to the conven-
tional SCM-6. Four previous approaches were selected for
the comparison; the frameworks in [19] and [21], can be

categorized as classical approaches, while the frameworks
in [25] and [27] are ML-based techniques, which outperform
other existing classical ML-based techniques as they have
reported. The framework in [25] makes the SCM encoder
faster by using the random forest method. The scheme in [27]
employs DTs similar as our DTM-D3 technique. Further-
more, the approaches in [25] and [27] utilize fast mode skip-
ping to reduce the encoding time, while in [19], the unneces-
sary modes are bypassed and fast IBC search was employed.
The work in [21] adopts fast mode decisions, early pruning
termination, and fast IBC search methods.

It should be noted that the approaches [19], [25], and [27]
were implemented in SCM versions that differ from the
SCM-6 used in this article, while SCM-6 was used in [21].
For a fair comparison, the source code of these schemes
were re-implemented in SCM-6 to be simulated under the
same conditions and test platform. The recommended test
sequences shown in Table 1 are used for the evaluation.
For further reduction in encoding time, the existing scheme
in [19] has been integrated with the proposed DTM-D3+EST
framework because it has the lowest performance degradation
among the state-of-the-art works. In addition, it employs fast
IBC search method since our framework does not include any
fast IBC search algorithm.

Table 11 shows the comparison results of the proposed
DTM-D3+EST framework with existing techniques as well
as the results of combining the DTM-D3+EST framework
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with the techniques in [19]. The proposed techniques can
reduce the processing time by 36.96% on average, which out-
performs [19], [21], and [27] that reduce the processing time
complexity by 19.77%, 17.76%, and 29.88%, respectively.
Also, the BD-Rate is increased by 0.89% on average, and
that is better than [21], [25], and [27], since they increase the
BD-Rate by 1.59%, 1.37%, and 1.81%, respectively. By inte-
grating DTM-D3+EST with [19], a 45.84% encoding time
reduction on average was achieved, which excels against the
other schemes in Table 11, while the BD-Rate is increased by
1.3%. By applying the DTM-D3 technique, our framework
ensures that at least one mode is skipped for the 8×8, 16×16,
and 32 × 32 CUs during the mode decision process because
the CUs perform dedicated mode(s) for each type when the
CUs are classified by the CL_DT model.
For each CU, intra mode is conducted only if the CU

is classified as NC, normal IBC or normal IBC and PLT
tools are conducted for SC CUs. Furthermore, the highest
complexity reduction occurs if the FIBC_DT model decides
that the intra, normal IBC, and PLTmodes need to be ignored.
On the other hand, method [19] skips intra and normal IBC
modes for static CUs only, and method [21] bypasses the
SCC tools if the CU has a feature of vertical, horizontal,
or 2-D pixel exactness. Techniques in [25] and [27] skip the
modes in accordance with decisions make from the classifi-
cation blocks placed before each mode. Therefore, in existing
schemes, there is no guarantee that during the RDO process,
one mode or more will be skipped.

To analyze the impact of the DTM-D3 trees, the ‘‘Mis-
sionControlClip2’’ sequence, shown in Fig. 1, is taken as
an example. It contains NC and SC blocks. The encod-
ing time is reduced for ‘‘MissionControlClip2’’ by 57.05%
and 47.8% and the BD-Rate is increased by 1.91% and
1.31% if it is compressed by DTM-D3+EST+Zhang [19]
and DTM-D3+EST, respectively, which is better than the
other approaches. To further investigate the effectiveness
of the CL_DT DTs in the DTM technique, the results of
the ‘‘Robot’’ and ‘‘Kimono1’’ sequences in Table 11 are
taken as examples. Because most CUs in the ‘‘Robot’’ and
‘‘Kimono1’’ sequences are NC, the conventional intra is the
most suitable mode to encode this type as discussed before.
As seen in Table 11, the time reduction of these videos are
57.17% and 57.40% for DTM-D3+EST and 57.73% and
60.08% for DTM-D3+EST+Zhang [19], respectively, with
a negligible increase in BD-Rate, which indicates that the
CL_DT trees can predict the CUs type with high accuracy.
The TS values are better than other schemes, especially

when they are compared with those of [19] and [21]. The
TS of ‘‘Robot’’ and ‘‘Kimono1’’ are 6.98% and 1.38% for
[19] and 15.94% and 8.25% for [21], respectively, with a
negligible change in the BD-Rate. That occurs because the
CUs features that should exist to ignore modes by [19]
and [21] are rare in the ‘‘Robot’’ and ‘‘Kimono1’’ sequences.
As explained before, the videos that have a lot of homoge-
neous regions can be further compressed by applying early
pruning termination methods. Our EST technique and the fast

CU size decision algorithm in [21] utilize an early termination
method to reduce the number of RDO computations, while
schemes [19], [25], and [27] do not employ those types
of methods. To show the effect when the EST method is
applied, we can take the ‘‘SlideShow’’ sequence as an exam-
ple, since this sequence has an abundance of smooth blocks.
By using [21], a 42.42% encoding time reduction is seen with
an increase of 1.26% in the BD-Rate. DTM-D3+EST and
DTM-D3+EST+Zhang [19] achieve a TS of 55.19% and
62.5% with a BD-Rate increase of 2.12% and 2.58%, respec-
tively, which is faster than the approaches in the literature.

The better performance is achieved by utilizing larger
encoding time reduction and a smaller BD-Rate increment.
Thus, a comparison factor (CF) is adopted as in [39] to
evaluate the performance.

CF =
TS

BD− Rate
(10)

A better performance is represented by a higher CF value.
The CF value of each technique is shown in Table 11. It can be
observed that the largest CF value is for the DTM-D3+EST
techniques with 41.52, while scheme [21] has the worst
performance with 11.17. The integration of DTM-D3+EST
with Zhang [19] has a CF of 35.26, which is the second best
performance scheme. However, it is the fastest scheme among
all the works shown in Table 11.

The processing time for feature extraction and decision
determination is 1.86% on average. This additional time has
been counted in all simulations. For instance, in Table 11,
the reported average encoding time reduction of 36.96% for
the proposed algorithms (DTM-D3+EST) includes the extra
processing time for feature extraction and decision determi-
nation. Hence, the time reduction would be 38.82% Without
this extra processing time.

The maximum extra memory required for the proposed
framework is 64×64×8 bits, i.e. 32 Kbit only, to estimate the
64× 64 pixels block features, which is the largest size. Here,
the pixel value is represented by 8 bits. This extra memory is
quite small and can be neglected.

V. CONCLUSION
In this paper, a fast framework is proposed to speed up the
encoding process of SC encoders. The framework contains
two techniques. The first called DTM was designed by using
the DTs classification method. In DTM, FIBC_DT DTs are
located after the test of 2Nx2N fast IBC to determine if intra,
normal IBC, and PLT modes are skipped for the CUs of
size 8 × 8, 16 × 16, and 32 × 32 pixels. Also, there are
DTs that resides before the PLT mode to determine if the
normal IBC is sufficient for 8 × 8 and 16 × 16 CUs or if
the PLT mode should also be conducted. CL_DT decision
trees classify the CUs that are smaller than 64 × 64 into NC
or SC blocks. NC CUs are checked by using intra mode only,
while intra mode is skipped for SC CUs. To further speed
up the framework, a fast CU size decision method is adopted
that skips the splitting process if the LR inside the CU is
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smaller than a pre-defined threshold TH. A TH is determined
on the basis of the performance requirement. The framework
was implemented in SCM-6 for assessment. It can reduce
encoding time by 35.96% on average while the BD-Rate
increases to 0.89%. 54.3% encoding time reduction on aver-
age is achieved by using the proposed framework to compress
natural sequences recommended for traditional HEVC with
only 0.74% increment in the BD-Rate. By integrating the
framework with existing approach in [19], the time saving
increased to 45.84% with a BD-Rate increment of 1.3%. Our
proposed framework is compatible with the reference HEVC
SC encoder. This helps the proposed framework to be widely
used in multimedia communication technologies to increase
the video processing speed.
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