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ABSTRACT In recent years, the positioning technology for unmanned aerial vehicle (UAV) has been
developed rapidly. However, there are still challenges in terms of improving the computational efficiency,
accuracy, and robustness of the algorithm for applications in fast flight with UAV. In this paper, we present a
novel positioning system of UAV based on IMA-GPS (inertial measurement unit array - global positioning
system) three-layer data fusion, which effectively solves the positioning problem of UAV. The first layer is the
distributed filtering layer, the unscented Kalman filter serves as the local filter to process the measurements
generated by each IMU in the IMA. The second layer is the IMA compensation fusion layer, the data of GPS
is introduced to compensate for the deviation of the navigation results calculated by each IMU. The third
layer is the GPS-IMA joint optimization layer, where the outputs of the IMA and GPS are fused to obtain
the attitude, speed, and position. Simulation results show that the proposed method can realize an integrated
navigation system which has low cost, high accuracy, and high computational speed, so that the performance

of the UAV positioning system will be improved greatly.

INDEX TERMS IMA, unscented Kalman filter, multi-sensor data fusion, UAV positioning system.

I. INTRODUCTION
For the past few years, unmanned aerial vehicles (UAVs) have
been rapidly developed and widely applied in many fields
such as national defense patrol, agricultural activity, moni-
toring, rescue, and so on. In these applications, the real-time
positioning of UAVSs plays an important role. Although posi-
tioning technology has been developed for many years, it still
faces many challenges when it is applied to the UAVs plat-
form. For example, the traditional single sensor solution
of positioning is difficult to meet the needs of UAV for
rapid state change, high real-time, and complex environment.
Compared with a single model, multi-sensor fusion technol-
ogy can provide more accurate and reliable information for
the system [1]-[4], so the multi-sensor information fusion
technology applied to the UAVs platform has become one of
the hot research topics.

Global Positioning System (GPS) is frequently used for
UAV positioning and navigation around the world, it has
the advantages of long-term stability and no accumulation
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of error, but its positioning information is greatly prone
to jamming [6], [27]-[31], and it can’t output the flight
status of UAV in real-time due to its low sampling fre-
quency. In addition to GPS, INS is also often used in UAV
positioning. As an important measurement element in the
inertial navigation system (INS), the inertial measurement
unit (IMU) can obtain the acceleration and angular velocity
of the carrier at a high frequency. Over the past two decades,
with the rapid development of Micro-Electro-Mechanical
Systems (MEMS) technology, the advantages of low cost,
small size, and low power consumption of IMU are gradually
highlighted, so IMU has been expanded to a much wider
range of navigation applications [10]. However, an obvious
disadvantage of single IMU is the accumulated errors. With
the increase of time, the navigation results, which are cal-
culated by single IMU, become more and more unreliable.
Based on the advantages and disadvantages of the above two
navigation ways, the integrated system composed of GPS
and INS becomes a common navigation system of UAV
[51, [7]-9], [25], [32], [33]. Although GPS can reduce the
influence of accumulated error to a great extent, the drift
of the integrated system after a long-time operation can’t be
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completely avoided. Besides, the UAV has high requirements
on the robustness of the system during the flight, and any
sensor fault in GPS or INS may cause serious consequences.

Although MEMS technology has made great progress,
the application of single IMU in practice is still limited by
precision and stability. A natural way to solve these problems
is to design a virtual high-performance IMU, which combines
the measurements of multiple low-cost IMUs. And some
work has been done on this issue. Rasoulzadeh and Shahri
implemented a high precision and low-cost IMU array (IMA)
and combined the measurements of all gyroscopes [13]. The
experiment of [13] demonstrates that the proposed method
can significantly reduce the impact of noise on the measure-
ments of angular rate and obtain a higher accuracy compared
with a single IMU. In [15] Chang et al. presented a method
that combined six identical gyroscopes to form a virtual
high accuracy gyroscope. However, as in reference [15], the
accelerometer measurements are not used for data fusion.
An open-source Multi-IMUMIMU) platform, which con-
tains 18 cheap IMUs, is implemented in [16]. Skog ef al.
have conducted many tests with both accelerometers and
gyroscopes, and qualitatively described the different potential
gains of the MIMU system. References [17] and [18] pro-
posed to apply an IMA to pedestrian navigation and stud-
ied the noise performance of the IMA. In [19], Skog et al.
presented an algorithm that used a maximum likelihood
estimation method to fuse the measurements of the IMA.
An example of an IMA which consists of 32 IMUs is shown
inFig. 1. The above work is only for the IMA, which is neither
fused with the information of other sensors nor applied to the
UAV.

o A

(a) Bottom side (b) Top side

FIGURE 1. An IMA consists of 32 IMUs.

In [20], [21], an effective multi-sensor fusion approach is
presented and applied to INS/GNSS (global navigation satel-
lite system) /CNS (celestial navigation system) integrated
navigation system to improve the positioning performance of
UAV. The method has a two-level fusion structure, the UKF
serves as local filters to integrate GNSS and CNS with INS
respectively to obtain the local state estimates at the bottom
level, then a data fusion approach is presented to fuse the local
state estimates to generate the final navigation result at the
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top level. GNSS and CNS, like GPS, have high measurement
accuracy and good stability, but they are also prone to jam-
ming. Moreover, compared with IMA which was not used in
their work, the three sensors used in the integrated navigation
system are independent of each other and have disadvantages
of high cost and big size, so that they are not suitable for
small-sized UAV. Also, the system state vector contains the
bias of IMU in the filtering process, which increases the
iteration cost and reduces the real-time performance.

Given the shortcomings of the UAV positioning system
composed of GPS and INS mentioned above, we introduce
IMA to replace single IMU and employ multi-sensor fusion
technology to process the output of IMA and the measure-
ments of GPS, which can improve the accuracy, robustness,
and efficiency of the UAV positioning system. This paper
presents a novel and multilayer data fusion methodology
based on the unscented Kalman filter for IMA, which is aided
by a GPS. We innovatively propose a three-layer data fusion
structure, which can effectively solve the UAV positioning
problem. The first layer is the distributed filter layer, and UKF
serves as a local filter to process the measurements generated
by IMA. UKF is used to fuse information from different
IMUs in the IMA. The middle layer is the IMA compensation
fusion layer, the measurement of GPS is utilized to compen-
sate for the offset of navigation results, which are calculated
by IMA. The top layer is the GPS-IMA joint optimization
layer in which the navigation parameters obtained by the sec-
ond layer are integrated with GPS to get the attitude, speed,
and position of UAV. Besides, we calibrate the IMA before
it works, and get accurate calibration parameters. Therefore,
the calibration parameters do not need to be estimated in
the filtering process of the UAV positioning system, and it
reduces the dimension of state variables and improves the
real-time performance of the UAV. The main contributions
of this paper are as follows:

1) Different from some related work, the calibration param-
eters of the proposed system are obtained off-line rather than
the on-line estimation and very accurate, therefore, it reduces
the dimension of state variables and improves the realtime
performance of the UAV.

2) IMA is introduced into the UAV positioning system to
replace the single IMU model, which greatly enhanced the
accuracy and stability of the system.

3) A three-layer data fusion structure is proposed to elim-
inate the accumulated errors of IMA and obtain accurate
positioning results.

The rest of this paper is organized as follows. The
details of the presented method are described in section II.
In section III, the simulation experiment is introduced and
discussed. Finally, the conclusions of this study are described
in section IV.

Il. ALGORITHM DESCRIPTION

In this section, we give the details of the algorithm which
fuses measurements from both GPS and IMA with UKF for
the UAV positioning system.
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The proposed data fusion algorithm framework of
GPS-aided IMA for the UAV positioning system is shown
in Fig. 2. The framework has three layers, which are the dis-
tributed filtering layer, the IMA compensation fusion layer,
and the GPS-IMA joint optimization layer. At the distributed
filtering layer, the UKF serves as the local filter to process the
measurements generated by each IMU in the IMA to obtain
the local optimal state estimates. At the IMA compensation
fusion layer, the measurements of GPS are introduced to
compensate for the accumulated error of each local filter.
Then, IMA global data fusion is performed to merge the
results of IMA local data fusion into one. At the GPS-IMA
joint optimization layer, the output of IMA global data fusion
is fused with GPS to obtain the optimal system state, i.e. the
attitude, speed, and position, which is called heterogeneous
sensor data fusion.

Middle Layer

Bottom Layer

IMA Local Data
Fusion

MU O MU | MU 2 lz] IMU S/

FIGURE 2. The proposed data fusion algorithm framework of GPS-aided
IMA for UAV positioning system.

The navigation frame (n-frame) is chosen as the
E-N-U(East-North-Up) geography frame (g-frame), more-
over, i, e, b denote the inertial frame, the earth frame, and
the body frame, respectively.

A. OFF-LINE CALIBRATING THE IMA
The output of the IMA which consists of S + 1 IMUs can be

described by the model [22]
b [f(A]i[A]ifb" —i—Vbi—l—vi, if j=i
[I_(A]J [A]] [‘gf(x] )] Rg;fb" +Vbi+y,  otherwise
X

N ‘ ey
b | (Kol [G] oy e+, if =i
?7 (KoY [GY |52 Rijwli+eb+v, otherwise
where f% € R? and @fé € R? are the measurements (linear
acceleration and angular velocity) of j-th(j = 1, 2, --- , §+1)

IMU. [Ka]' = [ +8Kal, [K] = [ +8KGl', I is the
identity matrix. [K4]' and [§A]" denote the scale factor error
matrix and the sensitivity axis nonorthogonality matrix of
the i-th ¢ = 1,2,---,8 + 1) accelerometer. Similarly,
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[6KG]' and [§G]’ denote the scale factor error matrix and the
sensitivity axis nonorthogonality matrix of the i-th gyroscope,
respectively. £ and V% are the true specific force and bias
of the i-th accelerometer in the b-frame. wflj and &% are the
true angular velocity and bias of the i-th gyroscope in the
b-frame. [éf()]x and [“g‘g)]x denote the alignment errors in
the mounting of the j-th IMU. 1_38 € SO? represents the
rotation matrix which describes the orientation from the i-th
IMU to the j-th IMU. v/ is Gaussian white noise.

We calibrate the IMA offline by using the method which
is provided by [22] to get the calibration parameters before it
works. The calibration parameters include the accelerometer
scale factors 6K4x, K4y, K4, the accelerometer sensitivity
axis nonorthogonality 6Ay, Ay, A, the accelerometer biases
Vi, Vy, V., the gyroscope scale factors §Kgy, 6Kgy, 6Kg;,
the gyroscope sensitivity axis nonorthogonality Gy, §Gy,
3G, the gyroscope biases &y, €y, £, and the alignment errors
&x, &y, &; in the mounting of each IMU, where x, y, z denote
three axes of an IMU. The expressions of these parameters
are as follows,

§Kax O 0
[6Kal=| O 68Kay O
0 0  8Ka,
0 8A,  —8A,
[6A] = | —8A, 0 SA,
8A,  —8A, 0
SKGx 0 0
[Kgl=| 0 6Kgy O
0 0 8Kg;
0 8G,  —8G,
[6G] = | —8G, 0 8G,
8Gy,  —8G, 0
vV=[V, Vv, V. II

e=[ey g SZ]T
E=[& & &1

The IMA is placed inside the Platonic solid and the cal-
ibration parameters are obtained with the maximum likeli-
hood estimation approach. Because the position constraints
between each IMU are rigid in the IMA, which limits the
navigation drift accumulated over propagation. Therefore,
the calibration parameters don’t need to be added to the state
vector, so the computation complexity is reduced, and the
computer resources are saved.

B. THE DISTRIBUTED FILTERING LAYER

The bottom layer is called the distributed filter layer which
processes all accelerations and angular velocities generated
by the IMA in a distributed manner. First, any IMU in the
IMA is selected as the reference IMU to be used as the refer-
ence of each local filter. Second, due to the advantages of high
convergence rate and high estimation accuracy, UKF is used
to fuse the measurement data of each IMU and reference IMU
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according to the array characteristics of IMA. Finally, the
results of each local filter are fed into the IMA compensation
fusion layer to complete the following steps.

Our system is similar to [26], the state vector of each local
filter can be described as

X(t) = [, on, 9u, 8VE, 8V, 8Vy, 8L, 81, 81T (2)

where, [¢E, ¢N, (pU]T and [8Vg, 8V, 8Vy ]! are the attitude
error and velocity error of the UAV in the East-North-Up
directions, [8L, 51, 8h]T denotes the latitude error, longitude
error, and altitude error of the UAV, respectively. The nonlin-
ear system model of each local filter can be formulated as

¢ = ¢ x h + 80!, — CL(18KG] + [5Gy, — ¢
SV = —¢" x f" + CP([8Kal + [SADf” + 6V"
X 0}, + ) + V" x 28k + Salt,) + V"
: sV, v,
sL=-"" ¥
Ry +h (Rm + h) (3)
v
= secL + SL £ tanLsecL
Ry +h Ry +h
Vi
—8h
) Ry +h
sh=68Vy

where ¢ = [gg, o, oy’ and 8V = [§Vg, §Vy, 8VylL; CF
is the 3 x 3 rotation matrix describing the rotation from b-
frame to n-frame. w, is the relative rotational angular velocity
between the i-frame and the n-frame, which is expressed in
the n-frame. &” is the bias of the gyro, and V" is the bias
of the accelerometer. f" is the true specific force. wf, is
the rotational angular rate of the earth. w}, is the rela-
tive rotational angular velocity between the e-frame and the
n-frame. dw}, and S/, denote the corresponding errors.
Ry and Ry represent the median radius and normal radius
where the UAV locates. L, A, h are the latitude, longitude,
and altitude of the UAV.

Some key parameters in (3) can be calculated by the fol-
lowing equation [26]

cycy+sysyso syref sycyr—cysiyrst
Cp=|—cysy+sycysd cpcd —syspy—cycysd
—syco s0 cych
ol =[0 wpecl wpsL]"
560;18 =[0 OLwisL SLwicL 17
V V, Vv
W = [ = - = £ iL]”
Ru+h Ry+h Ry+h
VN (SVN
Ry +h Ry + h)?
n (SVE VE
Swg, = - 5
8V, |4 VgL
E_iL+sL E____ et
Ry +h (Ry + h)(c2L) Ry + )
Ry = Re(1 — 2e + 3es’L)
Ry = Ro(1 4 es’L)

“

158452

where ¢ denotes cosine, s denotes sine functions, and
t denotes tangent functions. R, and e are the semi-major axis
and ellipticity of the ellipsoid model of the earth, respectively.
¥, 8, y represent the yaw, pitch, and roll angles.

Equation (4) can be rewritten as the following standard
equation of state

X(t) = f(X (1) + B(t)u(t) + w(t) ®)

where £ (-) is a nonlinear state transition function with contin-
uous form, B(t)u(t) is the control input of the system, w(t) is
the process noise.

The IMU samples the measurements f? and J)ﬁ’h with a
period 7, and these measurements are used for state propa-
gation in the UKF. To deal with discrete-time measurements
from the IMU, we apply an improved Euler formula for (5)
to propagate the estimated IMU state [23]. The discrete-time
model of the system state equation can be described as

X(k) = f(X(k — 1)) + Btk — Dutk — 1) +w(k — 1) (6)

where f (-) is a nonlinear state transition function with discrete
form. w(k — 1) is the process noise which is commonly
assumed as a zero-mean Gaussian white noise with covari-
ance Q(k — 1) > 0.

The measurement model of the s-th (s = 1, 2, --- , §) local
filter is described as
Zs(k) = Hs(k)X (k) + vs(k) @)

where Zy(k) = [@erer — PEj» ONrer — ONj» Purer — Gujs
VEref — VEj» VNrer — VNjs Vurer — Vuj» Phrer — PNj» PEref —
PEjv href - hj]T' [¢Erefs ¢Nref» ¢Uref]T’ [VErefs VNref’ VUref]T
and [PEgrer, Pnref href]T are the attitude, velocity and
position of the UAYV, these navigation parameters are
calculated by the reference IMU. On the other hand,
(g, dnj» dui) s [VE, Vi, V)T and [Py, Pyj, hj1T are
calculated by the j-th IMU. We take the difference
between these navigation parameters which are obtained
by these two IMUs as the measurement of the local
filter. The measurement matrix is defined as Hg (k) =
diag([ones(1, 6), Ry;, Ry cos L, 1]), ones(1,6) denotes a
six-dimensional vector whose elements are all 1. vg(k) is
the measurement noise which is commonly assumed as a
zero-mean Gaussian white noise with covariance Ry(k) > 0.

The s-th local state is denoted as X, and the process of the
s-th local filter can be described as follows:

Step 1: Initialization

X,(0) = E [X,(0)]
Py(0) = E [(X,0) = £,0)(X,(0) — %,0)" |
Step 2: Calculate 2n + 1 sigma points at time k — 1 as
Xy =Xk =1, j=0
Xihon = Xk = )+ y (VP& = D,
j=]127"'7n (9)

X k1) = Xslk = 1) = y (VP& = D)y,
j=n+1,n+2,---,2n

®)
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wherey = /n+ A, A = ()lz(l’l—i-K)—l’l,K = 3—n,aisatuning
parameter which is a small positive value. (/Ps(k — 1)); is
the j-th column of the square root obtained by the lower
triangle decomposition of the matrix Py(k — 1), which is an
n-dimensional column vector.

Step 3: Calculate the value of the one-step prediction model
at time k as

xieny = F Oy + Bk — Dutk — 1),
j=0,1,2,---,2n (10)

2n
Xkfk =1 =Y W& (11)
j=0

2n
Pyk/k —1) = ZW(C) I:X((IS)k/k 1
j=0

&@M—D]

~ T
<[4k = Xotk/k = D]+ 0stk = 1)
(12)
where,
1
W =
n+ A
A
(c) 2
W =" 41—
0 n+ A + o« +h
. 1
W(m):W(c):—, j=1,2,~~,2n
j I T 2n+

The value of 8 is related to the distribution form of X.
Step 4: Calculate the augmented sigma points of one-step
prediction model at time k as
K kony = Xslk/k =1, j=0
Kk ity = Xtk /k — 1) + v (VPsk/k = D,
J=12-.,n (13)
Akt = Xslk ke = 1) = y (VPETE = T)jn,
j=n+1,n+2,---,2n

Step 5: Measurement update

Zjery = H (k)(xg”k/k_l)) (14)

Zo(kk = 1) = Z WJ'(m)Zg,)k/k—l) (15)
Jj=0
2n

Ptk fk = 1) = Y W20 ) = Zotk/k = D)]
j=0
~ T
x [ 201y = 2k = D] + R
(16)

Step 6: Calculate the state estimate and error covariance
matrix as

Py(X(k/k — DZ(k [k — 1))
2n
_ ©] =)
=W [wwn
j=0

—&@M—DH%S

. T
Gk sk—1y — Zs(k [k — 1)] (17)
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Ky(k) = Py(Xy(k/k—1)Z(k /k—1)P (Z(k/k — 1)) (18)
Xy(k) = Xy(k/k — 1) + Ky(k)(Zy(k) — Zs(k/k — 1)) (19)
Py(k) = Py(k/k — 1) — Ky(k)Ps(Zs(k /k — D)KL (k) (20)

Step 7: Return to step 2 for the next sample until all samples
are processed.

Each IMU in IMA except the reference one independently
performs the above steps to obtain the estimation of the
local optimal state )?s(k)(s = 1,2,---,5) and the error
covariances f’s(k).

C. THE IMA COMPENSATION FUSION LAYER
The local filter based on IMU can improve the positioning
accuracy, but it can’t reduce the accumulated error, which is
the biggest drawback in step positioning. With the increase
of time, this kind of drift error will make the state estimation
deviate from the real value gradually. To solve this problem,
the measurements of GPS are introduced to compensate for
the influence of accumulated error on the system. According
to the above analysis, the IMA compensation fusion layer is
established, which is also the second layer in our framework.
First of all, we introduce the measurements of GPS, which
are subtracted from the navigation parameters calculated by
each IMU to acquire the corresponding error of every IMU,
then we take the average of the S 4 1 errors to compensate
for the fusion result of the IMA. Because GPS can’t provide
the attitude information, the measurements of GPS can only
compensate for the velocity and position obtained by IMA.
However, our experiments show that the drift of gyroscope is
very small after being calibrated. The error compensated for
IMA can be represented as,

AY = ((f’IMUO — Yeps) + (Ymu1 — Yops)
e (s = Tore)) /S + 1) 21)

where AY = [AVg, AVy, AVy, AL, A, Ah]T is the
state error compensated by GPS to the IMA. Y,MU, =
[VEIMUla Vi, Vomuis Limuis Avis bauil ', 0 = 0,
1,---,8)is the navigation parameter which is obtained from
the i-th IMU. In addition, ?GPS = [VEGPSs vNGpS, VUGPS»
I:Gpg, ;,Gps,ilcps]r is the navigation parameter which is
obtained from GPS.

Secondly, to improve the robustness of the system and
reduce the impact of a single local filter fault on the system,
we take the mean value of all filter results in IMA, and this
can also further improve the system accuracy.

Yiva = ((f’le — X1) + (Ymw2 — X1)

oot (Pws = R9)) /S 22)

where f’]MA represents the state of the UAV which is the

fusion result of the IMA before the error compensation
Finally, the fusion result of this layer, Y}3,, = [V,

Vimar Vomar Livas Muas h,MA]T, which eliminates the
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accumulated error can be described as follows,

Yia = Yina — AY (23)

D. THE GPS-IMA JOINT OPTIMIZATION LAYER

After error compensation, the positioning accuracy of IMA
fusion results is greatly improved. However, as time goes on,
the accuracy of the positioning result outputted by the IMA
compensation fusion layer will still slightly decrease, which
is related to the sensor properties of the IMU itself. In consid-
eration of this problem, the compensated IMA fusion results
are combined with the measurements of GPS to optimize
jointly by UKF, which is called the heterogeneous sensor data
fusion method of the top layer, i.e. the content of GPS-IMA
joint optimization layer.

Firstly, similar to the state-space model in the local filter,
the state-space model in the joint optimization layer is con-
structed as follows.

The state vector of the joint optimization layer, which is
similar to the description of the state vector of the local filter
but without the attitude, is defined as

X'(t)y=1[8Vy 8Vy 8V, SL s sW1T  (24)

Equation (4) erasing the attitude variable can be transformed
into the discrete-time process model of the X’,

X'(k)=f' X' k=1)+B k-l (k—1) +w'(k — 1) (25)

Also similar to the measurement model of the local filter,
the measurement model of the joint optimization layer can be
described as

Z'(k) = H' (k)X (k) + v/ (k) (26)
where, Z'(k) = I:VEIMA — VG, Vima — Vnaes. Vima —

. - - - T
Vuaes, P?;’IMA — PnGps, PEIMA — Pgcps, h;kMA - hGPS:I .

. - - T - - . T
I:VEGPSs VNGPs s VUGPS] and I:PNGPSa Pegps, hGPS] are
the velocity and position of the UAV, which are provided by
GPS. [Vima: Vamias V;}IMA]T and [PYua Phas hTMA]T
are the velocity and position of the UAV, which are pro-
vided by the IMA after error compensation. The measurement
matrix is H'(k) = diag ([ones(1, 3), Ry, Ry cos L, 1]).

Secondly, the state-space model composed of (25) and (26)
is substituted into the (8)—(20) to obtain the global opti-
mal state estimation X’ and the corresponding navigation
parameter is

Y*=V-X 27
where ¥ denotes the measured navigation parameter.

Finally, the attitude estimates in Y4 obtained from the
IMA compensation fusion layer is added to Y*.

Y* < [ $rma v s

Thus, the augmented Y™ is the output of the GPS-IMA joint
optimization layer, i.e. the navigation parameters outputted
by the whole UAV positioning system.

oNma  PuIMA
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lll. SIMULATION

In this section, the effectiveness of the proposed positioning
system is verified via the datasets. And comparative simula-
tion shows that our method can provide more accurate and
reliable positioning results for UAV.

A. DATASETS

According to the specifications of IMU and GPS which are
provided by the sensor manufacturers, the datasets are gener-
ated by numerical simulation. Note that, we assume that all
the measurements from the sensors have been synchronized.
The experimental navigation data is selected from the datasets
within a continuous period of 600s, which includes a variety
of maneuvers, such as climbing, turning, accelerating, decel-
erating, pitching, rolling, etc., as shown in Fig. 3. The number
of IMUs in the IMA is set to 5, and the number of samples
is 60000.

<10*
25

Altitude(m)

1 stat —7

123
122.98
122.96
Latitude(?) 422 122.94
42 12292
418 1229

Longitude(*)

FIGURE 3. Flight trajectory of the UAV.

B. COMPARATIVE SIMULATION ON DATASETS

1) CALCULATION OF CALIBRATION PARAMETERS OF IMA
As shown in Fig. 1 and Fig. 4, a real IMA was employed
for the calibration experiment using the method proposed in
[11], [22]. The IMA was placed inside the calibration device.
And the calibration parameters obtained are shown in Table 1,

where [Ka] ~ [Kc]. [8A] ~ [8G], [ég)]x ~ [ég)]x

FIGURE 4. The calibration device.

The ground truth in the datasets and the calibration param-
eters in Table 1 are used to generate the digital simulation
measurements of IMA.
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TABLE 1. Calibration parameter.

cali_param 1 2 3 4 5

Koy 0.997512] 0.996088 |0.996988 [0.997547 [ 0.996405
Kay 0.99996 | 0.997854 [0.999626(0.999938|1.000411
Ka, 1.005537| 1.01238 |1.0060431.0070161.001638
Va[m/s?] [-0.10427]-0.21078 |-0.20682[-0.30518 | -0.14069
Vy[m/s?] 10.325302]0.166577 |0.294312] 0.11771 [0.371709
V.[m/s?] [-0.12096[0.011041 | 0.05591 [0.325742]0.034028
0Az[rad -0.00132 |-3.09E-05-0.00343 | -0.00082 | -0.0034
0Ay[rad -0.00366 | 2.23E-05 | -0.00118 | 0.00252 [0.002145
0A;[rad -0.00534 | 0.00544 |-0.00239 [0.000897|0.003183
Eaglrad 0 0.001538 [ -0.00496 [ 0.000961 | -0.00269
Eaylrad 0 -0.00266 [0.001218| 0.00183 [0.002173
Eazlrad 0 -0.00375 [-0.00217 | -0.00522 | 0.000744
exlrad/s -0.50962 | -0.19083 |1.385679(-0.69993 | -1.31158
eylrad/s -0.39078 | -0.53295 |-0.07615 | -0.4628 |-0.65598
e.|rad/s 0.182876] -1.12176 |0.129852| -0.40753 [ 0.840208

To illustrate the importance of calibration, the calibration
results of a single IMU are attached here. Due to the space
limitation, the pitch error, east velocity error, and east position
error before and after the calibration of IMUOQ are shown
in Fig. 5-7.

g
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. . . . .
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Time(s)

FIGURE 5. Comparison of pitch angle errors before and after the
calibration of IMUO.
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FIGURE 6. Comparison of east velocity errors before and after the
calibration of IMUO.

From the above three figures, it can be seen that the attitude
angle, velocity, and position of the single-IMU will become
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FIGURE 7. Comparison of east position errors before and after the
calibration of IMUO.

very unreliable with the increase of time, if it is not calibrated.
For example, after the calibration, the drift of the east position
at 10s is reduced from 215m to 0.04731m compared with that
before the calibration. Therefore, the subsequent experimen-
tal data are all based on the measurements after the calibration
of the IMA.

2) COMPARISON OF THE PERFORMANCE OF THE
CALIBRATED IMA AND THAT OF THE CALIBRATED

SINGLE IMU

In this subsection, the calibrated IMA performance will be
evaluated and compared with the single IMU. To facilitate
comparative analysis, the magnitude of navigation parameter
estimation error is defined as [24],

|axl = /Ax2 + Ax + A (29)

where Axlz,:, Ax[%,, Ax[z/ represent the estimated error corre-
sponding to the east, north, and up directions, respectively.

The attitude error, velocity error and position error of the
IMA are compared with those of the single IMU. Note that
we set the measurement noise covariance of the single IMU
as one-fifth of that of the IMUs which make up the IMA, and
this means the measurement accuracy of the single IMU is
higher than that of the latter in the experimental comparison.
Since the inertia height channel is unstable, the height error
is omitted when the position error is compared in the experi-
ment. The experiment results are shown in Fig. 8-10.

It can be seen from the above figures that the navigation
parameters errors caused by the IMA is smaller than that
caused by a single IMU during the flight of UAV. However,
after a while, the error of the IMA will also be very large.
This is owing to that the position of the UAV is obtained
by integrating the acceleration twice, the navigation error is
inevitably accumulated all the time.

3) THE ERROR COMPENSATION AND THE FINAL
POSITIONING RESULTS

In this subsection, the GPS measurements are introduced into
IMA for error compensation to form the complete three-layer
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FIGURE 8. Comparison of attitude errors obtained by the single IMU and
the IMA.
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FIGURE 9. Comparison of velocity errors obtained by the single IMU and
the IMA.
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FIGURE 10. Comparison of position errors obtained by the single IMU
and the IMA.

data fusion system. Comparing with GPS-aided single IMU
and GPS, the proposed system can provide better positioning
results.

The comparison results of the position error obtained
by GPS-aided IMA before and after error compensation
are shown in Fig. 11, which shows that after the error
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FIGURE 11. Comparison of position errors obtained by the GPS-aided
IMA before and after error compensation.

compensation, the position error of the UAV does not con-
tinue to increase with time.

Finally, we compared the navigation errors of the UAV
equipped with GPS, GPS-aided single IMU and GPS-aided
IMA respectively. The experimental results are shown
in Fig. 12-13.

AT

GPS-aided IMA
PS-aided single IMU
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Velocity error(mis)
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FIGURE 12. Comparison of velocity errors obtained by GPS-aided IMA,
GPS-aided single IMU and GPS.
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FIGURE 13. Comparison of position errors obtained by GPS-aided IMA,
GPS-aided single IMU and GPS.
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It can be seen from the above two pictures that the posi-
tioning accuracy of UAV using GPS-aided IMA is the highest
among the three navigation methods. The Root Mean Squared
Error (RMSE) of the positioning results corresponding to the
three navigation methods is shown in Table 2.

TABLE 2. RMSE of the three navigation methods.

GPS GPS-aided single-IMU | GPS-aided IMA
Velocity | 50.1183 2.8559 1.2754
Position | 17.5023 19.4724 13.8255

IV. CONCLUSION

This paper has presented a novel positioning system of UAV
based on IMA-GPS three-layer data fusion. This method
has innovatively constructed a three-layer data fusion struc-
ture, which can effectively improve the accuracy and robust-
ness of UAV positioning. The simulation results have shown
that the proposed navigation system using GPS-aided IMA
can improve the accuracy of UAV positioning and greatly
improve the performance of the UAV positioning system
compared with the navigation system using GPS-aided single
IMU.

The future work will focus on the low dynamic motion, and
the IMA will be considered to be combined with a camera for
navigation and positioning, because the navigation accuracy
of a camera is higher than that of the GPS in the low dynamic
motion. We are also interested in the fault detection of IMA
in the system. When one or more IMU in IMA failed, IMA
can accurately detect the faulty unit and continue to com-
plete the positioning function according to the information
of the working IMU. In addition, we will also study on the
Cramér-Rao Bound (CRLB) for the sensor fusion problem.
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