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ABSTRACT Network survivability is the ability to maintain service continuity in the presence of failures.
This ability might be critical in times where large-scale failures occur, as in the case of disasters. In the past
years, Software Defined Networking (SDN) has shown a great potential to allow network programmability
by segregating the Control/Management Plane (C/M-Plane) from the forwarding or Data Plane (D-Plane).
The controller, a centralized entity, has an overview of the entire network under its domain, which allows it
to make informed routing decisions. However, the controller becomes a single-point-of-failure as network
devices will have limited knowledge if not connected to a controller. Moreover, in disaster situations, if the
affected area is considerably large, there is a high probability that more than a single controller will fail in
a short period. Various studies, either following a protection or restoration techniques, have been proposed
to address resiliency on SDN, but most of them only consider link or device failure; however, the failure of
various controllers due to a large-scale disaster is less explored. In this paper, we consider multi-controller
failure and propose a mechanism to reduce the non-operational network devices in disaster situations.
Preliminary results show that, by applying the proposed approach, it is possible to achieve substantial
improvements in network survivability, with considerably less cost of implementation than existing methods.
In particular, using simulation, we achieved a 20% decrease of non-operational devices at the C/M-Plane;
and an increase of 30% of success rate at the D-Plane, even if half of the controllers in the topology failed.

INDEX TERMS Disaster resilient networks, multi-controller failure, network management, SDN.

I. INTRODUCTION

Software Defined Networking (SDN), which segregates the
Control/Management Plane (C/M-Plane) from the forward-
ing or Data Plane (D-Plane) [1], has proven to be useful
in creating innovative and flexible solutions for managing
network resources. However, there are two major issues with
SDN-based solutions, the first of which being scalability [2],
and the second one being reliability of both the C/M- and
D-Plane. In terms of reliability at the C/M-Plane, the SDN
controller becomes a single-point-failure [3]. Although there
have been significant advances in tackling scalability, such as
the creation of distributed topologies with support to multiple
controllers, there are still some open issues with the proper
handling of Controller reliability [4].
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Soon after the release of OpenFlow (OF) [5], which was
the enabler of SDN, the community started to raise their
concerns about network failure recovery. However, initial
designs were implemented for single-link failures at the
D-Plane; wherein once the connection between two network
nodes is interrupted, the end-to-end path is recalculated so
that the transmission can resume; this process is called fast
restoration [6], which is the most straightforward mechanism
to recover from a failure in SDN. Of course, fast restora-
tion assumes that the network device is operational, and
for it to be connected to a controller that will compute an
alternative path. However, when the device is operational
but not connected to the controller, then the SDN-enabled
network device, by default, does not have enough knowledge
to recover from path failure. Thus, network devices must be
connected to a controller so that they can benefit from pro-
grammability. As a consequence, when the controller fails,
the options are not as straightforward.
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Therefore, this paper addresses the cases when one or more
controllers fail, and present a three-step mechanism to protect
the C/M-plane in SDN. Through simulation, we show that,
by applying the proposed approach, it is possible to reduce
the controller-device disruption and enable service continu-
ity. Preliminary results show an increase in the transmission
success rate at the D-plane, even in the presence of large-scale
failures.

In the remainder of this Section, we present a brief back-
ground and overview of network survivability on SDN. Then
in Section II, we present the related work and formulate
the target issues. In Section III, which is the main contri-
bution of this paper, we design a mechanism to maximize
service continuity in scenarios where multiple controllers
fail in SDN. The proposal was evaluated by simulation,
whose results are presented in Section IV, and we discuss its
implications/limitations in Section V. Finally, in Section VI,
we conclude this paper and devise some future directions for
this study.

A. SDN CONTROLLER CONNECTION AND RECOVERY
MECHANISMS

The control line, in the context of SDN, connects the con-
troller to the underlying network devices and can be of two
types: out-of-band and in-band. As depicted in Fig. 1a, in an
out-of-band connection, the traffic is sent via a dedicated line
connected through a management port in the device. On the
other hand, as shown in Fig. 1b, in an in-band connection,
the traffic is sent through a shared line with the data traf-
fic; therefore, the connection also uses intermediate network
devices to reach the controller.
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(a) Out-of-band (b) In-band

FIGURE 1. Out-of-band and In-band C/M-Plane connection.

Table 1 shows a brief description of these two mecha-
nisms and their characteristics. As observed, in terms of
scalability, since out-of-band connections require a module
in the device’s bare-metal connected to the SDN controller,
the maintenance cost is high if the topology requires redun-
dant links. By contrast, since in-band connections use the
D-Plane infrastructure, it has high scalability at no additional
cost, except for the additional traffic. Moreover, if one of
those links fails, it is not easy to restore out-of-band lines; by
contrast, in the case of in-band connections, it can be recon-
figured to traverse different paths in the available infrastruc-
ture. However, in-band connections have some drawbacks
regarding the availability and the security aspects, since those
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TABLE 1. Comparison between Out-of-band and In-band SDN
connections.

Feature Out-of-band In-band
Scalability Limited High
Cost Expensive No additional cost

Congestion overhead
Resiliency to failure
Bootstrapping mechanism
Security

Network size dependent
Restricted

Immediate

Less vulnerable

Configuration dependent
Configuration dependent
Configuration dependent
Vulnerable

will depend on the way they are configured. Therefore, it is
vital to find the appropriate type of connection, depending on
the application requirements.

Regardless of the nature of the connection (i.e., out-
of-band or in-band), when a controller fails, SDN-enabled
devices will contain the necessary information on how to
attempt reconnection. This process will depend on how the
protocol is implemented; for instance, OF specification [7]
states that the connection recovery process works as follows:

« Contact backup controllers: At this step, the network

device will try to contact a backup controller (or con-
trollers) based on a pre-planned configuration. However,
the protocol itself does not provide the mechanisms to
perform the hand-off between controllers; this process
should be handled by the network devices themselves,
which has proven to be a complex task [3].
« Enter Fail mode: If the device cannot reconnect to any
backup controller, then the device will enter into either
Fail secure mode or Fail standalone mode. In the first
case, packets and messages destined to the failed con-
troller will be dropped, and the D-Plane rules installed
on the device will continue to apply until they expire
as set up in their configuration. In standalone mode,
the device will act as a legacy device, in which case it
loses all the SDN programmability; moreover, this mode
is only enabled in devices that support hybrid mode (i.e.,
OF and Legacy).
Additionally, it is also possible to use Auxiliary connec-
tions, which are created to improve the device processing
performance by using parallel connections to the controller.
However, if the main control line fails, then the auxiliary
connections also fail.

B. PROTECTION AND RESTORATION MECHANISMS FOR
NETWORK SURVIVABILITY

Network survivability, which refers to the capability of a
network to maintain service continuity in the presence of
failures [8], is an important feature for Quality of Service
(QoS). However, despite the significant advances in terms of
network technologies and techniques, it is still a challenging
task. There are different mechanisms to ensure survivability
based on the technologies used and in which layers they are
applied. However, there is an additional complication in SDN
as it needs to maintain the survivability of both the C/M-
and D-Plane [9]. In the D-Plane, traditional mechanisms
can handle, with relative ease, flexible solutions [10], [11];
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However, most of them assume a constant C/M-plane con-
nection. These mechanisms fall into one, or a combination,
of the following categories:

« Restoration Mechanisms: This type of approach is, for
the most part, reactive. The recovery mechanisms com-
prised into this category (e.g., path re-routing) can be
either pre-planned or dynamically calculated after the
failure occurs; therefore, additional time and computa-
tion are needed for the implementation.

o Protection Mechanisms: This type of approach is proac-
tive; the recovery mechanisms under this category are
always pre-planned. Therefore, the contingency steps
can be applied immediately after the failure is detected.
However, this will presuppose additionally reserved
space in the device memory that might never be used.

Fig. 2 describes the time-line of failure recovery in pro-

tection and restoration mechanisms; as observed, the recov-
ery process can be structured as follows: In the first step,
detection, the mechanism should provide the means to detect
a failure, which can take a considerable amount of time. Next,
in the restoration step, a set of actions are calculated (in
reactive approaches) or selected (in proactive approaches).
Finally, in the restitution step, one of the available solutions
must be implemented to devices so that the network can
continue its operation. The service outage time will vary
depending on the effectiveness of these steps.

[ Detection
[ Restoration
[ Restitution
Operational Outage Operational
=-n t=0 (failure) t=n
Time
(a) Protection Recovery Timeline.
[ Detection
[] Restoration
[ Restitution
Operational Outage Op.
t=-n t=0 (failure) t=n
Time

(b) Restoration Recovery Timeline.

FIGURE 2. Recovery process timeline in protection and restoration
mechanisms.

However, in case of a large-scale failure (e.g., a disaster),
a few seconds can make a big difference. As a reference,
the Great East Japanese Earthquake in 2011 showed unprece-
dented losses not only in infrastructure but also in human
lives. In terms of infrastructure, there were tens of thousands
of base stations suspended/damaged, millions of telecom-
munication lines interrupted, and tens of exchange buildings
unusable [12]-[14], which were restored several months after
the disaster. Thus, it is crucial to take into account these events
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when building a comprehensive solution for service resilience
in SDN.

Therefore, being the connection to the controller vital
for adequately provide service resilience and continuity in
SDN-based applications, this paper focuses on how to ensure
reliable communication at the C/M-Plane so that the service
at the D-Plane can continue in as much as possible, despite the
failure of one or multiple controllers. The main hypothesis
is that by ensuring the controller connection, the overall
network survivability can improve.

Il. RELATED WORK AND TARGET ISSUES

A. RELATED WORK ON SDN RESILIENCY

To the best of our knowledge, multi-controller failure in
SDN has not been addressed yet; therefore, in this section,
we present a summary of representative studies on SDN
resiliency.

Sharma et al. [11] is considered a seminal work on fail-
ure recovery for the C/M- and D-Plane. To achieve the
highly demanding carrier-grade network quality [15], [16],
the authors presented a fast failure recovery of both restora-
tion and protection mechanisms; however, only protection
mechanisms (proactive), for both the control and data traf-
fic, can achieve those requirements. Following the same
re-routing approach, Hu et al. [17] presented a mechanism
that is handled directly by network devices called: local re-
routing and constrained reverse forwarding where the device
searches for the closest controller based on the defined num-
ber of hops to reach the controller. Although these studies
shed light on developing the field, they only take into account
single link failures, and controller failure was not discussed.

On the other hand, other authors proposed hybrid
approaches that embed additional modules for resilience
to SDN-enabled devices. For instance, Omizo et al. pre-
sented ResilientFlow [18] that uses protection and restoration
for multi-link failures; additionally, a self-healing mech-
anism for devices that have lost connection to the con-
troller in an OSPF-like module embedded in each device.
Osman et al. presented Hybrid SDN [19], which also embeds
additional modules in each device, by adding a distributed
light controller triggered by the loss-percentage on each
link. These approaches have various advantages, but the
convergence time and control traffic overhead are significant.
Additionally, deploying modifications on devices at a large
scale would be challenging.

Asadujjaman et al. [20], proposed an innovative mecha-
nism entitled Fast Control Channel Recovery for Resilient
In-band OF Networks; their approach consists of protect-
ing the Switch-to-controller (S2C) and controller-to-switch
(C2S) communication. To do so, they use a logical ring
topology with source-routed forwarding. Gorkemli, et al. [21]
presented a Dynamic Control Plane for SDN at Scale that
includes on-the-fly dynamic load balancing of control traffic
using a hybrid out-of-band and in-band connection. These
proposals are visionary, but still challenging to implement
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and deploy, as they will require functions that are not widely
available in current controllers or devices.

It is also worth mentioning that there are authors,
as in [22]-[28], that propose resiliency by design. These
approaches imply, for instance, strategically position the con-
troller within the network so that the fail-over mechanisms
are more robust to failures. However, in the case of disasters,
itis challenging to foresee all possible failure cases, rendering
these solutions impractical. For instance, Astaneh and Hey-
dari [25] presented an analytical approach to minimize the
number of operations in multi-link failure scenarios, but only
for a reduced number of links. Hirayama et al. [26] presented
a Distributed SDN C-Plane for Large-Scale Disruption and
Restoration mechanism by partitioning the network devices
into groups managed by different controllers so that in case
of a failure, the control plane is merged to the surviving
controller. Although the results were promising, the failure
detection mechanism takes a long time to converge, causing
a long delay in service restitution. Moazzeni et al. [27] pre-
sented a detection and recovery mechanism for clustered con-
trollers in distributed environments, which take over control
of orphan devices when these fail. However, their selection of
the coordinator controller might not be effective when various
controllers fail in a short period.

Finally, Xie er al. [28] proposed an approach that uses
Multiple Routing Configurations (MRC), which prepares
multiple backup topologies and selects the proper backup
topology based on the current network failure state. How-
ever, even if the idea is interesting, calculating all possible
outcomes will not only constitute a high computation cost,
but these calculations also will not be practical if the network
topology changes in a fast rate or if the disrupted area is of
considerable size.

Table 2 shows a comparison summary of the related work
compared to this study.

TABLE 2. Comparison of related work features.

i 8
Work Scopet Typef Impl°® Conn*  Scale® Failure Coverage

Link  Device  Controller

[11] cD PR c I Vv

[17] D R D I Vv

[18] c R cD 1O Vi v

[19] c R cD 1O Vv

[20] c P D I Vv Vv

[21] c R c I Vv Vv

[23] D P c 1 Vv

[22] C R C (o) V4 4
[24] D P C (0] v V4 Vv

[25] D R C I v Vv Vv

[26] C R CD 1O A Vv v v
[28] D R D 1O v v

271 c R c 1O N N
Our CD P C 1.0 VA v Vv V4

T Scope of application of the approach: C=C/M-Plane, D=D-Plane.

1 Type of Recovery approach: P=Proactive, R=Reactive.

< Scope of Implementation: C=Controller, D=Device.

* Type of connection to the controller: I=In-band, O=Out-of-band.

o Check mark if the approach tackles large-scale failures.

§ Check mark if the approach covers link, device, and controller respectively.

B. TARGET ISSUES
From the related work presented in the preceding section,
the target issues are summarized as follows:
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o (P1) Traditional approaches are not effective in recov-
ering from failures: Restoration mechanisms (which are
mostly reactive) are more useful to maximize connectiv-
ity, but the processing and implementation cost is high.
On the other hand, proactive protection mechanisms are
adequate to avoid disconnection, but it takes unneces-
sary memory of non-involved devices.

e (P2) Large-scale failures are still not adequately con-
sidered: When several links and network devices fail
at the same time, or when various controllers fail in a
short period, current approaches cannot handle service
continuity.

This study complements and extends the existing work
by considering the above issues, and proposes a controller
connection resilience mechanism to allow service continuity
in case of disasters.

Ill. PROPOSED RESILIENT SDN C/M-PLANE
COMMUNICATION

A. PRELIMINARY CONSIDERATIONS

Given that current approaches, which follow traditional pro-
tection and restoration mechanisms, might not be able to
handle large-scale failure of networking elements in disaster
situations, the proposed approach presents a pragmatic solu-
tion based on the following considerations:

« Prevent before suffering: Early warning systems might
greatly benefit from preparing for failure. In normal
conditions, it is difficult to predict a network failure;
however, there have been significant improvements in
early alert warnings in case of disasters. For instance,
the impact of an earthquake can be predicted within
few seconds after the first wave [31], while in other types
of disasters can be done long in advance (e.g., minutes
for tsunami or hours for hurricanes).

o Use the available connections: Take advantage of the
available methods to connect a network device to a con-
troller, namely out-of-band and in-band, and use them
according to the availability. Since network topologies in
SDN are constrained to one or few out-of-band lines per
device, prioritize their usage first and then use in-band
connections.

o Find the trade-off between restoration and protection
mechanism: While restoration mechanisms may take a
long time to calculate a solution when the failure is
detected, protection mechanisms take more space on the
devices’ memory.

B. NETWORK MODEL

The network model consists of an acyclic weighted graph
G (V, E) where V is the set of nodes {v; | i € N A i > 0} that
represents the SDN-enabled network devices (i.e., switches
and routers) with a known position (x;, y;), and E is the set
of edges {e;j =e¢;;|i,j e NAi,j > 0A i #j} between two
nodes v;, v; € V which represents the physical links at the
D-Plane. Moreover, each edge e; j = ¢;; € E has an associ-
ated bandwidth b; ; > 0 and a cost ¢; j > 0. In the case of b;
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each edge will have a maximum bandwidth defined by the
capacity of the physical link. However, ¢; ; can adopt various
values according to the property used in the calculation,
for instance, it may be related to the remaining bandwidth,
the delay, or the failure risk.

From the set of nodes V, two nodes s and ¢ € V represent
the source and destination respectively. A path p;; is the
shortest path from s to ¢, and is represented by a set of
edges e;; such that the initial and last edges are e, and
ey, respectively. For instance, in the simple scheme shown
in Fig. 3, the path pg 3, represented by the black dotted
double-headed arrow line in Fig. 3, is defined as pg3 =
{es,7, €7,3}. The cost of a path PC;; is defined, as shown
in (1), by the summation of the cost of all the edges comprised
m pyg.¢.

PCyi= ) @ij ey

€ij EPs,t

<—> Inter-domain connection (O Network Device

O Network Device directly
connected to a Controller

. Controller
— Data connection

—> Closest physical connection
<-----»> Path between two devices

—————— Out-of-Band connection

C/M-Plane

(x1,1)

D-Plane

FIGURE 3. C/M- and D-Plane network model sample.

At the C/M-plane, a graph G’ (C, Dy, Z,,) where C is the
set of SDN-controllers with nodes {c,, |[m €e NAm =i <—
v; encompasses a controller}, so that if the node vi € V is
directly/physically connected to a controller then 3 ¢; (i.e.,
hosted on-premises physical servers in the closest data center
where the controller is located), this relationship is repre-
sented by the red arrow in Fig. 3. For instance, in the small
sample, the set C is comprised by ¢ and c¢. Moreover, the set
D,,, which represents the Domain of ¢,, is comprised by all the
nodes v; € V that are controlled by the SDN-controller cy.
For instance, the domain D; of the controller ¢; in Fig. 3 is
defined as D = {v;, v2, v4}.

In the case of the connection from the controller to net-
work devices (C2D), which is equivalent to the network
device to controller (D2C) connection, the super set Z rep-
resents the sets of out-of-band (0O,,) and in-band (/,,) con-
nections for each controller ¢, € C to each node in its
domain D,,. Each element z.,,; = zi¢, € Zn is a defined
as z¢,,.i = Oc,,.iY1., ;. Note that this study assumes that there
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is only one out-of-band controller connection |O,,, ;| = 1 and
is represented by the blue dotted lines in Fig. 3; however, there
might be a number (k) of in-band connections |/, ;| = k

which is, in principle, the k different paths with the minimum
cost from ¢, to v; € Dy,, as shown in (2).

k
Ie,i = {{J Pe.i | Min(PCoypi) A eyl # Peydns1}
n=1
©)

For the inter-domain communication, represented by the
green double-headed arrow line in Fig. 3, the connection is
th? .sh(.)rtest path p; ; from v;(c;) to vj(cj) such that PC;; is
minimized.

C. PROBLEM FORMULATION

Assume that F is a set of failed controllers (F C C), such that
F is not empty (F # (J) due to an unexpected disaster within
an affected area A. Consequently the network devices in the
domain D; of ¢; € F lose out-of-band (O;) and in-band (/;)
connectivity to ¢; at the C/M-Plane. Moreover, at the D-Plane
the network devices v; € V and the associated links e; ; within
the affected area A will also fail, rendering the data-flows
(Py,r) traversing paths p;; through those devices unusable.
Let that set of failed flows be Fs; C Py ,; since there are
devices v*; € D; which are not affected by A, the operation of
flows F*s; = Ps;NFs,; should continue as much as possible.
However, the devices v*; cannot request an updated path to ¢;
due to connectivity loss; therefore, those devices need to try to
reconnect to any alternative controller (k) and then recalculate
the paths of the failed data-flows.

We formulate the problem as shown in (3):

. . 1o
min min E E PCj . x;
ieV* v

Vi,cpeD*y i,jeE*

+ Z Z PCS,IY?}

Vs,teFy, i, jeE*

§ E 1
+ PCS,[Z?']'
Vs,teF*g, i,jeE*
ick st _st
xij 7)’,:,',11'/'7 S {071}
P y 2 1, if Xie,, Ysr» 2r traverses e;
A A 0, otherwise

Xicy» Yst» Zst»  are the safest path

3

where the first term refers to the C/M-Plane, the objective
would be to maintain the connectivity to the closest k > 1
controllers, such that the cost of establishing those new con-
nections using the safest paths in the surviving edges E*
should be minimized. The second and third terms, refer to
the cost to maintain the connectivity of the D-Plane flows of
the failed data-flows F ; (in the first case) and the surviving
flows that might fail in a near-future F*;; (in the second
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case) by redirecting the flows through the safest paths. Note
that, for simplicity, we refer to the safest path as the one that
traverses devices and edges outside A.

D. DISASTER MODEL

The impact of a disaster, and the failure of devices, will
depend on several factors, which would make it challenging
to model a realistic disaster scenario; thus, for simplicity, this
study assumes a basic approach.

The disaster model will consist of a circular-shaped disas-
ter with a given epicenter € with a foreseen maximum damage
radio 1y as similarly done in related work [25], [26], and
whose initial design was presented in previous work [29].
The disaster area expands from € homogeneously at speed s,
so that a device v; or the links attached to the device will fail
if the Euclidean distance from the node d,,; or a link d,; is
within the affected radio r;, as shown in Fig. 4.

FIGURE 4. Disaster failure model.

Moreover, the expected time to failure (TTF) for the node
and link denoted by 7), and T,; for the node v; and link
e; j respectively, depends on the speed at which the disaster
expands from € and is determined as shown in (4) below.

T,, = At +d,,/s

4
Te,; = At + de[.’_//s

where At represents the prediction time by the early alert for
the expected failure, and the proposed approach assumes that
the disaster will expands from time r = At towards the area of
the circle. So that, if the disaster area at a time #; with a radius
ry, reaches a node v € V, that node will fail as well as all the
connections attached to it (both at the D-, and C/M-Plane).
Moreover, if the node v; fails and encompasses a controller c¢;,
then all the control lines Z; of ¢; are also disconnected.

E. CONTROLLER PLACEMENT AND CONTROLLER
ASSIGNMENT

The location of the controller is a critical factor that will
determine the survivability of the network devices under its
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domain; therefore, it should be carefully considered. The
Controller Placement Problem has been identified as an
NP-hard problem [32], and several mechanisms have been
proposed over the years [33]. However, due to the disaster
unpredictability (e.g., position, scale), rather than formulating
the optimal controller placement and assignment (which is
outside the scope of this study), for simplicity, we adopt a
randomized approach. In this approach, we assume that all
controllers are randomly associated with node v; € V, ran-
domly located at (x;, y;). Moreover, the domain assignment
is based on the distance to each controller, as described in
Algorithm 1. As observed, initially, a k number of controllers
is randomly selected from the set of nodes in V. Then,
all nodes v € V are assigned to a controller ¢ € C,
obtained by the function selectMinDistance (at line 7), which
compares the Euclidean distance from the device to each of
the controllers. As a result of this initial assignment, each
device belongs to a domain connected via an out-of-band link.

Algorithm 1 Controller Placement and Domain Assignment

1: function serINrTIALCONTROLLERSTATE(K, G, G”)
2: C<4¢
for(i=0;i <k;i++)do
¢; < selectRandom(v € V)
end for
for eachv € V do
¢’ <« selectMinDistance(v, C)
Dy, Uv
Oy Uoy,,
10: end for
11: end function

R A

Note that, the only restriction on the assignment is the
distance; however, this could be easily extended to limit
other parameters, i.e., the maximum distance to the controller,
or the maximum number of network devices to a single
controller. Nevertheless, based on preliminary experiments,
the average number of devices assigned to each controller is
reasonably and homogeneously distributed.

F. DESIGN AND OVERVIEW OF THE PROPOSED
APPROACH

Based on the elements presented in the preceding sections,
the proposal consists of a three-stage mechanism to solve the
target issues in Section II-B, namely:

o Controller Disconnection Avoidance (CDA)
o Data Communication Protection (DCP)
« Disaster Impact Monitoring (DIM)

1) CONTROLLER DISCONNECTION AVOIDANCE (CDA)

Fig. 5 depicts the proposed timeline, which starts at time Az
(early alert) by calculating the restoration procedure and
applying it before the expected failure (r = 0). The pri-
mary goal of this stage is to avoid the disconnection of the
controller; to this aim, a determined number of k alternative
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FIGURE 5. Recovery process timeline in the proposed approach.

control-lines are calculated around the disaster perimeter to
the k-nearest controllers. Since it will be difficult to estab-
lish alternative unplanned out-of-band lines instantaneously,
in-band connections are used as the preferred controller con-
nection method. However, in case additional out-of-band
lines are available per device, this stage would also consider
those connections as the highest priority.

RFI; = M 5)

Tmax
The main function is described in Algorithm 2, and the
overall process works as follows:

o Step 1: Atline 3, the first task at this phase is to calculate
which of the controllers is vulnerable, to do so, the Risk
Factor Index (RFI) is calculated for all controllers
¢ € C which are within the maximum expected disaster

area (7 r,%wx) from the epicenter € as defined in (5),
i.e., the Euclidean distance from the controller to the epi-
center. This process, called getVulnerableControllers,
is described in Algorithm 3, in case a controller has an
RIF < 1, then it is within this area.

o Step 2: For each of those vulnerable controllers, the next
step is to determine the k closest controllers by the
function getkClosestControllers at line 5, where k is a
given number of alternative controllers, and the function
fetches the ones that are not vulnerable, avoiding, there-
fore, the affected area.

o Step 3: As the next step (at line 8 in Algorithm 2),
alternative in-band paths are calculated around the dis-
aster area to the k closest controllers (Region-Disjoint).
Moreover, to decrease the probability of having various
connections passing by the same links, it is also neces-
sary to calculate maximum disjoint paths to the alterna-
tive controllers. However, since the region-disjoint paths
problem is known to be NP-hard [35], and the maximum
disjoint paths an NP-complete problem [36], [37], this
study proposes a heuristic based on the well-known
Floyd-Warshall [38] algorithm, which is a dynamic
programming method used to find the shortest paths of
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Algorithm 2 Function to Select the Paths From All Vulnera-
ble Nodes to Alternative Safe Controllers
1: function serAcrernaTivECoNTROLLERSPATH(G, G, k, €,

Timax)
2 paths <
3: vulnerableControllers < getVulnerableControllers(
C, €, max)
4: for each ¢ € vulnerableControllers do
5: alternativeControllers <— getkClosest
Controllers(c, C, k, €, rpax)

6: for each altC € alternativeControllers do

7: for eachv € D. do

8: getAllDisjointPaths (G, €, 1y, allPaths,

adjMatrix)
o: path < getBestPath(v, altC, allPaths,
adjMatrix, E)
10: if (path = () then
11: path < getDijkstraShortestPath(v,
altC, allPaths, adjMatrix, E)

12: end if
13: paths U path

14: end for

15: end for
16: end for
17: return paths

18: end function

all pairs of vertices v € V. As observed in Algorithm 4,
the adjacency matrix is calculated based on the D-Plane
RFI of the links. Note that (at lines 15-23 of Algo-
rithm 4) in case any of the nodes that comprise the edge
is within the affected area, then the edge is vulnerable
and therefore avoided. It is also worth mentioning that
a constant « is added to RFI,,; (at line 26). The value
of « varies according to the stage and the number of
connections going through the edge; therefore, the more
parallel connections, the higher the cost of that edge.
Note that (at line 37 of Algorithm 4), this cost is assigned
as the initial cost of the links, which will be updated in
the next phase, but in case the At is very short, there will

Algorithm 3 Function to Select the Vulnerable Controllers
Within the Affected Area

1: function 6eTVULNERABLECONTROLLERS(C, €, Fiyax)
2 vulnerableControllers < ()

3 for each c € C do

4 RFI, < 149l

5: if RFI. < 1 then
6:
7

8

vulnerableControllers U ¢
end if
end for
9: return vulnerableControllers
10: end function
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Algorithm 4 Function to Calculate the Region Disjoint and
Max-Disjoint Paths

1: function cerALLDisioiNtPaTaS( G, €, Fypay, allPaths,

adjMatrix)
2: n < V|
3: adjMatrix , allPaths <
4: for(i=0;i<n;i++)do
5: for ((j=0;j <n;j++)do
6: if i = j then
7: allPaths; j , adjMatrix;j < 0
8: else
9: allPaths; j < —1
10: adjMatrix; j < 00
11: end if
12: end for
13: end for
14: for each ¢ € E do
15: i < e.getSourceVertex()
16: J < e.getDestinationVertex()
17: RFI; < —Hdiv”’e)”
18: RFI; < w
19: vulnerableVertex < false
20: if (RFI; <1V RFI; < 1) then
21: vulnerableVertex < true
22: end if
23: RFI,;; < 00
24: numberOfConnections <«
e.getConnectionNumber ()
25: if !(vulnerableVertex) then
> The RFI calculation changes in each stage
26: RFl,;; < o + numberOfConnections
27: end if
28: adjMatrix; j, adjMatrix; j < RFIel..j
29: allPaths; j < j
30: allPaths;; < i
31 end for
32: for (k =0k <n;k++)do
33: for(i=0;i<n;i++)do
34: forG=0;j<nj++)do
35: if (adjMatrix; ., adjMatrixy j # 00

A adjMatrix; j >
adjMatrix j N i # j) then

adjMatrix; x +

36: adjMatrix; j < adjMatrix; ;+
adiMatrixy j

37: @ij < adjMatrix;

38: allPaths; j < allPaths; i

39: end if

40: end for

41: end for

42: end for

43: end function

at least have an initial value. As a result of this step, this
function will return all the paths in the matrix allPaths.
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o Step 4: From the previous step, the paths with the
lowest cost will be assigned from all the nodes v in the
domain of vulnerable controllers D, to the k nearest safe
controllers (at line 9 in Algorithm 2). The path selection
is performed by the function getBestPath, which is
described in Algorithm 5; however, in case there are
no available paths with those characteristics, then the
shortest paths are used instead, which are calculated by
the well-known Dijkstra’s algorithm (as shown at line
10-12 in Algorithm 2). Finally, the resulting paths will
be added to the set of in-band connections I, ; of the
network device v;, and the alternative controller c,,.

Algorithm 5 Function to Select Best Path From a Source to
a Destination Vertex

1: function cetBestParu(s, f, allPaths, adjMatrix, E)

2: bestEdges < ()

3 if (adjMatrix;; < 0.1) then

4 return ¢

5: else

6 nextV <« @

7 for (nextVertex = s; nextVertex # t;

nextVertex = allPathsuexiVertex,:) d0

8: if (allPaths,extveriex,: > 0) then

9: bestEdges U enextVertex .t
10: nextVertex,1 -addInBandController (t)
11: end if

12: end for

13: end if
14: if (bestEdges = () then

15: return ¢
16: else

17: return bestEdges

18: end if

19: end function

For instance, consider the scenario depicted in Fig. 6,
which shows the Science Information NETwork
(SINETS) [34] of Japan, at time At the controller ¢ is within
the maximum expected affected area. Therefore, alternative
in-band lines need to be established in all the devices which
are in the domain of c;. Assume the node v; (depicted in
dark blue in Fig. 6) is part of the domain of c¢j, moreover,
the number of alternative controllers is k = 2. Therefore, it is
necessary to calculate two alternative in-band connections
to controllers ¢; and c3, which are the closest to ¢; outside
the maximum expected disaster area. However, if the shortest
path is selected as the traditional methods would do (Shown
as the cyan arrows in Fig. 6), when the disaster area reaches
the nodes and edges that traverse those paths (i.e., v2) they
will not be usable anymore; leaving v; disconnected to any
controller and therefore non-operational. On the other hand,
the proposed approach uses the paths that will not be affected
by the disaster (Region-disjoint) by using the paths through
v3 (shown as the magenta arrows in Fig. 6). Finally, note that
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° Node (Network Device)
L] Alternative controller 1

Alternative controller 2
®  Migrating node
° Damaged node
Data connection
—— Damaged data connection
Shortest path
—> CDA path

Disaster Area

FIGURE 6. CDA phase sample on SINET5 [34].

on v4, one of the paths goes through vs instead of using the
same paths (max-disjoint paths).

2) DATA COMMUNICATION PROTECTION (DCP)

Once the C/M-Plane has been ensured in the CDA phase,
there will be at least one alternative connection to the con-
troller, either via an out-of-band or through in-band connec-
tions to alternative controllers. The primary goal of this phase
is to protect the Data Communication by updating the Risk
Factor Index (RFI) of all the edges in the expected affected
area so that the traffic traversing the links can be aware of
the risk of continuing the service through the paths involving
these edges. To this aim, we use Algorithm 4 to calculate the
safest paths; however, at this phase, the RFIe,.J. is calculated
as shown in (6).

RFI,, = RFI) = Ty (6)
' " Tinax
where T, ; is the expected time of failure of ¢; ; after the early
alert at At, and T,y is the time of the disaster to expand from
€ 10 Iyygx . Thus, this value can alert the upper layers or routing
algorithms of the risk. It is also worth noting that this process
is only performed once in this phase.

3) DISASTER IMPACT MONITORING (DIM)

Finally, at the expected failure (+ = 0), this phase monitors
the impact of the disaster by periodically updating the RFI
based on the state of the network and the progress of the
disaster. Typdare gives the update interval, and it is performed a
given maximum check-points n > 1, which might depend on
the type of disaster (i.e., an earthquake could have a shorter
interval but fewer check-points). The check-point time #,,
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FIGURE 7. Timeline of the expected time to failure for an edge in the DIM
phase.

as shown in Fig. 7, will determine the monitoring area from
the epicenter ¢ to the affected radius r;, and update the RFI 2,
(in Algorithm 4) as described in (7).
RFIg__ _ Tei_j_n X Tupdate )
" n X Typdate

When RFIQ-,, < 1, then the edge e¢;; has become non-
operational, and therefore removed from set E of available
edges, so that at time (n + 1) of the RFI of this edge will be
RFIJT = ¢ = o0.

At this stage, if the node is still active, then from the set of
paths P{ , at time n, the set of failed paths F', C P{, defined
as in (8), contains all the paths that need to be re-routed, since
the data-flows must continue to transmit as much as possible.

F¢y ={psileij=eji € psi A RFI; <1} (®)

Of course, in case the node is not active, and there is no
path to replace the failed ones, then the data transmissions
will fail.

Note that, the heaviest procedure on the proposed solution
is the search of paths between all pairs of Algorithm 4, which
is based Floyd-Warshall [38], the time and space complexity
would be of order O(k - |V|3) and O(k - |V|2) respectively as
the upper limit. Although it might not seem asymptotically
optimal or better than traditional Dijkstra-based approaches,
it runs better in practice [39].

IV. EVALUATION

Due to known limitations in emulated and simulated envi-
ronments concerning the C/M-Plane properties, such as the
support for multiple-controllers, support for multiple out-of-
band/in-band connections, among others. This study uses a
custom-made simulation in Java to show the feasibility and
effectiveness of the proposed approach. The nodes and links
were modeled to implement the most primitive properties
and functions; therefore, we leave the exploration of a more
comprehensive implementation in a more standard setting as
future work.

A. EXPERIMENT SETUP

The environment simulates an earthquake with a simple cir-
cular pattern as the disaster area with an affected radius
and speed of propagation, as described in Table 3, which
also describes the other parameters. The experiments were
conducted in a virtual machine using Ubuntu 16.04 LTS,
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TABLE 3. Experimental parameters.

Parameter

Value

Topology

Gabriel graphs [40] (neigh-
boring distance 10 Km)

Bandwidth (b; ;) 1000 Mbps
Test Surface 30 x 20 km?
# of Nodes 200

# of Flows (transmissions) 25 per test

Amount of data per Flows

Randomly set from 1 to

4 GB per flow
# Controllers 10
Early alert (At) 100 s
Checkpoint time (T%pdate) 30s
Maximum affected radius (rpqz) 5 km

Disaster propagation speed (s)

50, 100, 150, and 500 m/s

Number of Alternative Controllers (k) 2

with six CPUs Intel Xeon(R) E5-2650 v4 @ 2.20 GHz and
16 GB of memory. Synthetic Gabriel graphs [40] were used
to create the network topology since, as shown in [41],
it creates the closest structure geographic models compared
with physical networks, such as the ones available in public
datasets [42]. For every run in the experiment, a new topology
is created, and each node is assigned to a single controller,
as described in Section III-E.

B. ASSUMPTIONS
Note that this study assumes the following points:

The detection time of failure is instantaneous, which in
real devices might take some considerable time depend-
ing on the detection mechanism.

The controller-line handover is instantaneous so that if a
controller line fails, the next one will be selected. If none
are available, then the network device has no connection
to any controller (either using out-of-band or in-band),
then the device is non-operable.

The inter-domain hand-off, which refers to the change
from a controller to another one, is also assumed to occur
instantaneously.

The out-of-band connection will only fail if one of the
devices fails, which will simplify the possible failure for
reasons other than the disaster.

The implementation of all the operation takes no
time, the time that takes to implement a solution will
vary according to the device specifications, the type,
or the number of operations. However, to simplify the
model, this variable was not considered in the current
simulation.

C. COMPARISON METRICS AND APPROACHES
Regarding the benchmark approaches, the experiments were
performed using the following ones:
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1) Proactive: In this approach, which represents the basic
protection mechanism, all the alternative controllers
and their paths are pre-planned and installed in all
devices. In case of failure of one of the controllers,
all its dependent network devices will try to use the
alternative connections to the alternative. In principle,
the best alternative will be the k closest controllers
using the shortest paths.

2) Reactive: This approach represents the basic restora-

tion mechanism, which calculates the possible alter-
native controllers and their paths immediately after a
failure is detected. As it was in the case of the Proactive
approach, the criteria to select the alternatives will be
the closest controllers using the shortest paths.

3) Proposed: This approach is the proposed scheme,

which implements the functions described in

Section III.

Moreover, the following parameters were measured as the
metrics to test the feasibility and effectiveness of the proposed
approach:

« Percentage of non-operational nodes (W), which

refers to the number of network devices that did not fail,
but they are not connected to any controller, as defined
in (9):
o= (Total — Non-operational — failed)
B Total

100 (9)

« Implementation cost (), although this metric can

involve various other forms, for simplicity, A will be
computed based on the number of paths calculated as
defined in (10):

A = (# involved devices + # recalculated paths) - k
(10)

However, this metric can be used to build up more elab-
orated ones, which may imply, e.g., the implementation
time, path lengths, among others.

o Completion rate (I'y,cess), Which refers to the number

of successful transmissions a the D-Plane over all the
initiated flows from the early alert (Af), as defined
in (11):

# of successful transmissions

ro_ 11
success # of total transmissions (an

Note that, since this metric evaluates the D-Plane,
there are many possible variations on the parameters
described in Table 3. However, for these preliminary
experiments, we are only considering the disaster prop-
agation speed (s).

D. EXPERIMENT PROCEDURE
The procedure of the experiment was as follows:
o Attime r = At¢: To simulate the background traffic, all

the edges are assigned a randomly available bandwidth
(b;j) from 500 to 1000 Mbps. Then, 25 transmissions
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are initiated from different sources (s) to various destina-
tions (¢) regardless of their position, creating, therefore,
the set of current transmissions (Py ;).

o Attime t = 0: At this instant of time, the disaster starts
to spread using the model described in Section III-D.

o Attimetr =1, 2,3, ..., n: The status of the nodes and
edges are updated every check-point time defined by
Tupdate-

o At time f,4: When the disaster has reached its maxi-
mum area, the experiment concludes and all the vari-
ables are collected.

This process was repeated hundreds of times; for each run,
a new topology was created, new devices were designated as
controllers with their respective domain, and the epicenter of
the disaster changed the position as defined in the process of
Algorithm 1. However, since the main focus in this paper is
to investigate the effect of multi-controller failure, we only
collect the data of those cases when there was at least one
failed controller within the disaster area.

E. RESULTS

1) NON-OPERATIONAL NODES (¥)

Regarding the amount of non-operational nodes, active nodes
but not connected to any controller, Fig. 8 shows a com-
parison of the results obtained by each of the approaches.
As observed, the proposed method got the lowest percent-
age of non-operational nodes, which will allow the surviv-
ing nodes to continue the transmission even if its initially
assigned controller failed. Note that the obtained percentage
was from the total of nodes in the topology. In the case of
the Reactive approach, when five controllers failed, as high
as 20% of the nodes were non-operational; additionally,
20 to 25% nodes failed due to the disaster, therefore, around
half of the devices were unusable. This can significantly
affect the whole network and the services running on top of it.

B Proactive = Reactive ™ Proposed |

il

Number of Failed Controllers

—_ —_ [\ N
(=] w (=) W
' ' '

Non-operational Nodes [%]
wn

Likh

1

(=]

FIGURE 8. Percentage of non-operational nodes per approach.

2) IMPLEMENTATION COST (1)
Concerning the cost of implementation (1), which is currently
based on the number of paths calculated to implement the
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FIGURE 9. Cost of recovery implementation per approach.

solution. Fig. 9 shows the results obtained, as observed,
although the Reactive approach was the one that has the least
cost due to its intrinsic mechanisms of only performing the
calculations in the related devices. Nevertheless, the proposed
approach had a comparable cost to the Reactive one, but with
better performance.

Note that the Proactive approach presents a A significantly
higher than that the other approaches since the pre-planned
calculations need to be performed in advance for all the
devices. Nonetheless, despite having all the pre-installed
paths, it still needed to perform additional calculations as the
nodes and edges failed during the disaster for both the D- and
C/M-Plane, although, at this time, only the C/M-Plane were
considered for computing A.

3) COMPLETION RATE (T'syccess)

The last measured parameter was the completion ratio
(Csuccess) of D-Plane Transmissions. Fig. 10 summarizes the
results obtained. The experiments were conducted using four
different speeds of disaster propagation (i.e., 50, 100, 150,
and 500 m/s). As observed, from the 25 transmissions that
were active from the early alert time (At), the proposed
approach achieved the highest successful completion rate
regardless of the number of failed controllers, or the disaster
propagation speed. Moreover, note that as the propagation
increased, only the proposed approach could finish up to 40%
of the initiated data flows. In the case where the propagation
speed was relatively slow (s = 50 m/s), the difference in the
percentage of successful transmissions compared to the other
approaches is as large as 50%, even if half of the controllers
in the topology stopped working.

Note that (as shown in Fig. 11), even if the completion
rate of the other approaches was low, the number of paths
re-routes was higher in each of the variants. The additionally
computed re-routes were due to the failure of nodes or edges
in the transmissions. The reduction of the number of re-routes
was up to 40% compared to the other approaches, which
confirms that by maintaining connectivity to the controller
and selecting safer paths, more transmissions can finish
successfully.
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FIGURE 10. Success rate of data transmission per approach.
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FIGURE 11. Number of paths re-route for data transmission per approach.

V. DISCUSSION
Based on the preliminary results obtained in the preceding
section, compared to the traditional protection mechanism,
the proposed approach does not pre-calculate a solution in
advance so that there are no unnecessary stored rules in the
network device; consequently, the cost of implementation is
much lower. Moreover, since the proposal does not wait for
the individual network devices’ detection to start the proce-
dures, it can be more effective than traditional Restoration
mechanisms, with more effective use of the resources.

Concerning the implications of excluding some variables
for simplicity (i.e., the time to perform/implement any opera-
tion or the inter-domain handover), although they were not
included in the present simulation, the proposed approach
might also have a positive influence even if those variables
are included. For example, as shown in the results obtained
in the implementation cost (in Section IV-E2), since the
number of calculations will directly influence the implemen-
tation time, by reducing the former, the latter can also be
reduced. Nevertheless, these variables will be considered in
future implementations of the experiments to confirm their
influence.

Regarding the disaster model, compared to the on-going
research in that particular area [43], the current implementa-
tion is simplistic. However, as long as the model receives an
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approximate disaster area and type of disaster, other standard
parameters such as the speed of propagation might be inferred
based on available records from previous events.

A non-negligible improvement to the proposed approach
would be to use advanced controller placement and assign-
ment mechanisms, like the ones shown in related work [33].
However, the adopted mechanism might shed some light on
preliminary resilience testing for further refinement by indi-
cating the most vulnerable regions and the possible impact in
the overall topology.

Finally, although the proposed approach does not con-
sider self-healing mechanisms for each device, as done by
other authors in related work [18], [19], it does reduce the
amount of non-operational nodes. Therefore, the devices that
could not be assigned to any controller might implement
a self-healing mechanism after the proposed phases have
finished.

VI. CONCLUSION AND FUTURE WORK

SDN-enabled network devices intrinsically need to be con-
nected to a controller to offer service continuity, especially in
cases where those services are of paramount importance (as is
the case of disasters); this paper presented a three-stage pro-
tection mechanism to improve the resilience of the services.
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The proposed approach considers an early alert of the
disaster at the CDA phase. This early alert will allow keeping
the network device connected to an SDN controller. So that,
at the D-Plane, the services would still benefit from the
programmability. Next, at the DCP phase, the D-Plane upper
layers are aware of the risk and adapt accordingly. Based
on this information, the transmissions mechanisms can make
more informed decisions on how to route their traffic. Finally,
the risk is periodically updated in the DIM phase.

Preliminary results show that, by applying the proposed
approach, a trade-off can be achieved between the restora-
tion and protection mechanism. The implementation cost is
comparable (or lower) to reactive approaches, but much more
effective, and the implementation effectiveness is higher
compared to proactive approaches since it does not need to
store and apply the solution to a large number of uninvolved
devices. Based on these results, this paper showed that it
is possible to maximize network survivability, and conse-
quently, the service continuity by ensuring the connection to
a controller, which minimizes the number of non-operable
devices.

For future work, we plan to improve the proposal by
extending the current implementation, which only consid-
ers limited variables to formulate the model. For instance,
we assumed only wired technologies at the physical level,;
however, it would be interesting to create collaborative
mechanisms with others such as Software-defined Radio or
Software-defined Optical Networks. Also, using real topolo-
gies can fine-tune the proposed method to create more
resilient and fail-tolerant services. In the field of Simulation
for Natural Hazards Engineering, it would be useful to test
the impact of the combination of multiple disaster events
(i.e., earthquake and tsunami) and its effect on the adaption
scheme. Finally, we are currently working on implement-
ing the proposal in a more standard simulation tool (e.g.,
NS3, OMNeT++) so that we can simulate more realistic
environments.
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