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ABSTRACT This paper proposes an artificial neural network (ANN)-based synthesismethod for nonuniform
linear arrays with mutual coupling effects. The proposed method can simultaneously optimize the location
distributions and excitations of the elements. As is well known, for nonuniform linear arrays, the mutual
coupling effects on the active element patterns (AEPs) and passive S parameters vary with the location
distribution of the elements. However, few papers have focused on how to describe the relationship between
the effects of mutual coupling and the location distribution of the elements. In this paper, we use several
parallel and independent ANNs to characterize the effects of mutual coupling on the AEPs and passive S
parameters in nonuniform linear arrays with variable location distributions. At the same time, to relieve the
curse of dimensionality, we make use of the idea of subarrays, which makes it possible for the proposed
method to model nonuniform linear arrays with a large number of elements. After building accurate ANN
models, we make use of the adaptive differential evolution algorithm JADE to search for the optimal location
distribution and the excitations of the elements, to satisfy the requirements for the radiation pattern and the
active S parameters of the antenna array. In view of the fact that the mutual coupling effects are accounted
for in the synthesis process, the proposed method probably exhibits more practical value in antenna array
designs than in other synthesis methods. The validity and efficiency of the proposed method are confirmed
based on three examples.

INDEX TERMS Artificial neural networks, mutual coupling effects, nonuniform linear antenna arrays,
subarray.

I. INTRODUCTION
With the development of radio technology, more and more
requirements have been proposed for the performances of
antenna arrays. As an important research direction of antenna
arrays, the theory of array synthesis has attracted more and
more attention because it can be applied to customizing the
patterns and impedancematching. Therefore, many optimiza-
tion methods based on analytical methods [1]–[6], stochas-
tic algorithms [7]–[10], convex optimization [11]–[13] and
hybrid methods [14]–[17] have been proposed for array
synthesis problems in recent years. The above methods
have shown excellent performances in many array synthesis
problems; however, they all consider the elements in the
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arrays to be ideal models and the mutual coupling effects
among the elements are ignored, which could cause two
problems. The first is that under some circumstances, per-
formance degradation of patterns could occur when the opti-
mized results are applied to actual antenna arrays. Generally,
this degradation will affect the side lobes close to the main
lobe and become a primary disadvantage. The second is that
in large-scale array antennas, the mutual coupling effects of
the elements will enable the active S parameters to express
certain differences from the passive S parameters, which
would cause effects on the radiation characteristics of the
antenna arrays [18].

Because of the importance of mutual coupling effects,
some methods attempt to consider their influence in array
synthesis problems. In [19], You et al. propose an efficient
phase-only linear array synthesis method. In this method,
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the radiation pattern, including the mutual coupling effects,
can be efficiently calculated by the fast Fourier transform.
In [20], Liu et al. propose a virtual active element pat-
tern (AEP) method to synthesize unequally spaced linear
arrays with preset location distributions, and the proposed
method can optimize the phases and amplitudes of excitations
simultaneously. In [21], Chen et al. propose a numerical
pattern synthesis algorithm that is integrated with a seeded
region growing to synthesize the array in the presence of
mutual coupling effects. All the above synthesis methods,
which consider mutual coupling effects, are based on active
element patterns (AEPs). In general, the shapes of the AEPs
change with the number of surrounding elements and their
positions. Therefore, the above methods can only synthesize
the uniform arrays or nonuniform arrays with fixed positions
of all elements. In [22], the authors propose an aperiodic array
synthesis method with mutual coupling effects based on the
calculation of the gradient of the field. However, the pro-
posed method is suitable for only specific types of antenna
elements and could be difficult to optimize the excitations
of the elements, which greatly reduces the freedom of the
optimization.

In recent years, nonuniform arrays have been widely
applied because of their high target resolution, low sidelobe
level (SLL) and low engineering cost [23]–[26]. Therefore,
methods for the synthesis of nonuniform arrays have become
one of the main research topics. However, as mentioned
above, the methods that do not consider mutual coupling
effects have obvious disadvantages, including the distortion
of the active S parameters and the radiation pattern, while
the methods that consider mutual coupling effects cannot
optimize the location distribution and the excitations of the
elements simultaneously. We are aware that the likelihood
of adjusting the positions and excitations of the elements
simultaneously provides more degrees of freedom than the
cases in which the array geometry or array excitations are
assigned [27].

Based on the above discussion, this paper aims at
proposing a nonuniform linear array synthesis method that
can synthesize nonuniform linear arrays with variable ele-
ment positions while considering the mutual coupling effects,
and the proposed method should be able to optimize the
locations and excitations of the elements at the same time.

The core of the proposed synthesis method is to construct
a model of the effects caused by mutual coupling on the
AEPs and the passive S parameters under different loca-
tion distributions of the elements. For nonuniform arrays,
the AEPs of the elements are different due to their dif-
ferent array environment. In theory, we need to model the
AEPs of the elements separately. However, this approach will
make the model extremely complex and possibly extremely
time-consuming. In fact, when the number of elements in
the array is fixed, we can consider the AEPs of all elements
as a whole. If the AEP of each element is represented by a
row vector, then we can stitch the row vectors corresponding
to all AEPs into a composite row vector. Then, we should

find the nonlinear mapping relationship between the location
distribution of the elements and the composite row vector. For
the passive S parameters, similar to the AEPs, we can stitch
all passive S parameters together to form a composite vector.
Then, we should model the nonlinear relationship between
the composite vector composed of all passive S parameters
and the location distribution of the elements.

The artificial neural network (ANN) method is a type
of nonlinear modeling technology, and it has been widely
adopted to analyze and synthesize antennas in different ways
[28]–[30]. Therefore, in our method, we make use of ANNs
to model the relationship between the composite row vec-
tors (constructed by the AEPs or passive S parameters) and
the location distribution of the elements. It is well known
that the number of samples required to train the ANNs
will increase dramatically as the number of array elements
increases. Therefore, the idea of subarrays is used to alleviate
this problem. The details of the modeling process will be
presented in section II.

Thus, through the ANNs, we can model the effects of
mutual coupling on the AEPs and the passive S parameters in
nonuniform linear arrays with variable location distributions
of the elements. Then, if we know the location distribution
and element excitations of the linear array, we can obtain the
radiation pattern and the active S parameters of the antenna
array, which are important performance parameters of the
antenna array. Next, evolutionary algorithms (EAs) can be
used to optimize the locations and excitations of the elements
efficiently to make the radiation pattern and active S parame-
ters of the array meet specific requirements. In our synthesis
method, we take advantage of the adaptive differential evolu-
tion algorithm JADE, which is undoubtedly one of the most
formidable stochastic parameter optimization algorithms at
present to accomplish this task.

In terms of other parts of this paper, the detailed synthesis
method for nonuniform linear arrays is described in section II.
In addition, the proposed method is analyzed and assessed
numerically in section III, which describes a series of exper-
iments to further verify our method. In the end, there is a
general conclusion of the whole paper in section IV.

II. METHOD DESCRIPTION
The proposed method is divided into two steps to apply based
on the continuous sequences. In the first step, we model the
nonuniform linear array using ANNs given the elements’
structure, the number of elements and other constraints of
the array. In the second step, we take advantage of JADE
to perform an optimization of the locations and excitations
of the array elements, to acquire the preset far-field pattern
and active S parameters. In the following sections, we will
elaborate on these two parts separately.

A. MODELING PROCESS
In view of the fact that ANNs have presented good per-
formances in functional approximation and signal filtering
operations aswell asmany other applications areas [31]–[33],
they have attracted a large amount of attention from scholars,
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FIGURE 1. Geometry of an N-element nonuniform linear array.

FIGURE 2. Relationship of antenna array parameters.

which resulted in many variants of the fundamental neural
network [34]. In our method, we choose multi-layer per-
ceptron neural networks (MLPNNs), which exhibit excellent
and superior features, such as smaller training set demands,
convenience in implementation and fast training speed, as our
nonlinear mapping-modeling tool.

MLPNNs contain three types of layers: an input layer,
an output layer and one or more hidden layers. Therefore,
to model the linear arrays using MLPNNs, we must first
define the input and output parameters of the networks.
As mentioned in the introduction, we are mainly concerned
with the far-field pattern and the active S parameters in the
process of nonuniform linear array synthesis. Therefore, it is
necessary for us to determine which variables are associated
with these two types of parameters.

As shown in Fig. 1, given a Cartesian system O(x, y,z),
we consider a nonuniform linear array of N elements located
at the positions y1, y2, · · · , yN on the y-axis. The far-field
pattern and active S parameters of this array can be written
as in (1) and (2) [35].

f (u) =
∑N

n=1
wngn(u)ejβynu (1)

Sn =
∑N

m=1
Snm

wm
wn
, n = 1, · · · ,N (2)

where w = [w1, · · · ,wN ] means the vector of complex
excitations, and in the expression of u = sinθ , θ denotes
the angle from the y-axis to the z-axis. β = 2π

/
λ uses

the wavelength of λ, and gn (u) indicates the AEP of the
nth element at the operating frequency (the location of the
coordinate system’s origin can be found at each element).
The AEP of the nth element is the array pattern through
exciting the nth element and connecting all other elements
with the generator impedance. Snm represents the passive S
parameters, which can be written as

Snm = V−n
/
V+m

∣∣
V+k =0 for k 6=m

(3)

where V+m and V−m indicate the incident and reflected voltage
wave amplitude at themth element. The relationship between
the above parameters is shown in Fig. 2.

As shown in Fig. 2, there are two ways to acquire the AEPs
and passive S parameters. In the process of obtaining training
data for the ANNs, we can acquire the AEPs and passive

S parameters directly through simulation software, such as
HFSS and CST. Once we have obtained accurate models
using the training data, we will obtain the AEPs and passive S
parameters through the trained MLPNNs, which can greatly
improve the calculation speed.

From Fig. 2, it can still be seen that the location distribution
of the antenna array is the input parameter of the MLPNNs;
the AEPs and passive S parameters are the output param-
eters of the MLPNNs. In view of the fact that these two
types of output parameters are complex, we should model
the real part and the imaginary part of these parameters
separately. Therefore, we must train four parallel and inde-
pendent MLPNNs in total. All MLPNNs have the same input
parameter vector, as shown in (4).

y =
[
y1 y2 · · · yN

]
(4)

Assuming that the number of sampling points for all AEPs is
M, then the AEP that corresponds to the nth element can be
expressed as

AEPn =
[
r · E1

n r · E2
n · · · r · EMn

]
(5)

where r is a selected far-field radiation radius, and
Emn (m = 1, 2, · · · ,M ) is the radiated electric field at the mth
sampling point. Then, we can stitch together all AEPs to form
a composite row vector:[

AEP1 AEP2 · · · AEPN
]

(6)

The real part and the imaginary part of (6) are used to be the
output parameter vectors of the MLPNNs that describe the
real part and the imaginary part of the AEPs, respectively.
Similar to the AEPs, the output parameter vectors of the
MLPNNs correspond to the real part and the imaginary part
of the passive S parameters are the real part and the imaginary
part of the row vector shown in (7), respectively.[

S1 S2 · · · SN
]

(7)

where Sn =
[
Sn1 Sn2 · · · SnN

]
, n = 1, · · · ,N .

As is known, with an increase in the number of array ele-
ments, the number of samples required to train the MLPNNs
will increase sharply, which could make it impossible to
construct the models. Therefore, for large arrays, we divide
the arrays into several subarrays with an equal number of
array elements, and all subarrays share the same MLPNNs,
which indicates that the mutual coupling effects between
the elements in each subarray are considered rigorously.
However, the mutual coupling effects between the subarrays
are not considered. It is widely known that a decrease in the
mutual coupling effects between the elements is accompanied
by an increase in the distances. Therefore, we can force
the distances between the subarrays to be long enough that
the mutual coupling effects between the subarrays can be
neglected. In this way, regardless of how many elements are
in the linear array, we can utilize theMLPNNs tomodel them.

Fig. 3 presents the form of the subarray partition, where
the circle and rectangle represent an array element and
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FIGURE 3. Large array partition diagram.

a subarray, respectively. In Fig. 3, yk , (k = 1, . . . ,K ) means
the location distribution of the kth subarray, and K is the
number of subarrays. The required distances between the
subarrays are mainly related to the mutual coupling strengths
between the elements and the magnitudes of the excitations.
For most antenna arrays, this choice is regarded as an appro-
priate choice to establish the distances between the subarrays
to 1 ∼ 2 wavelengths.
Although the distances between the subarrays appear to be

large, the length of the whole array might be not larger than
the results synthesized by the other methods. In other meth-
ods, with the purpose of reducing the influences of the mutual
coupling effects, they usually set the distances between the
elements to be not less than 0.5λ [36], [37]. Although the
distances of the elements are preset long enough, for many of
the actual arrays, the effects of mutual coupling remain sig-
nificant, which will be shown in section III. However, in our
method, we do not need to presuppose longer distances of the
adjacent elements in the subarray, except for the geometric
constraints. Therefore, although the distances between the
subarrays are long, the distances between the elements in the
subarrays can be shortened, which possibly makes the total
length of the array be no longer than the others. In addition,
for arbitrary array elements, the results synthesized by our
method can be directly applied to a practical array, which is
an advantage that many other methods do not have.

After acquiring accurate models for the AEPs and passive
S parameters of the antenna arrays through the approach
described above, we can use the trained MLPNNs to replace
the full-wave simulation software to obtain the far-field
patterns and active S parameters with different excitations
and location distributions of the array elements, which will
greatly accelerate the speed of the optimization process.

B. OPTIMIZATION PROCESS
In this section, we will elaborate on the process of opti-
mization. To clarify this process, we first need to introduce
JADE, which was chosen by us as the optimization tool
because of its superior features, such as ease of use, parameter
self-adaptation and fast convergence speed [38], [39].

Similar to nearly all evolutionary algorithms, JADE con-
sists of four stages, namely, initialization, mutation, crossover
and selection. Suppose that JADE searches for a global opti-
mum point in a D-dimensional real parameter space RD and
we adopt the following notations for representing the ith
parameter vectors of the population Pg at the gth generation:

xg,i = (x1g,i, x
2
g,i, · · · , x

D
g,i) (8)

To initialize the population, we sample NP parameter vectors
uniformly in the initial search space, constrained by the preset
minimum bound vector xL and maximum bound vector xU .

For the mutation stage, we use the ‘‘DE/current-to-
pbest/1 with optional archive’’ mutation strategy [40] in this
paper. We denote Ag as the set of archived inferior param-
eter vectors at the gth generation, and then, the mutation
expression can be written as

vg,i = xg,i + Fg,i ·
(
xpg,best − xg,i

)
+ Fg,i · (xg,r1 − x̃g,r2)

(9)

where xpg,best is randomly chosen as one of the top 100p%
parameter vectors at the current generationPg with p ∈ [0, 1],
and xg,i and xg,r1 are randomly selected from Pg, while
x̃g,r2 is randomly chosen from the union Pg ∪ Ag of the
current population Pg and the archive Ag. Fg,i is the scale
factor that controls the range at which the population evolves.
The value of Fg,i is independently generated according to a
Cauchy distribution with the local parameter µF,g and scale
parameter 0.1. If the generated Fg,i ≤ 0 or Fg,i > 1,
we should regenerate a new Fg,i. The location parameter
µF,0 is initialized to be 0.5 and then updated after each
generation as

µF,g = (1− c) · µF,g−1 + c ·

∑
Fg−1,i∈SFg−1

Fg−1,i2∑
Fg−1,i∈SFg−1

Fg−1,i

(10)

where c is a positive constant between 0 and 1, and SFg−1 is
the set of all successful Fg−1,i in the selection process of (13).
The operation of the archive is very simple. First, the archive
A0 is initiated to be empty. Then, the parent parameter vector
that failed in the selection process of (13) is added to the
archive after each generation. Once the archive size exceeds
NP, some parameter vectors are randomly removed from the
archive to keep the size of the archive at NP.
In the crossover stage, we cross each parameter vector xg,i

with the mutant vector vg,i to form the trial vector ug,i:

ujg,i =

{
vjg,i if (rand i,j[0, 1] ≤ CRg,i or j = jrand )

x jg,i otherwise
(11)

where the superscript j means the jth component of the corre-
sponding vector, and the jrand is the randomly chosen index
to ensure that the trial vector ug,i does not duplicate xg,i. The
crossover rateCRg,i controls the fraction of parameter vectors
that are copied from the mutant, and it is independently
generated according to a Gaussian distribution of meanµCR,g
and standard deviation 0.1; and, it is truncated to [0,1]. The
µCR,0 is initialized to be 0.5 and then updated after each
generation, as follows:

µCR,g = (1− c) · µCR,g−1 + c · mean(SCRg−1 ) (12)

where SCRg−1 is the set of all successful CRg−1,i in the
selection process of (13), and mean(·) is the usual arithmetic
mean.

144018 VOLUME 8, 2020



Y. Gong et al.: ANN-Based Synthesis Method for Nonuniform Linear Arrays Including Mutual Coupling Effects

FIGURE 4. Process of computing the fitness value.

After the crossover stage, we will use (13) to acquire the
next generation of parameter vectors:

xg+1,i =

{
ug,i if f (ug,i) ≤ f (xg,i)
xg,i otherwise

(13)

which means that if the trial vector ug,i acquires an
equal or lower fitness value, it will replace the target vector
xg,i in the next generation; otherwise, the target vector xg,i
retains its place in the population. There are two termination
conditions of the optimization process. The first condition
is that once the fitness value of the best individual is no
greater than a preset value ε, the optimization process will
be terminated. The other condition sets a maximum on the
number of population iterations. Once the number of itera-
tions exceeds G, the optimization process is terminated. The
specific pseudo code of JADE can be found in [40].

To solve the array parameter optimization problem through
JADE, we need to define only the optimization parameter
vector x and fitness function f (x). As noted in the introduc-
tion, the optimization variables include the locations of the
array elements as well as the magnitudes and phases of the
array element excitations. Thus, the optimization parameter
vector can be written as

x = [ y0 mag(w) phase(w) ] (14)

where y0 = [y1y2y3 · · · yN ], and mag(w) and phase(w)
mean the magnitudes and phases of the array excitations,
respectively. Then, the loss function can be written as

f (x) = f1 (x)+ ξ · f 2(x) (15)

where f1 (x) and f2(x) characterize the loss function of the
active S parameters and the radiation pattern, respectively,
and ξ is a positive number that is used to weigh the relation-
ship between the two loss functions. The calculation process
of f (x) is shown in Fig. 4. For a given parameter vector x,
we can use the location distribution y0 of x and the trained
MLPNNs to calculate the AEPs and passive S parameters of
the array. Then, we canmake use of (1) and (2) to compute the
radiation pattern and active S parameters for the given array
excitations of x. After obtaining the two antenna properties
that we are concerned with, we can easily calculate the cost
value according to the specific definitions of the loss function
f (x), which will be shown in section III.

FIGURE 5. Geometry of an 8-element rectangular patch antenna array.
(The inner and outer radius of the coaxial line are 0.6mm and 1.5mm.)

III. EXAMPLES
A. TAYLOR DISTRIBUTION PATTERN
For the first example, we synthesize an eight nonuniform
linear array with an expected pattern that conforms to
the Taylor distribution with a = 1.75λ,SLL = −20 dB and
n̄ = 8 [41], and we constrain the active S parameters to be
less than −10 dB. In this example, we assume that each ele-
ment is the rectangular patch antenna and the material of the
dielectric substrate is FR4 epoxy. The element is pre-designed
with a working frequency of 2.45GHz, andwe group the array
in the H plane, as shown in Fig. 5.

1) TRAINING MODEL
As described in section II, it is necessary for us to train
an accurate model of the array. Since the array should not
be infinitely long, the length of the array is limited to less
than Lmax = 3.5λ, which means that the longest distance
between the same points of the first element and the last
element in Fig. 5 is 3.5λ. In addition, due to the physical
size limitations, the minimum distance between the elements
is established to be dmin = 40 mm, which is slightly larger
than the length of the element, 37.26 mm. The resolution
of the pattern is set to 1 degree, and we merely model the
co-polarization pattern of the H plane in the upper half space,
i.e., the upper half of the y-o-z plane, as shown in Fig. 5.
Therefore, the number of sample points of the AEP for each
element is 181. Since the pattern to be synthesized is sym-
metric, it can be assumed that the elements are symmetric
about the origin and the symmetrical elements have the same
excitations.

We make use of the ANSYS HFSS to acquire 1000 sam-
ples; 60% of the samples are adopted to train the MLPNNs,
and the remaining samples are used for validating and testing
of the model. In addition, we apply the Adam optimizer and
exponential attenuation learning rate to accelerate the conver-
gence and improve the prediction accuracy. Considering the
zeros of the parameters, we define (16) as our loss function.

LF =
1
K

∑K

k=1

∥∥yk − ŷk∥∥2∥∥yk∥∥2 × 100% (16)

where yk and ŷk denote the simulation and forecasted values,
respectively, of the kth sample, K is the total number of
the samples and ‖y‖2 is the Euclidian norm of vector y.
If we replace ŷk in (16) with the values that correspond to
the isolated element, LF will represent the strength of the
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TABLE 1. Modeling Results of the 8-Element Patch Antenna Array.

mutual coupling in the array environment for the plane that
we care about. In extreme cases, if there is nomutual coupling
between elements, the strength of the mutual coupling will
be 0. In theory, both the passive S parameters and the AEPs
can represent the strength of the mutual coupling; however,
the passive S parameters can easily cause large errors because
of their small values. Therefore, the mutual coupling strength
that corresponds to the AEPs is taken as the criterion in this
paper.

The prediction accuracy of the MLPNNs for different
parameters and the mutual coupling strength are shown
in Table 1. In fact, the mutual coupling strength also repre-
sents the error between the AEPs of the isolated elements
and the AEPs in the antenna array environment. Therefore,
the error between the real AEPs and predicted AEPS can be
reduced by an order of magnitude when we use the results
of the MLPNNs to replace the results of the isolated ele-
ments for this example. To visually display the above effects,
we randomly select a sample from the test set to indicate
the modeling results of the AEPs, shown in Fig. 6. This
figure shows that the phase of the first element changes more
dramatically than that of the fourth element. The reason for
this phenomenon is that the phase center is chosen at the
center of the linear array.

2) OPTIMIZATION
To optimize with JADE, we must define the optimization
parameter vector and fitness function first. In this example,
the location optimization variables can be written as

y0 = [y1 y2 y3 y4] (17)

The excitation optimization variables can be written as
[mag (w) phase(w)] (18)

where
w = [w1, · · · ,w4] (19)

and the maximum amplitude ratio of wn is set to be 5. The
loss function of the active S parameters is defined as

f1 (x) =
∑4

n=1
g(Sn − 0.25) (20)

where

g (a) =

{
a, a > 0
0, a ≤ 0

(21)

Note that in (20), we choose 0.25 as the upper bound for the
active S parameters, which is more stringent than -10 dB.
The reason for this selection is to ensure that the optimized
results can meet the requirements of the active S parameters.
We denote the target pattern and the predicted pattern as T (θ )

FIGURE 6. AEPs of the 8-element patch antenna array for the example A.
(a) The first element; (b) The fourth element.

and P(θ), respectively. Then, the loss function of the radiation
pattern can be written as

f2 (x) =
∑0◦

θ=−90◦
|T (θ)− P(θ )| (22)

In this paper, the parameter ξ , which is used to balance the two
loss functions, is set to 2. The parameter settings of JADE in
the optimization process are similar to those in [40]. We set
NP = 100, p = 0.05 and c = 0.1 in this example. The param-
eters of the termination conditions are set to be ε = 10−8

and G = 500. To reduce the influence of randomness, each
example is repeated 20 times independently. Fig. 7 shows
the average, the worst and the optimal convergence curves
of this problem. Table 2 presents the optimized values for the
weights and locations of the elements.

In [41], each antenna element is supposed to be an isotropic
ideal point source and the optimal solution is obtained by
analytic methods. If we want to acquire the Taylor pattern
described above, the total length of the array should be 3.5λ
through the formula of [41].

Fig. 8(a) shows that the predicted pattern by our method,
the simulation result acquired by HFSS and the target pattern
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FIGURE 7. Convergence curves for example A.

TABLE 2. Optimized Weights and Locations for The Taylor Pattern.

are in good agreement. However, when the results synthe-
sized in [41] are applied to the practical array, the pattern
is obviously deformed. In addition, through our method,
the total length of the array can be reduced to 2.96λ. However,
we must point out that the gain of the array also decreases
from 12.07 dB to 11.42 dB.

Fig. 8(b) compares the predicted active S parameters
with the simulation results. All active S parameters are less
than −10 dB, which satisfies the optimization objectives
preset above.

B. SQUARE-COSECANT BEAM PATTERN
To verify the ability of the proposed method to address
asymmetric patterns, the square-cosecant beam pattern
mask proposed in [42] is applied as our second example.
In addition, we also constrain the active S parameters to be
less than −10 dB, which meets the requirements of many
applications. We propose an assumption that the implemen-
tation of this array is performed under the circumstance of
13 patch elements working at 10 GHz to realize the demands
above. Fig. 9 presents the whole structural frame of the
array.

1) TRAINING MODEL
Similar to example A, the length of the array is limited to less
than Lmax = 7.5λ, and the minimum distance between the
same points of adjacent elements is limited to dmin = 0.5λ,
which is slightly larger than the width of the element, 13

30λ.
We define the location of the first element as 0, and thus,
the input layer of the MLPNNs is [y2, y3, · · · y13], where
yn is the location of the nth element. Therefore, the number
of input parameters is 12. The resolution of the pattern is set
to 1 degree, and we merely model the co-polarization pattern
of the upper half of the H plane, i.e., the upper half of the

FIGURE 8. Optimized results of square-cosecant beam pattern synthesis.
(a) Normalized patterns; (b) Active S parameters.

FIGURE 9. Geometry of a 13-element microstrip antenna array for
example B. (A substrate with εr = 2.2 and a thickness of 1.57 mm is
used).

y-o-z plane, as shown in Fig. 9. Therefore, the number of
sample points of the AEP for each element is 181.

We make use of the ANSYS HFSS to acquire
1200 samples, and three types of data sets are utilized,
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TABLE 3. Modeling Results of the 13-Element Patch Antenna Array.

FIGURE 10. AEPs of the 13-element patch antenna array for example B.
(a) The first element; (b) The sixth element.

namely, the training set, validation set and test set. A total
of 800 samples are adopted to train the MLPNNs and the
remaining samples are used for validating and testing the
MLPNNs.

The modeling results of the different parameters and the
mutual coupling strength are shown in Table 3. From Table 3,
it can be seen that the mutual coupling strengths that corre-
spond to the real part and the imaginary part of the AEPs
are 12.51% and 11.64%, respectively.WithMLPNNs, we can
reduce the prediction errors of the AEPs by almost an order
of magnitude, to 1.21% and 1.25%. To visualize the impact
of the error, we randomly select a sample in the test set to
present the modeling results of the AEPs, as shown in Fig. 10.
The origin is selected at the first antenna element for both
Fig. 10 (a) and (b), therefore, the phase curves in
Fig.10 (a) and (b) are quite different. Although the deviation
in the AEPs caused by mutual coupling appear to be very
small, it will be shown afterward that the far-field pattern and

the active S parameters are obviously distorted if we ignore
the mutual coupling effects.

2) OPTIMIZATION
Since the position of the first element is fixed to be 0,
the location optimization variables in this example can be
written as

y0 = [y2 y3 · · · y13] (23)

The excitation optimization variables can be written as
[mag (w) phase(w)] (24)

where

w = [w1, · · · ,w13] (25)

The loss function of the active S parameters can be
defined as

f1 (x) =
∑13

n=1
g(Sn − 0.25) (26)

The target power pattern has a cosec-squared main lobe
T (θ) = csc2 (θ) cos (θ) for θ ∈ [10◦, 50◦], and the sidelobe
level (SLL) is less than −20 dB and −30 dB for θ ∈
[−90◦,−24◦] ∪ [53◦, 90◦] and [−23◦,−1◦], respectively.
Therefore, the upper and lower bound T u(θ ) and T l(θ ) of the
pattern can be written as

T u (θ) =



1.05 ∗ 10log10 (T (θ)) dB,
θ ∈ [10◦, 50◦]

−20dB, θ ∈ [−90◦,−24◦] ∪ [53◦, 90◦]
−30dB, θ ∈ [−23◦,−1◦]
0dB. others

(27)

T l (θ) =

{
0.95 ∗ 10log10 (T (θ)) dB, θ ∈ [10◦, 50◦]
−∞, others

(28)

Then, the loss function of radiation pattern can be written as

f2 (x) =
∑90◦

θ=−90◦
g(P (θ)− T u (θ)+ g(T l (θ)− P(θ ))

(29)

Since there are more optimization parameters in this
example than in example A, the population size NP of JADE
is changed to 200, and the other parameter settings of JADE
are the same as in example A. Fig. 11 shows the average,
the worst and the optimal convergence curves of example B.
Table 4 presents the optimization results for the weights and
locations of the elements.

To show the effects of mutual coupling on the radiation
pattern and active S parameters, we compare the results of our
method with those of [42]. In [42], they use hybrid methods
to synthesize 13 isotropic elements, and the mutual coupling
effects are not considered. When the result is applied to the
actual array, the pattern is distorted, as shown in Fig. 12(a).
In contrast, our method achieves the target pattern very well.
In addition, the worst active S parameter of [42] is−5.99 dB,
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FIGURE 11. Convergence curves for example B.

TABLE 4. Optimized Weights and Locations for the Square-Cosecant
Pattern.

which is clearly unacceptable in many applications. However,
Fig. 12(b) reflects that through our method, all the active S
parameters are below −10 dB, which achieves the desired
goal.

C. FLAT-TOP PATTERN
As the last example, the synthesis of a 26 nonuniform linear
array is performed to realize a flat-top pattern for presenting
the practical effects for the idea of subarrays. The considered
pattern mask exhibits a maximum ripple that is equal to
±0.5 dB for |θ | ≤ 7◦ and a −25 dB peak sidelobe level for
|θ | ≥ 11◦. In addition, we constrain the active S parameters
to be less than −10 dB for all elements.
We assume that the array element used in this example

is the same as the element in example B. Since the num-
ber of elements in this example is large, the number of
samples required to model it directly is very large, and the
time for each sample to be simulated is also long. Thus,
it is unreasonable to model this array directly. Therefore,
we divide the array into 2 subarrays with the same num-
ber of elements to model it, which means that the trained
MLPNNs in example B can be applied directly to this
example. To reduce the mutual coupling effects between the
subarrays, the distance between subarrays is set to 1λ.

Since the pattern to be synthesized in this example is
symmetric about the origin, it can be assumed that the posi-
tion distributions in the two subarrays are symmetric about
the origin, and the symmetric elements are equally excited.

FIGURE 12. Optimization results of the square-cosecant beam pattern
synthesis. (a) Normalized patterns; (b) Active S parameters.

Then, the optimization parameter vectors can be written as

x = [ y0 mag(w) phase(w) ] (30)

where

y0 = [y1 y2 · · · y13] (31)

w = [w1 w2 · · · w13] (32)

Therefore, the loss function of the active S parameters can be
defined as

f1 (x) =
∑13

n=1
g(Sn − 0.25) (33)

The upper bound and lower bound of the pattern are

T u (θ) =

{
−25dB, |θ | ≥ 11◦

0, others
(34)

T l (θ) =

{
−1dB, |θ | ≤ 7◦

−∞, others
(35)

Then, the loss function of the target radiation pattern can be
written as

f2 (x) =
∑0◦

θ=−90◦
g(P (θ)− T u (θ)+ g(T l (θ)− P(θ ))

(36)

Since the number of optimization variables in this example
is similar to that of example B, the parameter settings are
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FIGURE 13. Convergence curves for example C.

TABLE 5. Optimized Weights and Locations for the Flat-Top Pattern.

the same as those of example B. Fig. 13 shows the average,
the worst and the optimal convergence curves of example C,
and Table 5 shows the optimization results for the weights
and locations of the elements.

The optimized pattern and active S parameters are
presented in Fig. 14. From Fig. 14(a), it can be concluded
that both the predicted pattern and the simulation results
are in good agreement with each other, which means that
mutual coupling between subarrays has little effect on the
radiation pattern when there is a slightly increase in the
distance between the subarrays. In addition, Fig. 14(b) shows
a comparison between the predicted active S parameters and
the simulation results. Based on this figure, it can be known
that all active S parameters are less than −10 dB, which
satisfies the preset optimization objective.

D. DISCUSSION ON THE RUNNING TIME
In our method, the time required for the synthesis process
mainly comes from three parts. The first part is the time
needed to obtain the training samples by the simulation soft-
ware, such as HFSS. For the three examples in this paper,
it takes approximately 15 minutes to acquire a sample. For
each example, we need approximately 1000 samples, which
is likely to take a long time. However, all samples for each
example can be obtained in parallel, whichwill greatly reduce
the time required to obtain the samples. We can divide the
training samples into several groups. For all groups, we can
use several HFSS terminals to compute them in parallel.

FIGURE 14. Optimization results for flat-top beam pattern synthesis.
(a) Normalized patterns; (b) Active S parameters.

The second part of the running time comes from training the
MLPNNs. In this paper, we make use of the tensorflow-gpu
to train all MLPNNs. It takes approximately 30 minutes to
train each MLPNN. If using the CPU to train the MLPNNs,
the training time usually increases by 5 to 10 times compared
with the GPU. The third part of the required time comes
from the optimization process of the DE algorithm. We use
tensorflow-gpu to calculate the fitness values for all individ-
uals of each generation in parallel, and the time required for
the optimization process is approximately 10 minutes.

E. MEASUREMENT
To verify the correctness of the simulation, we processed and
tested the array in example A. The physical picture of the
antenna is shown in Fig. 15. The prototype was tested in the
anechoic chamber at the University of Electronic Science and
Technology of China. Measurements were made according
to the unit excitation active element pattern method [35],
where individual ports are measured sequentially, with all
others terminated at a matched load. Through this method,
the normalized array pattern and active S parameters can be
readily synthesized in a post-processing step. Fig. 16 shows
the normalized array pattern and active S parameters that are
obtained from the measurement.

From Fig. 16(a), it can be seen that the test pattern
and the simulation pattern agree well in the main lobe.
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FIGURE 15. Physical picture of the antenna in example A.

FIGURE 16. Comparison of simulation and test results of the array in the
example A. (a) Normalized patterns; (b) Active S parameters.

However, there is some deviation near the side lobe. There are
three main reasons for this error. The first is the error caused
by the machining accuracy. The second is the error caused by
the noise of the test environment. The third error source is the
numerical error of the simulation process. The deviations in
the active S parameters shown in Fig. 16(b) are also mainly
caused by the above three factors.

IV. CONCLUSION
In this paper, MLPNNs are used to model the effects of
mutual coupling on the AEPs and passive S parameters
in nonuniform linear arrays with variable location distri-
butions. Then, the MLPNN models are combined with the
JADE algorithm to synthesize the nonuniform linear arrays.
In theory, themethod can synthesize nonuniform linear arrays
with an arbitrary number of elements. However, for large
arrays, the method of subarray division can result in a longer
array length. The applications of three numerical examples lie
in manifesting the effectiveness of this method. In addition,
one example is machined and tested to prove the correctness
of the simulation.

We should emphasize that the method proposed in this
paper is computationally expensive. Therefore, the proposed
method is more suitable for the scene that requires high
accuracy of synthesized pattern. In addition, the research in
this paper is limited to the linear array working on a single
frequency point. In the future, we will attempt to extend the
proposed method to the problems of planar array synthesis
and broadband array synthesis.
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