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ABSTRACT The wide proliferation of telecommunication technologies in the last decade gives rise to the
number of more sophisticated security threats. Software-Defined Networking (SDN) is a new networking
architecture that isolates the network control plane from the data plane that incidentally provides better
features and functionalities to detect and deal with those security threats. Its elastic programmable feature
permits efficient network management and provides network operators with the flexibility to monitor and
fine-tune their network. However, the new technology also created many new security concerns, and the
threat of Distributed Denial of Service (DDoS) attack is one of the major concerns. This paper presents
a comprehensive review of state-of-the-art techniques to detect DDoS attacks on SDN controller. It first
describes the SDN technology and then elaborates on the mechanism of DDoS attacks on SDN. Additionally,
this paper also describes all major DDoS detection techniques and classifies them at a very high level
according to the techniques or methods used. The current survey is qualitatively compared with the existing
surveys using various author-defined metrics. Finally, this paper provides a guideline for future research
related to detection techniques of DDoS against the SDN controller.

INDEX TERMS Denial of service (DoS), distributed denial of service (DDoS), entropy, detection
techniques, software-defined networking (SDN).

I. INTRODUCTION
The management of traditional network architecture is com-
monly characterized as complex and rigid due to the difficulty
in controlling or transforming the network to satisfy changing
business requirements [1]. The Internet has revolutionized the
development of communication and computer technologies;
and the integration of other technologies such as mobiles,
radio, etc. brings additional capabilities and provides more
services to users [2]. The integration of various technologies
into the traditional network makes it more difficult to fulfil
new demands such as scalability, security, flexibility, depend-
ability, reliability, etc.

Software-defined networking (SDN) architecture [3], [4]
is steadily gaining traction as a novel network architec-
ture to fulfill the aforementioned requirements of network
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management as it is more agile and flexible to be imple-
mented and managed compared to traditional network archi-
tecture. SDN is designed to provide a high-level abstraction
on top of the hardware/software infrastructure by separating
the network data plane from the control plane. Networking
devices could also be programmed directly [5].

SDN comes with a logically centralized controller that can
analyze traffic and configure new instructions to be forwarded
to switches’ tables. The controller is the brain of the network
that manages the entire network traffic flows; makes deci-
sions based on the analysis of the traffic flows; and collects
statistics of incoming packets.

Those features provide the SDN with the ability to detect
and react to changes or abnormalities in the network. On the
other hand, the decoupling of the network control plane from
the data plane also introduces a new attack vector for attackers
to target or exploit that could potentially create a new security
vulnerability.
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Over the last decade, the Distributed Denial of Ser-
vice (DDoS) attack has become a real threat to SDN due to
the severity of its impact on the network; from cutting off
access of legitimate users from network services or resources
to the extent of collapsing the entire network. The centralized
controller is themain component of an SDN. Any threat to the
controller may cause network breakdown thus it becomes an
attractive target to attackers [6], [7]. In other words, the con-
troller becomes a single point of failure risk, which could
directly affect the performance, availability, and reliability
of the network. However, securing the SDN controller from
DDoS attack is a challenging and resource-intensive task
that reduces the effectiveness of the controller in managing
the network. This is even more so, given the fact that there
are different types of DDoS attacks on SDN [8]. Therefore,
any effort to secure SDN infrastructure against DDoS attack
requires a comprehensive understanding of SDN characteris-
tics; significant features of network traffic that characterize
DDoS attack against SDN; and DDoS attack behaviors in
SDN. A study on DDoS attacks on SDN [9] had revealed
several distinct features and behaviors that could be used as
indicators to detect DDoS attacks.

The contributions of this survey paper are: (i) com-
prehensive review of different types of DDoS attack on
SDN controller, and the various techniques to detect them;
(ii) a qualitative comparison of this survey with other related
surveys in similar areas; and (iii) suggestions of future
research directions in the field of DDoS detection technique
in SDN environment to benefit the research community.

The rest of the paper is structured as follows. Section II
provides a research background on SDN and SDN controller.
Section III provides a detailed explanation of security issues
in SDN, including the impact of DDoS attacks as well as the
most common types of DDoS attacks on the SDN controller.
Section IV presents the result and discussion on the quali-
tative comparison with existing reviews on detection tech-
niques of DDoS attacks against the SDN controller. Section V
discusses techniques to detect DDOS attacks against the SDN
controller. Finally, Section VI and VII provide future research
directions and conclusion, respectively.

II. BACKGROUND
A. SOFTWARE-DEFINED NETWORKING
SDN is a new and better network architecture than traditional
network architecture in controlling network traffic flows as
well as having elasticity and flexibility to be programmed for
efficient network management. Researchers have been trying
to find methods to secure networks from attacks for years, but
these efforts were confronted by many challenges in terms of
performance, scalability, reliability, and security [10]–[12].
The emergence of SDN technology excites the research and
security communities as it provides novel and alternative
means to address the challenges [13].

The design of the SDN environment that decouples the
control plane from the data plane enables innovative secu-
rity solutions to protect networks from attacks. It allows the

network to be managed dynamically via a logical and cen-
tralized control function that provides instructions to the
data plane to forward network traffic [14]. However, the
centralized control feature could potentially be a liability
as it becomes a single point of failure risk due to the high
dependency of the network on it. Thus, the centralized SDN
controller appears to be an attractive target for DDoS attacks
since any successful attack may lead to network degradation
or even a complete breakdown. Attackers also exploit the lim-
itations of the switches in the data plane such as its memory
capacity. The main objective of DDoS attack that targets the
SDN controller is to overwhelm and exhaust its resources,
typically by flooding the network with spoofed IP packets,
thereby resulting in congestion that degrades or collapses the
network.

At the same time, a centralized SDN controller could play
a role as a virtualized network that makes the network highly
elastic and easier to manage by gathering network statistics
of incoming packets; and identifying devices in the network
that deal with the controller. The SDN controller could also
contribute to improving network performance by leveraging
its programmability and flexibility [15]. Particularly, since
the control plane is separate from the data plane, all network
packets without matching rules in the flow table will be
passed to the controller [19]. In other words, the controller
facilitates the monitoring of network traffic flows by dealing
with two types of objects. The first object is for network
control which includes the policies on packet forwarding
for the switch table, and the second object is related to
network monitoring in the form of network status which
allows the study of network traffic behavior. Table 1 sum-
marizes the features of SDN that facilitate the detection of
DDoS attacks [9], [16], [17].

TABLE 1. Features of SDN to detect DDoS attacks.

SDN is expected to deal with over half of the net-
work traffic flows in a not so distant future. Furthermore,
SDN will help data centers to control costs and manage
network traffic more efficiently which will drive its adoption,
whether partially or fully, by a high percentage of network
operators to control traffic flows as projected in a study
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conducted by Cisco [18]. Furthermore, in the past few years,
many solutions have been proposed to solve issues related
to data center security and to make it easier to manage with
SDN which will further increase the adoption of SDN in the
future [19].

As mentioned earlier, SDN is an innovative networking
technology that is better than its predecessor due to its
many characteristics such as logically centralized control,
open programmable interfaces, switch management proto-
col, third-party network services, virtualized logical net-
works and centralized monitoring units [4], [10], [11], [20].
Figure 1 depicts a comparison between SDN and traditional
network architecture. The complexity and inflexibility of the
traditional network make it difficult to address all operations
in the network. The inflexibility of the traditional network
is due to all functional components–control, data, and appli-
cation –residing in the same layer with no differentiation
of their functions in dealing with incoming packets. On the
other hand, SDN fulfils its objective to mitigate network
complexity by dividing the network into three separate lay-
ers [12], [13], [14] that isolates the functional components
which enable a controller to centrally manage and control the
entire network. This separation enables applications to have
a network-wide view and establish a centralized visibility
to manage the traffic flow. It also provides the capability to
virtualize the entire network infrastructure that will further
simplify the task of configuring and managing the network.

FIGURE 1. Traditional Network vs SDN Architecture [15].

SDN isolates the characteristic of control from data planes
that allow network configurations to be made that could
further enhance and improve the performance, as well as open
the path for security innovations on the network architecture
and operations [21]. Moreover, it provides instant network
status which makes efficient control and flow handling pro-
cedures possible while keeping the control plane flexible and
intelligent [16].

SDN properties of the network operations are important
for the requirement to improve network security. However,

optimizing the performance of the network is challenging
because of the difficulties in managing and controlling a huge
amount of data. The emergence of SDN offers an opportunity
to broadly enhance the performance of the network by allow-
ing a centralized controller to manage and control network
traffic flows for the entire network, as shown in Figure 2.
The SDN manages the entire network via application pro-
gramming interfaces (APIs) located between the layers to
connect the networks together [22]. By contrast, the nature
of traditional network design as a singular package makes it
difficult to manage the data traffic effectively and to enhance
its performance further [15].

FIGURE 2. A general SDN layered architecture [23].

The performance of SDN networks is highly dependent
on the controller since the operation of the control plane
fully relies on the controller. Essentially, the switch table
requests new or updated flow entries (rules/instructions) from
the controller. Rule updates and the awareness of network
status require frequent communication between the controller
and the switch devices. The first ‘station’ that deals with
incoming packets within an SDN environment is a network
switch that inspects all packet header features against the
entry table (flow table rules). If no match is found, then
the packets are forwarded to the controller through secure
channels for further processing. Thus, this paper expounds on
the contributions of the SDN controller in managing and pro-
cessing incoming packets and the roles of the SDN controller
in network security.

B. SOFTWARE-DEFINED NETWORKING (SDN)
CONTROLLER
SDN controller plays many considerable roles in the
network such as configuring flow table; monitoring network-
ing devices by establishing secure connections; and updat-
ing instructions to the flow table in the infrastructure layer
(switch’s table) to identify new traffic flow. The update to
the flow table is required before the switch could handle new
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incoming packets and it is only possible due to the ability of
the controller to create new rules and update the switch [24].
In addition, the controller could manage the entire traffic flow
by assuming the role of a manager between the infrastructure
layer and application layer through open API southbound,
northbound and east/westbound interfaces [25], and decides
whether the traffic flow is normal or abnormal by making
use of the network traffic flow statistics collected by the con-
troller as a baseline input (information) to an attack detection
method. To do that, the controller uses various ways to gather
statistical information about network traffic [26]. Therefore,
the controller plays a very important role in any effort to
enhance and improve the SDN security against malicious
attacks.

In summary, the controller simplifies the operations of the
network by centralizing the control of the entire network. All
incoming packets will be inspected according to the switch’s
flow table that receives policies and instructions from the
controller. If a match is found, the packet is forwarded to the
destination accordingly; else the packet will be forwarded to
the controller for further processing or dropped [27]. In other
words, the controller acts as the brain of the network by
making forwarding decisions for all incoming packets into
the network.

III. SECURITY ISSUES IN SDN
SDN controller is one of the more robust security solutions
that provides protection for networks against threats. How-
ever, as the number of users and volume of network usage
increase, the probability of potential security issues also
increases [28]. However, so far, there has been no effective
approach to detect low-rate DDoS attack with high accuracy
and low false positive rate; and given that the controller being
the key and focal component of SDN, any problem occurring
at the controller may degrade or even collapses the entire
network [1], [17], [29], [30]. Therefore, many researchers
who have been studying the security issues and challenges of
SDN architecture had proposedmany suggestions or potential
solutions to address some of the issues. One of the issues is the
poor performance of the SDN controller when overwhelmed
by a huge number of incoming packets or flows that impedes
the controller’s ability to process incoming packets. The ques-
tion on how to further improve the performance of the SDN
controller certainly needs further research to answer [31].
Another challenge is the accuracy of attack detection because
attackers keep changing the attack behavior especially when
the attack traffic is made to resemble normal traffic and thus
hardly distinguishable [32]. As aforementioned, the attack
aims to overwhelm network device resources by flooding
the SDN-switch with a huge volume of unmatched packets.
These unmatched packets are treated as new packets by the
switch and will be forwarded to the controller [33], [34].
On other hand, SDN also faces challenges in other aspects
of security, such as malicious applications, data modification,
misconfiguration issues and denial of service [4], [35]–[37].

Several existing techniques to detect DDoS attack on SDN
architecture, as explained in section VI, invoke a lot of back
and forth communication over the controller-switch com-
munication channel for the purpose of acquiring network
statistics that result in a jump in bandwidth consumption
and resource utilization. However, a DDoS attack would
overwhelm the controller by either duplicating packets that
would flood the controller as new packets or spoofing the
source address. Any packet that does not have a matching
entry in the flow table (switch table) will be sent to the
controller for further processing. This forces the controller
to send back a new instruction to the switch to deal with
subsequent incoming packets [38]. But when the number of
new incoming packets is much larger than the bandwidth
and controller’s ability to process them, it will result in the
collapse of the entire network [39]. Table 2 shows some of
the security issues of SDN.

TABLE 2. Security Issues on SDN.

Meanwhile, few proposed approaches [42]–[44] re-
monitor the traffic flow between the controller and switches
in order to access the controller’s rules to the switches’ tables
to intercept DDoS attacks at the boundary switches of SDN.
However, these approaches are incapable of detecting DDoS
attacks that continuously change their attack behaviors due
to the reliance on static switch rules. Static switch rules or
switch flow tables are not effective in dealing with attackers
that keep changing the attack traffic behavior to resemble
normal traffic. Recently, a powerful SDN controller security
middleware has been proposed as a promising way to deal
with suspicious traffic flow [45], [46]. However, most SDN
switches are not built with sufficient intelligence to be able to
recognize the fluctuation of traffic flow early enough in order
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to detect DDoS attacks; thus, making it impractical to rely on
switches to secure the network from DDoS attacks [34].

A. DISTRIBUTED DENIAL OF SERVICES (DDOS) ATTACKS
DDoS attack is a serious threat to network stability
and security due to a huge resource asymmetry between
the network and the victim because the attacks usually
come not only from multiple sources but also distributed
geographically [47]–[50].

Attackers typically initiate their attack by scanning the net-
work to search for security hole or vulnerable host that could
be exploited. If found, the vulnerability is then exploited to
gain control and to infect them with malicious programs.

Attackers continuously change the DDoS attack methods
to evade detection and discovery using novel techniques.
Oftentimes, the identity of the subverted host is hidden by
spoofing the source IP address in attack packets to prevent
discovery. Thus, DDoS attack poses a serious threat to SDN
network quality, especially if it affects the SDN controller,
whether directly or indirectly [51]. DDoS attack attempts to
prevent legitimate users from accessing network resources
or deny their access to network services [52]. Most DDoS
attacks are diversified to avoid detection as well as to increase
the chances of reaching the targeted victim by using differ-
ent attack scenarios or utilizing different methods of DDoS
attack, such as ICMP flooding, TCP flooding [53] and UDP
flooding [54]. The most common types of DDoS attack are
listed in Table 3.

TABLE 3. Common Types of DDoS Attack.

SDN architecture provides potential improvements in
networking security aspect by providing the network with
programmability features that can bring benefits to existing

intelligent systems such as intrusion detection system (IDS)
and intrusion prevention system (IPS) [60].

Although the roles of SDN properties in improving net-
work security have been well highlighted, the methods to
secure the SDN controller are still not properly addressed,
thus exposing the network to threats [61].

DDoS attacks against SDN controller are hard to detect
using traditional DDoS attack detection techniques because
these attacks have similar features as the flooding attacks.
Figure 3 illustrates one of the mechanisms of DDoS attack on
the SDN controller. In addition, DDoS attacks against SDN
controller could be easily executed using affordable tools and
do not require high performance computing or much effort
from the attackers [62].

FIGURE 3. DDoS Attacks on SDN Controller [64].

DDoS attacks can be classified based on the protocol used
or layer targeted. Attacks on the control layer mostly use
TCP, ICMP or UDP packets in order to exhaust the victim
bandwidth. Attacks on application layer usually attempt to
deny legitimate users of services by exhausting the resource
of the server that provides the particular service [63].

DDoS attacks on the SDN controller are launched by
sending a massive amount of network traffic with spoofed
source IP addresses from different sources (hosts’ attacks).
In fact, the power of DDoS attack to devastate the victim lies
in the use of multiple types of attack scenarios against the
target [32]. A sophisticated DDoS attack not only uses less
bandwidth and low number of packets but also mimics the
behavior of normal traffic and varies the traffic rate (e.g. low
or high) to evade detection which increases the effectiveness
of the attack.

IV. QUALITATIVE COMPARISON WITH EXISTING
REVIEWS ON DETECTION TECHNIQUES OF DDOS
ATTACKS AGAINST SDN CONTROLLER
There are many reviews that discuss existing detection tech-
niques of DDoS attacks against SDN controller. Therefore,
in this section, a qualitative comparison is conducted to
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point out the uniqueness of this review compared to oth-
ers. The qualitative comparison is based on the metrics as
shown in Table 4. The metrics are: (i) Number of tech-
niques, (ii) Mechanisms classified, (iii) Entropy-based detec-
tion technique, (iv) Low rate traffic flow detection technique,
(v) Time-based detection technique, (vi) Intrusion detection
system, and (vii) Machine learning techniques. These met-
rics are author-defined based on intensive review of many
existing detection techniques. Such comparison is important
in order to understand the critical issues related to DDoS
attack against SDN for the purpose of finding amore effective
detection technique. In addition, it could serve as a guideline
for future researchers who conduct research in a similar
field. This review is benchmarked with three existing reviews
from [34], [39], [45].

TABLE 4. Qualitative comparison with the existing reviews.

As previously mentioned, the SDN architecture provides
a suitable environment and tools to simplify management
and control of the traffic flows via the controller that could
potentially help in finding solution to some of the challenges
in detecting DDoS attack that has been confronting the tradi-
tional network architecture.

However, due to the vital role of SDN controller to the
network, a failure or problem occurring at the controller may
degrade and even collapse the entire SDN network. There-
fore, an efficient and high-performance method of DDoS
detection is very much needed to identify, evaluate, and
respond to incidents before they could negatively affect the
network.

Many techniques have been proposed to detect DDoS
attack against the SDN controller to secure the SDN network.
In this paper, each approach is scrutinized according to per-
formance, accuracy, detection duration, and traffic flow rate.
Each technique has specific characteristics based on the crite-
ria listed in Table 4. This section explains the existing works
related to the detection method of DDoS attacks against SDN
and summarizes the findings (results) and drawbacks for each
approach in Table 5. This paper is the first attempt at classi-
fying some of the existing DDoS attack detection approaches
based on the technique and features used; threshold nature;
and the location of where the approach is deployed in the
SDN environment, which are summarized in Table 6.

TABLE 5. Summary of Existing DDoS Attacks Detection Techniques in
SDN.

A prompt and accurate detection of any type of attack on
SDN controller is a challenging task. However, it is crucial
to quickly detect the attack before it reaches the controller
to prevent the degradation or even the collapse of the entire
network. Different techniques have been proposed to detect
DDoS attacks. Each technique uses different approach and
parameters; and has specific characteristics, advantages, and
limitations.

V. TECHNIQUES TO DETECT DDOS ATTACKS
AGAINST SDN
Since networks, especially SDN, has been subjected to
constant barrage of DDoS attacks for the past 10 years,
researchers have at their disposal many methods to detect
DDoS attacks. Many studies on DDoS attack detection
techniques are in the literature [6], [41], [43], [45], [46],
[61], [65]–[67]. In this survey, as tabulated in Table 6,
DDoS attack detection techniques are classified into
two broad categories based on the location of the
deployment.
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TABLE 6. Detection Techniques of DDoS Attack In Existing Approaches.

1) SOURCE-BASED TECHNIQUE
The source-based techniques are deployed near the source of
DDoS attack to pre-empt the attack at its onset. DDoS attack
usually overwhelms the switch table by flooding the network
with spoofed IP packets until the arrival rate of incoming
packets is beyond the ability of the controller to handle and
its resources depleted. Thus, the centralized SDN controller
becomes a single point of failure in such situation.

The authors in [42] employed information distance (ID) to
detect DDoS attack with minimum number of features within
a certain detection period. They also applied an entropy
method based on dest_IP occurrences of incoming packets
within a certain window size. Their method depended on
two thresholds: entropy value and information distance (ID).
However, this technique only handles low-rate DDoS attack
and the threshold is fixed which may reduce the detection
accuracy and increase false positive rate.

The switch receives new instructions from the controller
for every new flow without matching rules to be added
into the switch’s table. But this procedure may overload the
controller as all flows without matching rules in the switch
table have to be forwarded to the controller. However, there
are efforts to make the switches smarter in detecting DDoS
attacks without resorting to the controller through a novel
approach presented in [43] called StateSec. This approach
depends on an entropy method and the traffic monitoring
of relevant features. The authors claimed that their proposed
approach had a fast reaction time, prevented controller over-
load and had a high detection accuracy. However, there might
be a delay in the attack detection because the switch is not
only responsible for the collection of the statistics for the
source IP, but also required to process the decision to detect
DDoS attacks instead of the controller which requires the
switch to perform complex computations.

A novel detection approach was proposed for early detec-
tion and mitigation of TCP SYN flooding by harnessing the
programmability and wide visibility of the SDN through an

entropy method in order to determine the randomness of the
flow [44]. The entropy is calculated using the destination IP
address and a few selected attributes of the TCP flags. The
proposed approachwas evaluated in term of average detection
accuracy rate, average attack detection time and average false
positive rates. However, the entropy-based approach that is
based on a single feature from packet header (e.g. source IP
or destination IP) does not help the controller to accurately
determine whether it is under DDoS attack or not. Therefore,
the use of multiple features is preferable as it will have
a significant contribution in enhancing the accuracy of the
attack detection [61].

Time-based detection and defense scheme against DDoS
(TDDAD) [65] is a DDoS attack detection method based
on time feature by extracting the temporal behavior of an
attack. The use of time feature is for the purpose of detecting
and defending against DDoS attack quickly and effectively.
An attacker uses the OpenFlow switches to overwhelm the
controller with a huge number of packets instead of attack-
ing the controller directly since the incoming packets will
be automatically forwarded to the controller for processing.
However, since this method uses the content feature to detect
an attack, the detection could be bypassed with some modi-
fication to the content of the malicious packet. TDDAD con-
sists of five modules: statistics collection, feature extraction,
attack detection, attack defense and port recovery.

The controller is responsible for updating flow rules and
configuring new rules according to the flow. However, attack-
ers could exploit the gap in the controller’s reaction time in
handling new network packets to launch their attack on the
SDN controller by sending a large number of requests to the
controller within this time window. A new method to filter
the requests could decrease the entropy value by sending any
new network packet directly to the security gateway instead
of the controller to detect DDoS attack by an entropy method,
and to generate the rules for these new requests to the switch
flow table [68]. This method depends on three features to
calculate three kinds of entropies: protocol, source IP address,
and destination IP address. However, the detection method
consumes time to process new packet flows.

2) DESTINATION-BASED TECHNIQUES
The destination-based detection techniques mostly employ
the detection and defense at the target of the attack. In this
survey, since the SDN controller is the target, it is considered
the destination of the attack.

The strategic location of the controller within the network
is an advantage that was capitalized by [45] to detect DDoS
attacks in an effective and lightweight manner. The proposed
approach employed an entropy method to calculate the prob-
ability of random incoming packets to detect an attack in
the early stage by choosing a fixed threshold. The entropy is
calculated using the destination IP address. However, a single
point of failure situation could occur in two ways. First,
excessive traffic causing a bottleneck in the switch-controller
communication channel that blocks legitimate traffic from

VOLUME 8, 2020 143991



M. A. Al-Adaileh et al.: Detection Techniques of DDoS Attacks on SDN Controller–A Review

reaching the destination. Second, the number of inbound
packets that reach the controller exceeds its processing capa-
bility. Hence, the occurrence of any one of the two will result
in the exhaustion of the controller resources that prevent
legitimate packets from reaching the controller. Therefore,
the entropy method allows the controller to evaluate the rate
of incoming packets destined to a specific host or subnet.

The emergence of SDN not only makes network manage-
ment more flexible and programmable, but it also presents
an attractive target for attackers. By constantly bombarding
the controller with attack packets, attacker forcefully puts
extra burden and strain on the controller that needs to process
all incoming traffic packets in order to detect or prevent any
potential DDoS attack. Until a reliable and effective solution
is found that is able to secure the SDN network from DDoS
attack, this issue will continue to attract the attention of
researchers in the industry and academia alike.

One of the new methods that has been proposed to solve
this issues is based on self-organizing mapping (SOM) net-
work that gives early alert according to the probability of
occurrence of packets in an event [46]. This method manages
to decrease resource consumption, lower false positive rates
and improve detection ratio for UDP and TCP traffic flow,
but has a high false positive rate for ICMP traffic flows.

A different technique to detect DDoS attack was pro-
posed by [66] with the objectives to identify the path where
attack traffic passed through, to achieve rapid response from
the detection module and to cope with the limitations of
fixed detection loop approach. It comprises four modules:
attack detection trigger, attack detection, attack traceback
and attack mitigation, that achieves rapid detection of DDoS
attacks thus helps to reduce the workload of controllers.

Several researchers proposed a method to detect DDoS
attacks against SDN controller by collecting and analyzing
statistics from switches’ tables. However, the large amount of
data that needs to be exchanged between hosts, especially in a
large network, increases the burden of data collection process.
Besides, the increase in contact frequency between the hosts
could overload the switch-controller communication channel
that makes it difficult to capture all communication between
the switches and the controller. However, many efforts to
collect statistics from the switches are now handled by a
flow statistics process in the switch [67]. The authors used
a lightweight entropy-based DDoS flooding attack detection
method running in OpenFlow and reduces the flow collection
load to the controller to lessen the overhead from frequent
flow collection and make the switches more intelligent to
proactively detect DDoS attack at the switch. Thus, the fre-
quency of communication between the controller and the
switches is reduced.

Many prior researches were concentrated on the defense
against DDoS attack on SDN. Some existing researches
suffer from false positive. The similarity between DDoS
attack traffic behavior and flash crowd behavior was ana-
lyzed by [6]. They proposed an entropy-based DDoS defense
mechanism (EDDM) that runs on the controller. EDDM tries

to keep legitimate packets from being dropped during flash
crowd events and thus prevent denial of service to legitimate
users on the network. That makes the operation of DDoS
attack detection more accurate and reduces false positive rate.
At the same time, this mechanism depends solely on one
wind ow to detect abnormal flows according to the entropy
method that needs to produce a result in a short time. Thus,
this mechanism may overload the controller and delays the
detection of DDoS attack.

Many solutions to detect DDoS attack against the SDN
controller depend on a single packet feature for efficiency
reason. However, the use of a single feature puts many restric-
tions on DDoS detection operation. To eliminate the restric-
tions, a new approach was proposed in [69] that used multiple
packet header features based on joint-entropy method. The
authors utilized information theory in their method because
it is more scalable, less complex and gives more accurate
result. Furthermore, the method could detect both spoofed
and non-spoofed DDoS attacks in online mode bymaking use
of flow duration, source IP address, packet length and destina-
tion port as features to reduce false positive rate and improve
detection accuracy. However, the setback is it requires longer
time to detect an attack.
The Difficulty in Detecting DDoS Attack in SDN
As mentioned earlier, the SDN offers network administra-

tors ease of management and programmability by decoupling
the control plane from the data plane [1]. Although there
have been many excellent works done by researchers and
security communities to detect DDoS attack in SDN environ-
ments, the trend of DDoS attacks is still rising; and some of
them with new forms and characteristics. Some difficulties
in defending against DDoS attacks in SDN environments are
described below.

1- Statistical data: Most DDoS attack detection tech-
niques need to collect data from the infrastructure
layer switches) to construct their approaches, such as
in the method to extract the necessary features of
packet header to detect abnormal behavior. Since the
frequency of DDoS attack keep increasing, collecting
statistical data from the traffic flows becomes more
difficult and challenging, especially when involving
low-rate DDoS attack. Moreover, there are techniques
that distribute the data collection tasks across multiple
switches in the SDN network to balance the data col-
lection loads. However, this makes it harder to collect
precise data for use in detecting DDoS attack against
SDN networks.

2- Algorithm selection: The diversification of DDoS
attack behavior complicates the detection of abnormal
traffic in SDN environment. Thus, many algorithms
have turn to artificial neural network, Bayesian classi-
fication, fuzzy logic, etc. to detect DDoS attack behav-
iors. However, there is no single algorithm that is able
to deal with all variations of DDoS attack behaviors.

3- Prompt response: Prompt response to DDoS attack is
extremely important for SDN controller to maintain
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the availability of the network. However, under DDoS
attack, the controller deals with massive amount of
traffic that could exhaust all of its resources which
cripple its ability to respond to requests from legitimate
users.

In response to the above-mentioned difficulties, several
techniques have been proposed to detect DDoS attacks
against SDN controller. However, the problems with existing
DDoS attack detection approaches are many which include
heavy burden on the controller to process an overwhelming
number of ingress packets within a short time frame; inability
to detect low rate DDoS attack; and high network resource
consumption. In addition, invalid packets also put additional
processing burden on the controller that cause delay in attack
detection. Some approaches were meant only for low traffic
flow, thereby resulting in high false positive rate.

VI. FUTURE RESEARCH
The existing detection techniques to secure SDN controller
against DDoS attacks, as explained in Section VI, still suffer
from various issues. Future research in the field should pay
close attention to the following aspects:

1- Fixed threshold: Many researchers attempt to secure
the SDN controller against DDoS attack by proposing
detection techniques that use a fixed threshold based on
a certain number of packets within a time interval (e.g.
500 packets per t time). Therefore, a high false positive
rate remains an issue. Thus, a method to dynamically
calculate the threshold needs to be developed and inves-
tigated. Researchers could also apply dynamic thresh-
old features based on the traffic statistics.

2- Low-rate DDoS attack detection: DDoS attack with
low traffic rates is almost impossible to detect using
a technique that solely relies on a single packet header
feature [70]. From the attacker’s point-of-view, a huge
number of packets with spoofed source IP addresses are
generated and blasted to a single host in the network.
As a result, the targeted host will be flooded with these
packets at roughly the same time which will eventually
exhaust its resources.
The controller has difficulty in determining whether the
particular traffic is part of DDoS attack or not because
the packets seem to be coming frommultiple sources at
a relatively ‘normal’ rate, thus resulted in a high false
positive rate and low detection accuracy. To enhance
the detection and identification of DDoS attack with
a low traffic flow rate, the detection technique needs
to rely on multiple packet header features instead of a
single feature.

3- Controller overhead: Some SDN security approaches
are deployed at the controller. To make the matter
worse, some of these approaches require analysis of the
entire traffic flow to detect DDoS attacks which would
add unnecessary burden and overhead on the controller
since traffic flow analysis is a very resource-intensive
process. Thus, selecting appropriate packet features

and deploying the detection approach at a separate
location other than the controller would reduce the
overhead of the controller.

VII. CONCLUSION
This paper provides an overview of SDN concept by illus-
trating the importance of SDN features’ in managing, moni-
toring, and programming the network using SDN controller.
The controller is also playing a central role in securing the
network from various threats as elaborated in section II.
Section III of this paper discusses some of the security issues
that plague the SDN controller; explains the effect of DDoS
attacks, particularly on SDN controller; and elaborates on
some of the common types of DDoS attacks. Section IV
gives a comprehensive analysis of existing DDoS detection
techniques and compares it with three other existing sur-
veys according to certain criteria. In addition, this section
provides a comprehensive study on the detection techniques
of DDoS attacks in SDN and summarizes the findings and
drawbacks. Furthermore, this paper is the first to classify
some of the existing DDoS attack detection approaches based
on the technique and features used; the threshold nature; and
the location where the approaches have been deployed in the
SDN environment.

This paper highlights the limitations of several DDoS
attack detection approaches which could be solved by uti-
lizing a better and more efficient technique that increases
detection accuracy and reduces false positive rate. Finally,
researchers could also exploit the advantages or strengths of
existing approaches by hybridizing them to obtain a more
comprehensive detection approach against DDoS attacks.
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