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ABSTRACT The frequent movement of nodes in cognitive radio mobile ad hoc networks (CRAHNs)
causes challenges in scalability, stability, channel sensing and channel access problems that can be solved
by using clustering technique. Game theory is a feasible approach to solve such problems by casting
clustering problems as distributed optimization problems. The main contributions of this article are as
follows. Firstly, we propose a minimum connected weighted inner edge spanning tree (MWIEST) game
to find an approximate solution of a MWIEST problem in CRAHNs. In this game, a link-weight function of
each link is designed based on a combination of link-stability and link-connectivity ratio functions. Secondly,
we prove that the MWIEST game is an exact potential game that exists at least one Nash equilibrium (NE)
point which is an approximate solution of the MWIEST problem. Besides, we also prove that best responses
(BRs) of the game converge to a NE in finite iterations. Thirdly, based on the MWIEST game, we propose
four algorithms including the node information exchange (NIE), the best response selection (BRS), the
intermediate nodes selection (INS) and the forming cluster (FC). Specifically, the algorithms NIE, BRS and
INS provide a set of intermediate nodes (SetIN) which supports the FC algorithm to form clusters. Finally,
we propose the game theory based clustering (GBC) protocol which is combination of the FC algorithm and
the proposed cluster maintenance algorithm to construct high stable clusters supporting multicast routing
in CRAHNs. Moreover, each obtained cluster includes most members having the same receiving channel
which avoids the affected regions of licensed channels. For the performance evaluation, we implement the
GBC protocol in OMNET++ platform to demonstrate its performance improvement over the state-of-the-art
protocols in terms of network stability and control overheads.

INDEX TERMS Cognitive radio mobile ad hoc network, clustering, multicast routing, game theory, network
layer, OMNET++.

I. INTRODUCTION
The rapid growth of wireless communication networks has
led to an increasing demand for spectrum, and continue to
do so in future. Cognitive radio (CR) technology has been
studied to solve overloaded spectrum problems. CR technol-
ogy allows a wireless device to access spectrum in a dynamic
opportunistic way. In CR networks, there are two kinds of
users that are primary users (PUs) and secondary users (SUs).

The associate editor coordinating the review of this manuscript and

approving it for publication was Hongbin Chen .

PUs can access licensed channels whenever they need to
transmit data while SUs can only access licensed channels
when these are unoccupied by PUs [1], [2]. A CR network can
be classified into a centralized network (including base sta-
tions and wireless users) or a distributed network, e.g., mobile
ad hoc network (MANET). In a distributed network, each
user can directly communicate with the others without any
existence of a fixed network infrastructure such as base sta-
tions or access points [3], [4]. With a rise of mobile devices,
MANETs have been receiving attention with an increasing
number of applications in environmental monitoring, health
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care, commercial, military, private sectors [4], [6]. Moreover,
because a MANET does not require an infrastructure net-
work, this provides a convenient decentralized feature and
makes networks more flexible and robust. In this article,
we focus on the clustering issue in cognitive radio mobile
ad hoc networks (CRAHNs). There are some factors which
affect to topology management in CRAHNs such as (1)
there is no common channel to transmit data throughout the
network, (2) topology of a network is constantly changing
over time according to user activities, and (3) it takes a
long time to spread routing information in whole large size
network [4]. Besides, multicast routing is also considered in
CRAHNs with many applications and services such as video
conferencing, distance learning, cooperative work, replicated
database updating and video on-demand, etc [8]. In multicast
routing, each multicast group presents a group of users with
common characteristics. In clustering process, cluster heads
are selected to receive messages from source and forward
messages to multicast groups in order to reduce control over-
heads and packet loss. Hence, clustering is considered as an
effective technique to classify nodes into clusters for topology
control. In other words, it builds a virtual backbone to ensure
network system performance and make network size smaller
and easier to control. Moreover, clustering is used to improve
network performances such as delay, bandwidth consumption
and throughput [9].

In this article, although there exist important issues of
lower layers which can be occured at network layer such
as throughput, energy efficiency, traffic optimization, packet
loss, security, delay, QoS, admission control, mobility, rout-
ing and data gathering, we only focus on clustering issue in
network layer to obtain high stable clusters. Thus, we assume
that these above issues were fully supported by lower layers
that are physical and data link layers.

A. RELATED WORKS AND MOTIVATIONS
Clustering algorithms in CRAHNs can be classified into
different categories [4], [5], [10] such as (1) Dominating-
set-based clustering [11]–[13], (2) Combined-metrics-
based clustering [14], [15], (3) Common-control-channel-
establishment-based clustering [16], [17], (4) Stability-based
clustering [8], [18], (5) Energy-efficient clustering [19],
[20] and (6) Spectrum-sense-improvement-based clustering
[21]–[23]. Particularly, (1) The idea of dominating-set-based
clustering is to find a minimum dominating set of CRAHNs
which is used as a minimum routing space to optimize
system performance in terms of control overheads, packet
delivery ratio, delay, etc. In [11], the authors proposed a
connected dominating set (CDS) based distributed algorithm
in MANET. In this algorithm, if a node has two neighbor
nodes which are not connected, it will become a member of
the CDS. Next, some rules were proposed to reduce the CDS
size. The obtained CDS was used as an optimal virtual back-
bone of network to reduce the routing space. In [12], a CDS
based routing protocol in MANET was proposed to obtain
a stable routing space and prolong the lifetime of network.

In this protocol, the authors proposed a status function of a
node which integrates three factors such as energy, mobility,
and degree to construct a minimum connected dominating
set (SoN-MCDS). In [13], the authors proposed an efficient
CDS clustering based routing protocol to construct stable
clusters and improve system performances such as control
overheads, packet delivery ratio and delay. In this protocol,
a weighted function and some rules were proposed to con-
struct a minimum CDS which was used for clustering and
routing processes. (2) The main goal of combined-metrics-
based clustering is to propose a weighted function which is a
combination of parameters such as node degree (connectivity
of node), residual energy capacity, moving direction, etc.
This clustering approach uses a weighted function for cluster
head selection process to construct a cluster structure which
supports networks to improve the system performances.
In [14], a weighted clustering algorithm was studied, called
enhancement on weighted clustering algorithm (EWCA).
In EWCA, transmission power, transmission range, mobility
and battery energy parameters were used to select clus-
ter heads. This achieves a load balancing to enhance the
stability of clusters in MANETs. In [15], the authors pro-
posed a method of cluster formation which used two factors
that are node degree and bandwidth to select cluster heads
and construct clusters. They also proposed a new mecha-
nism of merging two clusters to make clusters more stable
and minimize packet loss. (3) Common-control-channel-
establishment-based clustering approaches are applied to
determine a list of channels in which each channel is used
for all members of a cluster to exchange data in coopera-
tive spectrum sensing, broadcasting routing information and
spectrum access coordination. In [16], a distributed coordi-
nation protocol was considered to build groups according
to spectrum heterogeneity in the CR network. This protocol
provided large-group size and each group has one common
control channel. In [17], the authors proposed two distributed
clustering algorithms that are spectrum-opportunity cluster-
ing (SOC) and constrained-SOC (C-SOC). In these algo-
rithms, the clustering was formulated as a maximum edge
biclique construction problem, the SOC algorithm made a
balance between the cluster size and the number of common
channels, and the C-SOC algorithm constructs clusters with
maximum cluster size. The C-SOC also provides the number
of common idle channels in a cluster equal to or greater
than a predefined value. (4) In stability-based clustering,
the topology of CRAHNs changes rapidly, nodes need to
exchange additional messages to repair clusters. This makes
a significant increase in control overheads. Thus, main goal
of the stability-based clustering is to provide stable clusters to
reduce re-affiliation rate and re-clustering. In [8], the authors
proposed a mobility-based clustering (MBC) approach that
uses combination of both physical and logical partitions
of network to support mobility management and multi-
cast routing in MANET. The MBC protocol provided clus-
tered topology which is more stable than other approaches.
In [18], the authors presented their studies as follows. Firstly,
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a realistic mobility model was proposed to describe move-
ment of highly mobile airborne nodes. Secondly, a cluster
head selection algorithm was proposed based on node degree
level, average number of hops and channel switching from
member nodes to cluster heads. Thirdly, two new common
control channel (CCC) selection schemes were proposed
based on node contraction concept and the discrete particle
swarm optimization algorithm. Finally, a routing protocol
was proposed with a channel assignment scheme based
on node capacity to improve total throughput of control
channels, end-to-end delay and packet delivery ratio. (5) In
energy-efficient clustering, the aim is to reduce unnecessary
energy consumption or balance energy consumption to pro-
long network lifetime by reducing transmission power, dis-
tance betweenmembers and cluster heads. In [19], the authors
proposed a spectrum-aware cluster-based energy efficient
multimedia routing (SCEEM) protocol for cognitive radio
sensor network (CRSN) to overcome formidable limitations
of energy and spectrum issues. The SCEEM protocol was
applied to improve the quality of service (QoS) and energy
efficient routing by limiting the participating nodes in route
establishment. In [20], EDCRN (Energy-Driven Cognitive
Radio Network) protocol was proposed in which the rota-
tion energy threshold was estimated by using cluster head
node real time energy load. The authors also showed that
the network lifetime of EDCRN is better than of LEACH
(Low-Energy Adaptive Clustering Hierarchy) and EDAC.
(6) In spectrum sense improvement-based clustering, spec-
trum sense is a process of sensing activities of primary users
to detect idle channels. Because a cognitive user can not
make accurate decisions, a cooperative spectrum sensing has
been introduced to increase the sensing results. In traditional
cooperative spectrum sensing, each user sends its sensing
results to the coherence center by using a reporting channel.
This causes channel congestion problem when there are a
large number of reports. To solve this issue, clustering is
used to reduce number of reports to center by reporting
through cluster heads [21], [22]. In [21], A cluster-based
CSS was introduced to obtain a proper assignment policy
and maximize achievable throughput for secondary users.
In the obtained policy, all secondary users in each cluster
cooperate to sense the same set of PU channels. In [23],
the authors proposed a cluster-based cooperative spectrum
sensing scheme. The optimal number of clusters was obtained
by balancing tradeoff between communication overhead and
sensing reliability. This can minimize cooperation overhead
without any performance loss of reliability.

From these observations, main advantages of the clustering
in CRAHNs can be listed as follows. (i) Channel assignment:
adjacent SUs having similar spectrum are grouped in the same
cluster and receiving channels of clusters are not affected
by licensed channels. (ii) Enhancement of sensing outcomes:
SUs in the same cluster cooperate to decide which chan-
nels are idle. This can reduce probability of miss-detection
and incorrect alarm to network [30]. (iii) Enhances the net-
work stability: a stable clustered structure makes CRAHNs

easier to control, reduces the re-affiliation rate and minimizes
re-clustering situations [10]. (iv) Network scalability: the
flat structure restricts the extension of network because the
control overheads is increased. Hence, a clustered structure
is necessary to simplify routing and reduce the control over-
heads because cluster heads and gateways establish a virtual
backbone for inter-cluster communication to reduce genera-
tion information of routing process [10], [31]. (v) Multicast
Routing: Clustering approach selects cluster heads which are
used to receive messages from source and forward the mes-
sages to multicast groups in order to reduce control overheads
and packet loss [8].

Game theory is a collection of mathematical models of
strategic interaction between rational players, which has a
wide range of useful applications in economics, sociology
and psychology, political science, biology social science and
computer science. A modern game theory was developed
by Morgenstern and von Neumann [24] with the idea of
mixed-strategy equilibria in two-person zero-sum games.
In the 1950s, game theory was studied by many researchers,
at which time, John Nash developed a criterion for mutual
consistency of players’ strategies known as the Nash equi-
librium of the game and it was applied to many different
games [25]. Recently, game theory has been applied to net-
work problems because nodes in a distributed network are
independent, they have to make decisions by their own inter-
est, and game theory adapts with distributed optimization
problems [26]. In [27], the authors modeled clustering prob-
lem inMANET as a coalition game framework, and proposed
a distributed generic coalition formation algorithm that oper-
ated clustering process. This generic algorithm was compati-
ble with unstructured and structured cases. Simulation results
indicated that the proposed algorithm outperforms others in
terms of cluster size and stability. In [28], an evolutionary
game theoretic (EGT) framework was proposed to solve a
problem of cluster in-stability in vehicular ad hoc networks
(VANETs). The EGT was used to reduce signaling over-
head, complexity and increase cluster stability in large scale
VANETs. In [29], the authors proposed an energy-efficient
clustering algorithm based on game theory. In this algorithm,
each node competes to be a cluster head by joining a localized
clustering game in order to achieve equilibrium probability.
A potential cluster head is selected to be a real cluster head
through a properly designed probability method. The authors
also indicated that the proposed algorithm was better than
low-energy adaptive clustering hierarchy and clustered rout-
ing in terms of network lifetime. In [32], the authors pro-
posed an energy-efficient clustering algorithm which was a
combination of non-cooperative game and dual-cluster-head
(ECGD) to improve energy efficiency and extend the network
lifetime in WSNs. In [33], a coalitional game-theoretic clus-
tering (CGTC) algorithm was proposed in WSNs to reduce
energy consumption and improve throughput. Particularly,
the entire network area was divided into two regions that
are an area far from the base station (far area) and a region
close to the base station (vicinity area). Sensor nodes in the
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vicinity area were grouped into small coalitions by using
coalitional game to reduce the energy consumption. In the
far area, cluster heads were elected based on the set of nodes
with the highest residual energy, and clusters are formed by
using coalitional game. In [34], the authors investigated a
new clustering approach by mixing a non-cooperative game
theory technique with a decentralized clustering algorithm
in WSNs to maximize the network lifetime. Specifically, the
game theory approach was used to limit the number of the
forwarding messages as well as to maximize the lifetime of
sensors. In [35], the authors designed a clustering protocol
based on game theoretic approach for balancing energy con-
sumption in WSNs to improve the network lifetime.

Because nodes in the network randomly move based on
random models, some critical problems can be occurred as
follows: (i) a member node moves out of its cluster, (ii) a
cluster head moves out of its cluster or dies and (iii) multi-
ple clusters move into the same cluster. To solve problems
(i)–(iii), local cluster maintenance algorithms were proposed
in [36]–[39]. The authors in [36] proposed an improved
cluster maintenance scheme (ICMS) in MANETs to improve
the stability of clusters and reduce the control overheads.
Specifically, the ICMS delays the cluster head change if two
cluster heads are in the same cluster area. The new cluster
head is elected based on the cluster priority and delay time.
In [37], the authors proposed an optimized stable clustering
algorithm for MANETs to improve the stability of clusters
and reduce the control overheads. This algorithm considered
new nodes as backup nodes in the cluster. A backup node
acts as a cluster head if the cluster head moves out (or dies)
of the cluster. Next, the cluster head chooses a new backup
node, which keeps the network available without disturbance.
Furthermore, the priority of the cluster heads and the backup
nodes is calculated based on the remaining battery life of
mobile nodes. In [38], the authors analyzed the performance
of several clustering algorithms and discussed about stability
and control overheads of network. In [39], a least cluster
change (LCC) clustering algorithm was proposed to solve the
following problems for MANETs: one is when a non-cluster
headmoves out of its cluster, and the other is when two cluster
heads come within range of each other.

Most recent studies on applying game theory for cluster-
ing have restricted to the energy consumption optimization
problem in WSNs and MANETs to prolong the network
lifetime. However, one of themost important clustering issues
in MANET is to construct a highly stable structure of clus-
ters, and game theory is an effective approach to address
these clustering issues in CRAHNs. Hence, we apply game
theory to propose a novel clustering protocol in order to
obtain the high stable clusters supporting multicast routing
in CRAHNs.

B. CONTRIBUTION AND ORGANIZATION
The main contributions of this article are summarized as
follows:

• Firstly, we propose a minimum connected weighted
inner edge spanning tree (MWIEST) game to solve the
MWIEST problem in CRAHNs. The solution of this
game is used to find a set of intermediate nodes (SetIN)
which supports the clustering process to choose cluster
heads and gateways from the SetIN. In this game, a link-
weight function of each edge is designed based on a
combination of link-stability and link-connectivity ratio
functions.

• Secondly, we prove that the MWIEST game is an exact
potential game and there exists at least one Nash equi-
librium (NE) point which is an approximate solution of
the MWIEST problem (Theorem 1). Besides, we also
prove that best responses (BRs) of the game converges
to a NE in 64×N iterations at most, where N is the total
number of nodes (Theorem 2).

• Thirdly, based on the MWIEST game, we propose
four algorithms that are the node information exchange
(NIE), the best response selection (BRS), the intermedi-
ate nodes selection (INS) and the forming cluster (FC).
Specifically, The NIE algorithm is used for nodes to
exchange node’s information and neighbors’ informa-
tion list with their neighbors. The BRS algorithm is built
based on the MWIEST game to achieve a NE point. The
INS algorithm uses the NE point to obtain the SetIN
which supports the FC algorithm to form clusters.

• Finally, we propose the game theory based cluster-
ing (GBC) protocol which is combination of the FC
algorithm and the proposed cluster maintenance algo-
rithm to construct high stable clusters supporting multi-
cast routing in CRAHNs. Moreover, each obtained clus-
ter includes most members having the same receiving
channel and avoids affected regions of licensed chan-
nels.

• For the performance evaluation of the proposed
GBC protocol, we implement the GBC protocol in
OMNET++ platform to demonstrate that it provides
better performance than the state-of-the-art protocols in
terms of network stability and control overheads.

The rest of this article is organized as follows. Section II
describes systemmodel and the basic concept of the proposed
game based clustering protocol. Section III includes neces-
sary functions and definitions, the MWIEST problem and
the proposed MWIEST game. Section IV presents necessary
algorithms that are NIE, BRS, INS and FC to support the
proposed GBC protocol. Section V shows the performance
evaluation of the proposed GBC protocol. Finally, Section VI
concludes the paper.

II. SYSTEM MODEL
In this section, we present the system model and the basic
concept of the proposed GBC protocol, as shown in Figure 1.
We consider a CRAHN consisting of multiple SUs and PUs,
called nodes that have some characteristics as follows:
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FIGURE 1. Basic concept of the proposed game based clustering protocol.

• All nodes can move randomly in two-dimension space
based on the random waypoint (RWP) model.

• Each node can know its own location through the global
positioning system (GPS) [40], [41].

• The transmission range of nodes is fixed.
• Each node can exchange control packets by using a given
channel (control channel) which is different from data
channels. Moreover, the control channel does not affect
the licensed channels of PUs.

• All nodes are classified into groups, called clusters. Each
cluster includes one cluster head (CH), gateways (GWs)
andmember users (MUs), where aCH is a representation
of a cluster and its tasks are aggregating and transmitting
messages of rest nodes in its cluster within a single-hop.
Each CH can directly communicate with GWs. A GW is
an intermediate node which can directly communicate
with itsCH orCHs/GWs of other clusters within a single-
hop. If a node is not a CH or a GW, it is considered as
a member user (MU) which can only directly communi-
cate with its CH [42].

The basic concept of the GBC protocol in Figure 1 can be
explained as follows:

• Step 1. Each node exchanges node’s information and
neighbors’ information list with their neighbors by using
the NIE algorithm.

• Step 2. Each node uses the BRS algorithm to obtain a
NE point of the MWIEST game. Particularly, each node
v chooses its BR (best response) based on the MWIEST

game. A BR is a set of links (edges) which implies
a weighted spanning tree with minimum possible total
weight of inner edges in graph Grv = (δ[v],Eδ[v]),
where E is the set of all edges of the network, δ[v]
is a set of neighbors of node v including v, Eδ[v] is a
subset of E such that all edges e ∈ Eδ[v] have their
endpoints in δ[v] and an edge is an inner edge if both
its endpoints are non-leaf nodes. The BRS algorithm
repeats the BR selection until a NE point is reached.

• Step 3. Each node uses the INS algorithm to select a
set of intermediate nodes based on the NE point which
is obtained in Step 2. A node is an intermediate node
if its degree is strictly greater than 1 in graph Gv =
(δ[v],E(BR)), where E(BR) is the set of edges which is
selected by BR.

• Step 4. Each node uses the GBC protocol to select CHs
and GWs from the set of intermediate nodes which is
obtained in Step 3. Based on the CHs andGWs, the GBC
protocol classifies nodes into high stable clusters.

Based on the basic concept of the proposed GBC protocol,
the example in Figure 1 can be explained as follows:

• Step 1. Each node exchanges node’s information and
neighbors’ information list with their neighbors by using
the NIE algorithm.

• Step 2. Each node uses the BRS algorithm to obtain a
NE point which is a combination of all BRi,where BRi is
the best response of SUi.We have BR1 = {e1, e2, e3, e4}
and BR4 = {e1, e5, e6}.
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• Step 3. Because the edges e1, e4, e5 and e6 are
inner edges and endpoints of these edges are
SU1, SU4, SU9, SU13 and SU14, these endpoints will be
selected to become CHs or GWs.

• Step 4. Clustering process:

– Node SU3 (channel C2) elects intermediate node
SU1 (channel C2) as a CH. Node SU3 becomes a
MU.

– Because node SU2 (channel C5) has no adjacent
intermediate node (channel C5), it chooses the
CH (SU1) as its CH based on node-weight function.
Node SU2 becomes a MU.

– Because the intermediate node SU4 (channel C2)
is not elected by any non-intermediate node,
it chooses the CH (SU1) (channel C2) as its CH.
Node SU4 becomes a GW.

– The group of nodes {SU1, SU2, SU3, SU4} becomes
a cluster with maximum number of nodes having
the same receiving channel C2.

– Non-intermediate node SU11 elects intermediate
node SU12 as a CH because SU12 has the receiving
channel C3 which is different from PU2’s channel
C1. Node SU11 becomes a MU.

– Because the intermediate nodes SU9 and SU10
are not elected by any non-intermediate node, the
intermediate node SU9 (channel C3) chooses the
CH (SU12) with channel C3 as its CH, and interme-
diate node SU10 chooses CH (SU12) as its CH based
on node-weight function. Nodes SU9 and SU10
becomes GWs.

– The group of nodes {SU9, SU10, SU11, SU12}

becomes a cluster with maximum nodes having the
same receiving channel C3, node SU11 becomes a
MU and the cluster’s receiving channel C3 is not
affected by PU2’s channel C1.

The rest of SUs are operated to become CHs, GWs or MUs
by the same way as the above SUs.

III. PRELIMINARIES
We consider the CRAHN as an un-directed connected graph
Gr. We assume that each edge e in Gr has a weight W(e)
which measures the stability of this edge and the smaller
W(e) is, the higher the stability of edge e is. We have that
a spanning tree of Gr with minimum possible total weight of
inner edges provides endpoints of these inner edges which
keep connection together in the high stable way. In this
section, we present some necessary definitions and notations
in graph theory and a link-weight function to propose an opti-
mization problem, called MWIEST problem. The solution
of the MWIEST problem is a spanning tree with minimum
possible total weight of inner edges of the network which
supports the proposed GBC protocol to obtain high stable
clusters. Because the MWIEST problem is a NP-complete
proven in Remark 4, we propose a MWIEST game to find
a approximate solution of the MWIEST problem.

A. DEFINITIONS AND NOTATIONS
A CRAHN is considered as an un-directed connected graph
Gr = (V,E), where V = {v1, v2, . . . , vN } is a set of ver-
tices (nodes) and E = {e1, e2, . . . , eM } is a set of edges (un-
directed link). An edge between two nodes u and v indicates
that both nodes v and u are in their wireless transmitter ranges.
We assume that the transmission range of nodes is the same.
Thus, if there is an edge e = (v, u) in E, u is within v’s range
and v is within u’s range.

Edge selection (ES) vector:Avector s = (s1, s2, . . . , sM ) ∈
{0, 1}M is called an ES vector. It implies a subset of E which
is denoted by

E(s) = {ei ∈ E | si = 1}. (1)

Spanning tree (ST): A ST of Gr is an un-directed con-
nected sub-graphwhich includes all of vertices ofGr,without
any cycles, with minimum possible number of edges.

Weighted Edge Spanning Tree (WST): A WST is a ST
where edges have weights or values.

Minimum Weighted Inner Edge Spanning Tree: A
MWIEST is a WST with minimum possible total weight
of inner edges, where an edge is an inner edge if both its
endpoints have degree ≥ 2 in the WST.

For ease of presentation, we give some notations and defi-
nitions as shown in Table 1.

TABLE 1. Notations and definitions.

1) THE PROPOSED LINK-STABILITY FUNCTION: LS
FUNCTION
Each edge e in Gr has two endpoints i and j which have
movement directions (d (i)x , d

(i)
y ) with speed vi and angle αi =

arctan(d (i)y /d
(i)
x ), and (d (j)x , d

(j)
y ) with speed vj and angle αj =

arctan(d (j)y /d
(j)
x ), respectively.

At time t0, position of nodes i and j are (x(i)0 , y
(i)
0 ) and

(x(j)0 , y
(j)
0 ), respectively. At time t1, position of nodes i and

j are (x(i)1 , y
(i)
1 ) and (x(j)1 , y

(j)
1 ), respectively, where positions at

time t1 can be calculated as

x(i)1 = x(i)0 + vi(t1 − t0) cos(αi),
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y(i)1 = x(i)0 + vi(t1 − t0) sin(αi),

x(j)1 = x(j)0 + vj(t1 − t0) cos(αj),

y(j)1 = x(j)0 + vj(t1 − t0) sin(αj). (2)

We denote Dt0 (i, j) and Dt1 (i, j) as distances between i and j
at time t0 and t1, respectively. By using Eq. (2), Dt0 (i, j) and
Dt0+1t (i, j) can be calculated as

Dt0 (i, j) =
√
(x(i)t0 − x

(j)
t0 )

2 + (y(i)t0 − y
(j)
t0 )

2,

Dt0+1t (i, j)=
√
(x(i)t0+1t−x

(j)
t0+1t

)2+(y(i)t0+1t−y
(j)
t0+1t

)2. (3)

The link-stability function LS1t of link e over interval time
1t is defined as

LS1t (e) =
|Dt0 (i, j)− Dt0+1t (i, j)|

2Smax1t
, (4)

where Smax is the maximum speed of nodes.
Remark 1: The value of LS(e) indicates that the smaller

the LS(e) is, the higher the stability of the distance between
two endpoints of edge e is.

2) THE PROPOSED LINK-CONNECTIVITY FUNCTION: LC
FUNCTION
We denote the function LC as a link-connectivity function of
edge e which can be express as

LC(e) =
deg(u)+ deg(v)

2degmax
, (5)

where u and v are two endpoints of edge e and degmax is the
maximum degree of each node.
Remark 2: The value of LC(e) indicates that the higher

the LC(e) is, the higher the total of nodes adjacent to the
endpoints of edge e is. Thus, the value of 1−LC(e) indicates
that the smaller the 1−LC(e) is, the higher the total of nodes
adjacent to the endpoints of edge e is.

3) THE PROPOSED LINK-WEIGHT FUNCTION: LW FUNCTION
The link-weight function W of edge e is defined as a com-
bination of the functions LS and LC in Eq. (4) and Eq. (5),
respectively. It can be expressed as

W(e) = w1LS1t (e)+ w2(1− LC(e)), (6)

where 1t is a time constant, w1,w2 ∈ R and w1 + w2 = 1.
Remark 3: The value ofW(e) indicates that the smaller the

W(e) is, the higher the opportunity of edge e becoming an
edge of a MWIEST is.

B. THE MWIEST PROBLEM
The problem of finding a MWIEST of a graph Gr, called
MWIEST problem, can be described as

min
s
F(s) =

M∑
i=1

siinner(ei)W(ei)

subject to s = (s1, s2, . . . , sM ) ∈ {0, 1}M

sub-graph (V ,E(s)) of Gr is a WST,

inner(ei) is calculated in (V ,E(s)), (7)

where each ei is an edge in E, si = s(ei) and inner(ei) are
defined in Table 1, E(s) is a set of edges in Eq. (1) and W(ei)
in Eq. (6) is the link-weight function of edge e.
Remark 4: The MWIEST problem is NP-complete.
Proof: If we set the weight of all edges equal to 1,

the MWIEST problem is equivalent to the maximum leaf
spanning tree (MLST) problem. According to [46], [47], the
MLST problem is NP-complete. Thus the MWIEST problem
is also NP-complete.

Because the MWIEST problem is NP-complete, we will
propose a MWIEST game in section III-C2 to find a NE point
which is a combination of all node’s BRs. Each BR of a node
is a set of edges which implies a local weight edge spanning
tree with possible total weight of inner edges. The obtained
NE point can be considered as an approximate solution of the
MWIEST game.

C. THE PROPOSED MINIMUM WEIGHTED INNER EDGE
SPANNING TREE GAME: MWIEST GAME
1) POTENTIAL GAME
A standard representation of a game is modeled as a normal
form game, or a game in strategic form:
• The set of players is N = {1, . . . ,N }.
• Player i has an available set of strategies (actions) Si.

This set might be finite or infinite.
• Let S = S1 × · · · × SN be a N dimension space of
all Si, i = 1, . . . , n. An element s ∈ S is denoted by
s = (s1, . . . , sN ), where si is a strategy of Si.

• Player i’s payoff is a function of vector swhich ui : S→
R, s 7→ ui(s), where s ∈ S is chosen by all players in
the game.

A game is called a potential game if the strategies of all
players can be expressed by using a single global function
called the potential function [43]. The potential function is
used to analyze equilibrium properties of the game because
the strategies of all players are mapped into one potential
function, and the Nash equilibrium points can be found by the
local optima selection process of the potential function. There
are several types of potential games which are presented as
follows:

Let Gm = (N;S = (S1 × · · · × SN ); ui : S → R, i =
1, . . . ,N ) be a game. We denote si as a strategy in Si, s−i as
the strategies of all players except player i, S−i as the set of
all s−i, and (si, s−i) = (s1, . . . , si, . . . , sN ) as a vector in S.
The types of potential game are defined as follows:
• The game Gm is an exact potential game if there is a
function8 : S→ R such that ∀s−i ∈ S−i,∀s′i, s

′′
i ∈ Si,

8(s′i, s−i)−8(s
′′
i , s−i) = ui(s′i, s−i)− ui(s

′′
i , s−i).(8)

• The game Gm is a weighted potential game if there is a
function 8 : S→ R such that ∀s−i ∈ S−i,∀s′i, s

′′
i ∈ Si

and a vector w ∈ RN
++ such that

8(s′i, s−i)−8(s
′′
i , s−i)=wi(ui(s

′
i, s−i)−ui(s

′′
i , s−i)),

(9)

where R++ is a set of positive real numbers.
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FIGURE 2. Example of MWIEST problem.

• The game Gm is an ordinal potential game if there is a
function8 : S→ R such that ∀s−i ∈ S−i,∀s′i, s

′′
i ∈ Si,

8(s′i, s−i)−8(s
′′
i , s−i) > 0⇔

ui(s′i, s−i)− ui(s
′′
i , s−i) > 0. (10)

• The game Gm is a best response potential game if there
is a function if there is a function 8 : S→ R such that
∀i ∈ N ,∀s−i ∈ S−i,

bi(s−i) = arg max
si∈Si

8(si, s−i), (11)

where bi(s−i) is the best strategy for player i
given s−i.

2) THE MWIEST GAME
We propose a MWIEST game to model the optimization
problem (7) as an exact potential game. Figure 2 presents
an example of the MWIEST problem while Figures 3 and 4
explain the operation of all nodes and Figure 5 shows the solu-
tion of theMWIEST game to compare with the solution of the
MWIEST problem. The MWIEST game can be described as
follows:

• Player: Each node is considered as a player in the game.
• Strategy: An ES vector si = (si1, si2, . . . , siM ) ∈
{0, 1}M is called a strategy of node i if si(e) = 0,∀e ∈
V\δ[i] and si implies a local WST Ti(si) = (δ[i],E(si))
of sub-graph Gri = (δ[i],Eδ[i]).

• Strategy Selection (SS) Rule: The game is divided into
stages, where each stage is a period of time. At stage τ,
all nodes have to choose their respective strategies based
on rules as follows:

– Each node chooses its strategy one by one such that
a node with a smaller ID will choose its strategy
before a node with a larger ID. To do this, a node i is
assigned a time slot ti such that if ∀i, j ∈ {1, . . . ,N }
and i < j, then ti < tj.

– Node i can be only allowed to choose its strategies,
if time slot ti is active.

– Node i can only choose strategy s(τ,ti)i which don’t
affect any strategy s(τ,ti)j , ∀j ∈ δ(i), j < i, i.e.,

Eδ[i]∩δ[j](s
(τ,ti)
i ) = Eδ[i]∩δ[j](s

(τ,ti)
j ), ∀j ∈ δ(i), j <

i.
– If node N finishes the strategy selection, the game

will move to a new stage and time slots of all nodes
are updated in the new stage.

– In the new stage, each node will repeat its work
similar to the previous stage.

• Payoff function: At stage τ and time slot ti, if si
does not satisfy the SS rule, the payoff of strategies
(s(τ,ti)i , s(τ,ti)

−i ) is assigned to −∞. Otherwise, the pay-
off function of strategies (s(τ,ti)i , s(τ,ti)

−i ) is defined as
follows:

u(τ,ti)i (s(τ,ti)i , s(τ,ti)
−i )

= −

∑
j,k∈δ[i]

s(τ,ti)i (ejk )inner(τ,ti)i (ejk )W(ejk ), (12)

where inner(τ,ti)i (e) is a function of edge ewith strategies
(s(τ,ti)i , s(τ,ti)

−i ) to determine whether an edge e is inner
edge or not. To do this, we need to compute degree of
endpoints of edge e. The degree of a node using for
node i’s payoff at stage τ and time slot ti, denoted by
deg(τ,ti)

i (∗), is defined as

– If j ≤ i, the deg(τ,i)
i (j) is total number of edges e ∈

E(s(τ,ti)j ) which are incident to node j.

– If k > i, the deg(τ,ti)
i (k) is total number of edges

e ∈ E(s(τ,ti)i ) ∪ E{k}∪(V\δ[≤i])(s
(τ,ti)
k ), where

⋃
l≤i
δ[l]

is denoted by δ[≤ i].

This payoff function (12) is a local function which can
be calculated at node i based on strategy information of
its neighbors. Moreover, the minus of payoff function of
node i gives the total weight of inner edges of a local
WST Ti(s

(τ,ti)
i ).
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FIGURE 3. Operation of MWIEST game (a).

FIGURE 4. Operation of MWIEST game (b).

• Global Strategy: At stage τ and time slot ti, a global
strategy vector gs(τ,ti)i of (s(τ,ti)i , s(τ,ti)

−i ) is defined as

gs(τ,ti)i =sv

⋃
j≤i

E(s(τ,ti)j )∪
⋃
k>i

E{k}∪(V\δ[≤i])(s
(τ,ti)
k )

 .

(13)

• Best Response (BR): The BR of node i at stage τ and
time slot ti can be expressed as

s∗(τ,ti)i = arg max
s(τ,ti)∈Si

u(τ,ti)i (s(τ,ti), s(τ,ti)
−i ), (14)

where Si is the set of strategies of node i such that each
strategy in Si satisfies the SS rule. In order words, a
BR of node i gives a local MWIEST Ti(s

∗(τ,ti)
i ).
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• Objective function: At stage τ and time slot ti, the
objective function 8 of the MWIEST game is defined
as

8((s(τ,ti)i , s(τ,ti)
−i ))=−

∑
e∈E

gs(τ,ti)i (e)inner(e)W(e),

(15)

where inner(e) is calculated in graph (V,E(gs(τ,ti)i )).

Remark 5: The solution of the MWIEST-GAME is an
approximate solution of the MWIEST problem (7). This will
be proven in Theorem 1.
Theorem 1: The MWIEST game is an exact potential

game, i.e., at stage τ and time slot ti,

ui(s
′′(τ,ti)
i , s′′(τ,ti)

−i )− ui(s
′(τ,ti)
i , s′(τ,ti)

−i )

= 8(s′′(τ,ti)i , s′′(τ,ti)
−i )−8(s′(τ,ti)t,i , s′(τ,ti)t,−i ). (16)

In addition, there exists at least one Nash equilibrium point
which is an approximate solution of the MWIEST problem.

Proof: In this proof, for convenience, we remove the
notation ‘‘(τ, ti)’’ which presents stage τ and time slot ti. The
set of edges E can be presented as E = (E \ Eδ[i])∪ Eδ[i]. An
edge e has two endpoints vs (s-th node) and vd (d-th node),
and two status inner edge and non-inner edge. Let si is an
arbitrary strategy of node i.We can see that an edge e in E \
Eδ[i] falls into one of the following cases

(i) Both vs and vd are not in δ[i] : Based on the SS rule, it is
easily to see that edge e is not affected by si, i.e., the
status of edge e is not changed by si.

(ii) vs /∈ δ[i] and vd ∈ δ[i], d < i : Due to the SS rule,
because si does not affect to the strategy sd , the deg(vd )
is not changed by si. Moreover, vs is not in δ[i], the
deg(vs) is also not changed by si. Thus, edge e is not
affected by si.

(iii) vs /∈ δ[i] and vd ∈ δ[i], d ≥ i : According to the SS
rule, because si implies a local WST, there is at least
one edge e ∈ E(si) which has one endpoint vd and one
endpoint vk ∈ δ[i]. Moreover, vd is also an endpoint of
edge e /∈ E(si).Thus, degree of node vd is always greater
than 2.We have that edge e is not changed by si.

(iv) Both vs and vd are not in δ[i] : In this case, the status of
edge e only depends on si.

According to above results, the objective function 8 can be
expressed in Eq. (17), as shown at the bottom of the page,
of which we have

ui(s
′′(τ,ti)
i , s′′(τ,ti)

−i )− ui(s
′(τ,ti)
i , s′(τ,ti)

−i )

= 8(s′′(τ,ti)i , s′′(τ,ti)
−i )−8(s′(τ,ti)t,i , s′(τ,ti)t,−i ). (18)

First, according to Eq. (18), we have that the MWIEST
game is an exact potential game.

Second, at the stage t1, if there exits a node which has
not selected its BR, i.e., the global strategy does not include
all BRs, the value of 8 can decrease until all nodes fin-
ish their BR selection processes. When the stage t1 is end,
the global strategy includes all BRs. Hence, at the stage
ti, i > 1, the Eq. (16) indicates that the value of 8 will
increase after each node chooses its BR. Moreover, because
the value of 8 is less than 0 and each node has finite
strategies, there exists at least one NE point and the BRs
of the game that will converge to the NE point in finite
iterations.

Finally, according to the SS rule, we have that a global
strategy (gs) is a combination of allBRs and graph (V,E(gs))
is a combination of all local MWIESTs. Thus, the solution
of the MWIEST game is an approximate solution of the
MWIEST problem.
Theorem 2: The best responses (BRs) of the MWIEST

game will converge to a NE point in 64 × |V| iterations at
most, where V is the set of all nodes.

Proof: In this game, to reduce the computation complex-
ity in clustering process, each node i only considers around 5
neighbors for best response selection, i.e., |δ[i]| ≤ 6,∀i ∈ V.
The reason is that the number of nodes in our simulation
environment is 50 node, and we expect the number of cluster
to be 9. Thus, the average number of members of each
cluster is expected to be 6. Any spanning tree Ti of Gr =
(δ[i],Eδ[i]) has 5 edges at most. Based on [48], the number of
spanning trees in the complete graph is N (N−2). Thus, each
node i has 64 strategies to choose. In each stage, because
each node chooses its BR one-time, we have maximum
64 × |V| iterations for the strategy selection process. Hence,
the BRs of the MWIEST game will converges to a Nash
Equilibrium and the number of iterations to converge is less
than 64 × |V|.

8((si, s−i)) = −
∑
e∈E

gsi(e)inner(e)W(e) = −
∑

e∈E(gsi)

inner(e)W(e)

= −

∑
e∈E(gsi)\E(si)

inner(e)W(e)−
∑

e∈E(si)

inner(e)W(e)

= −

∑
e∈E(gsi)\E(si)

inner(e)W(e)−
∑

j,k∈δ[i]

si(ejk )inneri(ejk )W(ejk )

= −

∑
e∈E(gsi)\E(si)

inner(e)W(e)− ui(si, s−i). (17)
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FIGURE 5. Solutions of MWIEST problem and MWIEST game.

TABLE 2. The MWIEST game example.

3) AN EXAMPLE OF THE MWIEST GAME
In this part, we give an example of the MWIEST game to
explain the basic concept of the MWIEST game. The opera-
tion of this game is divided into stages. At a stage τ, node i
has a time slot ti to active its BR selection process, where the
stage τ and time slot ti have been already defined in the SS
rule. The operation of node i at a stage t and time slot ti can
be expressed as follows:

• Step 1. Based on SS rule, node i considers all strategy
and chooses the best strategy with maximum its payoff
(a new BR). In order words, node i chooses a local
MWIEST which satisfies the SS rule.

• Step 2. If the new BR of node i is not different from the
current BR of node i, the game is end. Otherwise, node
i will wait for the next stage t + 1 and return to Step 1.

When the game is end, the global strategy of all BRs is a
NE point which is considered as a solution of the MWIEST
game. The obtained NE is an approximate solution of the
MWIEST problem (7).

In Figure 2, we present an example of the MWIEST prob-
lem and a solution of this problem. Figures 3 and 4 present
the operation of all nodes in the MWIEST game and Figure 5
shows the solution of the MWIEST game to compare with
the solution of the MWIEST problem. We also give Table 2
to show the calculation of the MWIEST game. The example
can be explained as follows:

STAGE τ1
• Time slot t1: Node 1 chooses the set {e1} as its BR with
the set of local inner edges ∅, maximum payoff 0, the
set of global inner edges ∅, and the value of objective
function 8 = 0.

• Time slot t2: Node 2 chooses the set {e1, e2, e3, e4} as
its BR with the set of local inner edges ∅, maximum
payoff 0, the set of global inner edges ∅, and the value
of objective function 8 = 0.

• Time slot t3: Node 3 chooses the set {e3, e4} as its
BR with the set of local inner edges ∅,maximum payoff
0, the set of global inner edges ∅, and the value of
objective function 8 = 0.
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• Time slot t4: Node 4 chooses the set {e2, e4, e6} as its
BR with the set of local inner edges {e2}, maximum
payoff −3, the set of global inner edges {e2}, and the
value of objective function 8 = −3.

• Time slot t5: Node 5 chooses the set {e6, e9} as its
BR with the set of local inner edges ∅,maximum payoff
−7, the set of global inner edges {e2, e4}, and the value
of objective function 8 = −7.

• Time slot t6: Node 6 chooses the set {e2, e3, e4, e6, e9}
as its BR with the set of local inner edges {e2, e4}, max-
imum payoff −7, the set of global inner edges {e2, e4},
and the value of objective function 8 = −7.

• Time slot t7: Node 7 chooses the set {e9, e11} as its
BR with the set of local inner edges {e9}, maximum
payoff−1, the set of global inner edges {e2, e4, e9}, and
the value of objective function 8 = −8.

• Time slot t8: Node 8 chooses the set {e11} as its BR with
the set of local inner edges ∅, maximum payoff 0, the
set of global inner edges {e2, e4, e9}, and the value of
objective function 8 = −8.

According to the proof of Theorem 1, we note that at the
stage t1, the value of 8 decreases until all nodes finish their
BR selection processes. At the stage ti, i > 1, the value of8
will increase after each node chooses its BR.

STAGE τ2
• Time slot t1: Node 1 chooses the set {e1} as its BR with
the set of local inner edges ∅, maximum payoff 0, the
set of global inner edges {e2, e4, e9}, and the value of
objective function 8 = −8. Node 1 does not change its
BR.

• Time slot t2: Node 2 chooses the set {e1, e3, e8, e5} as
its BR with the set of local inner edges {e3, e5, e8},
maximum payoff −5, the set of global inner edges
{e3, e5, e8, e9}, and the value of objective function 8 =
−6. Node 2 changes its BR.

• Time slot t3: Node 3 chooses the set {e3, e8} as
its BR with the set of local inner edges {e3, e8},
maximum payoff −3, the set of global inner edges
{e3, e5, e8, e9}, and the value of objective function 8 =
−6. Node 3 changes its BR.

• Time slot t4: Node 4 chooses the set {e5, e7} as its
BR with the set of local inner edges ∅,maximum payoff
0, the set of global inner edges {e3, e8, e9}, and the value
of objective function 8 = −4. Node 4 changes its BR.

• Time slot t5: Node 5 chooses the set {e5, e7, e9} as its
BR with the set of local inner edges {e9}, maximum
payoff−1, the set of global inner edges {e3, e8, e9}, and
the value of objective function8 = −4.Node 5 changes
its BR.

• Time slot t6: Node 6 chooses the set {e5, e7, e8, e9} as its
BR with the set of local inner edges {e8, e9}, maximum
payoff−3, the set of global inner edges {e3, e8, e9}, and
the value of objective function8 = −4.Node 6 changes
its BR.

• Time slot t7: Node 7 chooses the set {e9, e11} as its
BR with the set of local inner edges {e9}, maximum
payoff−1, the set of global inner edges {e3, e8, e9}, and
the value of objective function 8 = −4. Node 7 does
not change its BR. Node 7 does not change its BR.

• Time slot t8: Node 8 chooses the set {e11} as its BR with
the set of local inner edges ∅, maximum payoff 0, the
set of global inner edges {e3, e8, e9}, and the value of
objective function 8 = −4. Node 8 does not change its
BR. Node 8 does not change its BR.

STAGE τ3
In stage τ3, all nodes do not change their BRs. Thus, the
NE point is a global strategy of all BRs in stage τ2, as shown
in Figure 5. The MWIEST game stops at this stage.

IV. THE GAME THEORY BASED CLUSTERING PROTOCOL:
GBC PROTOCOL
In this section, we describe the algorithms NIE, BRS, INS
which support the FC algorithm to form clusters. After that,
the GBC protocol is described based on the FC algorithm and
the proposed cluster maintenance algorithm to construct high
stable clusters supporting multicast routing in CRAHNs.

A. THE PROPOSED NODE INFORMATION EXCHANGE
ALGORITHM: NIE ALGORITHM
A node uses the proposed NIE algorithm to exchange node’s
information and neighbors’ information list with its neigh-
bors. At each node v, the NIE algorithm, as shown in Figure 6,
can be expressed as follows:

• Process 1: Node v exchanges its node’s information with
its neighbors.

– Step 1. Node v broadcasts an INFO-PACKET to
all neighbors by using control channel. Go to
Step 2. The INFO-PACKET contains the follow-
ing fields: 〈 Packet_Type, Sender_ID, Receiver_ID,
Location, Speed, Moving_Direction, Role, Receiv-
ing_Channel 〉, as shown in Figure 6.

– Step 2. If node v receives an INFO-PACKET,
it will record the sender’s information (Sender_ID,
Location, Speed, Moving_Direction, Role, Receiv-
ing_Channel) into the neighbors’ information table.
Go to Step 3.

• Process 2: Node v exchanges its neighbors’ information
list with its neighbors.

– Step 3. Node v broadcasts a NBI-PACKET to all
neighbors by using control channel. Go to Step 4.
The NBI-PACKET contains the following fields:
〈 Packet_Type, Sender_ID, Receiver_ID, Neigh-
bor_ID_List, Licensed_Channel 〉, as shown in Fig-
ure 6.

– Step 4. If node v receives a NBI-PACKET, it will
record the neighbors’ information list of sender
(Neighbors_ID_List, Lisenced_Channel) into the
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FIGURE 6. The proposed node information exchange algorithm: NIE algorithm (at Node v ).

neighbor’ information table based on Sender_ID.
The NIE algorithm is ended.

B. THE PROPOSED BEST RESPONSE SELECTION
ALGORITHM: BRS ALGORITHM
All nodes in a certain group of nodes use the proposed BRS
algorithm to choose a NE point which is an approximate
solution of the MWIEST problem. In this algorithm, these
nodes have to choose their BRs one by one such that a node
with smaller ID will choose its BR before a node with larger
ID by using different time slots. This process is looped until
each node can’t find a new BR different from its current BR.
A combination of all final BRs is a NE point which is used for
the INS algorithm. In the BRS algorithm, each node needs
to determine the set of all strategies which can be found
by considering all local WSTs. To reduce the complexity
of the BRS algorithm, each node v only considers 5 nearest
neighbors at most. We have |δ[v]| ≤ 6,∀i ∈ V. At node i-th,
the BRS algorithm, as shown in Figure 7, can be explained as
follows:

• Step 1. If time slot of node i-th is active, go to Step 2.
Otherwise, go to Step 7.

• Step 2. All strategies of node i are assigned as unmarked
strategies. The initial value of the max_payoff is
assigned to −∞. The new BR is assigned to the current
BR. Go to Step 3.

• Step 3. If there exists at least one unmarked strategy,
go to Step 4. Otherwise, go to Step 6.

• Step 4. If s is an unmarked strategy and satisfies the SS
rule, go to Step 5. Otherwise, go back to Step 3.

• Step 5. The algorithm calculates payoff(s) in Eq. (12)
andmarks s as amarked strategy. If the payoff(s) greater
than max_payoff, the value of max_payoff is assigned
to payoff(s) and the new BR is assigned to s. Go back
to Step 3.

• Step 6. If the new BR is different from the cur-
rent BR, the current BR is assigned to new BR, the
max_payoff is assigned to payoff(s) and node i-th
broadcasts a BR-PACKET to all neighbors by using
control channel and go to Step 7. Otherwise, the BRS
algorithm is end. The BR-PACKET contains the fol-
lowing fields: 〈 Packet_Type, Sender_ID, Receiver_ID,
BR_Information 〉, as shown in Figure 7.

• Step 7. If time slot of node N -th is over, node i
updates its new time slot go back to Step 1. Otherwise,
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FIGURE 7. The proposed best response selection algorithm: BRS algorithm (at Node i -th).

if node i-th receives a BR-PACKET, it will record the
BR_Information of sender.

C. THE PROPOSED INTERMEDIATE NODE SELECTION
ALGORITHM: INS ALGORITHM
After all nodes in a certain group of nodes finish the BRS
algorithm, these nodes use the proposed INS algorithm,
as shown in Figure 8, to determine intermediate nodes.
At node v, the INS algorithm can be explained easily as
follows. Node v uses the information of its BR to calculate
its degree (the number of edges that are incident to node v)
in graph Gv = (δ[v],E(BR)). If degree of node v is strictly
greater than 1, it will become as an intermediate node.

D. THE BEST CHCANDIDATE
1) THE NODE-WEIGHT FUNCTION
To support the cluster head selection process, we define a
node weight function NW of node v as

NW(v) =

∑
u∈δ(v)

W(v, u)

|δ(v)|
. (19)

FIGURE 8. The proposed intermediate node selection algorithm: INS
algorithm (at Node v ).

2) THE BEST CH CANDIDATE
Let v be a node and the set U be a set of intermediate nodes
(not including v) in neighbors list of node v.We denote cv as
the receiving channel of node v, andU∗ is a set of intermediate
nodes in U which are not affected by the licensed channel.
An intermediate node u in the SetIN is the best CH candidate
of node v if it satisfies one of following conditions

1) The set U∗ is not empty, and node u ∈ U∗ has cu = cv,
and NW(u) = min{NW(u′) | (u′ ∈ U∗) ∧ (cu′ = cv)}
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FIGURE 9. The proposed forming cluster algorithm: FC algorithm (at Node v ).

2) The set U∗ is not empty, and node u ∈ U∗ has
cu 6= cv, and cu′ 6= cv,∀u′ ∈ U∗ and NW(u) =
min{NW(u′) | u′ ∈ U∗}

3) The set U∗ is empty, and node u ∈ U has cu = cv, and
NW(u) = min{NW(u′) | (u′ ∈ U) ∧ (cu′ = cv)}

4) The set U∗ is empty, and node u ∈ U has cu 6= cv, and
cu′ 6= cv,∀u′ ∈ U and NW(u) = min{NW(u′) | u′ ∈ U}

E. THE PROPOSED FORMING CLUSTER ALGORITHM: FC
ALGORITHM
After all nodes in a certain group of nodes finish the INS
algorithm. These nodes use the FC algorithm to form clusters.
At a node v, the proposed FC algorithm, as shown in Figure 9,
can be presented as follows:
• Step 1. Node v uses the NIE algorithm to exchange the
node’s information and the neighbors’ information list
with their neighbors. Go to Step 2.

• Step 2. Node v uses the BRS algorithm to obtain
a NE point which is an approximate solution of the
MWIEST problem. Go to Step 3.

• Step 3. Node v uses the INS algorithm to determine
whether it is an intermediate node or not. Go to Step 4.

• Step 4. If node v is a non-intermediate node, go to Step
5. Otherwise, go to Step 7.

• Step 5. (Determining a MU from a non-intermediate
node)
Node v chooses a best CH candidate u and sends a
JC-PACKET by using control channel to node u. Go to
Step 6. The JC-PACKET contains the following fields:
〈 Packet_Type, Sender_ID, Receiver_ID 〉, as shown in
Figure 9.

• Step 6. If node v receives an ACPT-PACKET from node
u, node v will be marked as a MU, records node u as its
CH. The FC algorithm is end. The ACPT-PACKET con-
tains the following fields: 〈 Packet_Type, Sender_ID,
Receiver_ID 〉, as shown in Figure 9.

• Step 7. (Determining aGW or aCH from an intermediate
node)
If node v receives a JC-PACKET, go to Step 8. Other-
wise, go to Step 9.
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FIGURE 10. The proposed game based clustering protocol: GBC protocol (at Node v ).

• Step 8. If node v is not a CH, node v is marked as a
CH. Node v replies an ACPT-PACKET by using control
channel to sender. The FC algorithm is end.

• Step 9. Node v chooses a best CH candidate u and sends
a JC-PACKET to node u by using control channel. Go to
Step 10.

• Step 10. If node v receives anACPT-PACKET from node
u, node v will be marked as a GW, records node u as its
CH. The FC algorithm is end.

F. THE PROPOSED GAME BASED CLUSTERING
PROTOCOL: GBC PROTOCOL
In summary, we propose the GBC protocol, as shown in
Figure 10, by using the proposed FC algorithm which is

supported by NIE, BRS and INS algorithms and the proposed
cluster maintenance algorithm. Particularly, at the beginning,
all nodes use the FC algorithm to form clusters for the whole
network. After that, the cluster maintenance algorithm which
is explained in details in subsection IV-G is designed to
maintain clusters by using the FC algorithm locally. At a node
v, the proposed GBC protocol can be presented as follows:

• Step 1. If node v is at the beginning time, go to Step 10.
Otherwise, go to Step 2.

• Step 2. If node v receives a CREQ-PACKET (clustering
request packet), go to Step 3. Otherwise, go to Step
4. The CREQ-PACKET contains the following fields:
〈 Packet_Type, Sender_ID, Receiver_ID 〉, as shown in
Figure 10.
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• Step 3. If node v is a cluster head, the CHv broadcasts a
CREQ-PACKET to all its members and go to Step 10.
Otherwise go to Step 10.

• Step 4. If node v is a CH, go to Step 5. Otherwise, go to
Step 8.

• Step 5. If the CHv moves out of cluster v, i.e., the CHv
can not communicate with all its members, go to Step 6.
Otherwise, go to Step 7.

• Step 6. If the CHv enters into cluster u (CH u), the CHv
sends a CREQ-PACKET to CH u and go to Step 10.
Otherwise, node v broadcasts a CREQ-PACKET to its
neighbors and go to Step 10.

• Step 7. If the CHv enters into cluster u (CH u), the
CHv sends a CREQ-PACKET to CH u and broadcasts
a CREQ-PACKET to all its members and go to Step 10.
Otherwise, go to Step 11.

• Step 8. If node v can not communicate with its CH, go to
Step 9. Otherwise, go to Step 11.

• Step 9. If node v enters into cluster u (CH u), node v
joins the cluster u and go to Step 11. Otherwise, node v
broadcasts a CREQ-PACKET to its neighbors and go to
Step 10.

• Step 10. Node v uses the proposed FC algorithm to form
clusters and go to Step 11.

• Step 11. The GBC protocol is end.

G. THE EXPLANATION OF THE CLUSTER MAINTENANCE
ALGORITHM
Because nodes in the network randomly move, some critical
problems can be occurred as follows: (i) a member node
moves out of its cluster or it can not communicate with its
cluster head, (ii) a cluster head moves out of its cluster or
dies and (iii) multiple clusters move into the same cluster.
These critical problems are addressed by the proposed cluster
maintenance algorithm as follows:

(i) If a member node v moves out of its cluster or it
can not communicate with its cluster head, the following
process will be operated:

(i.1) If node v does not enter into any existing clus-
ter, node v broadcasts a CREQ-PACKET to all its
neighbors to form a new cluster. The re-clustering
process is locally operated by using the FC algo-
rithm at node v and its neighbors. This problem is
shown in Steps 2, 3, 9 and 10 of the GBC protocol.
(i.2) If node v enters into a cluster u, node v joins
the cluster u. This problem is shown in Steps 8 and
9 of the GBC protocol.

(ii) If a cluster head vmoves out of its cluster or dies, the
following processes will be operated:

(ii.1) If the CHv enters into cluster u (CHu),
the CHv sends a CREQ-PACKET to CHu. When
CHu receives a CREQ-PACKET, it broadcasts a
CREQ-PACKET to its members to form a new
cluster. The re-clustering process is locally operated
by using the FC algorithm at CHv, CHu and cluster

u’s members. This problem is shown in Steps 2, 3,
6 and 10 of the GBC protocol.
(ii.2) If CHv does not enter into any existing cluster,
the CHv broadcasts a CREQ-PACKET to its neigh-
bors to form a new cluster. The re-clustering process
is locally operated by using the FC algorithm at
CHv and CHv’s neighbors. This problem is shown
in Steps 2, 3, 6 and 10.
(ii.3) When CHv moves out of its cluster or dies,
all cluster v’s members can not communicate with
CHv. These members will be operated as problem
(i).

(iii) If multiple clusters 1, 2, . . . and K are in the
same cluster, each CHi, i ∈ {1, . . .K } broadcasts a
CREQ-PACKET to other cluster heads. If each CHi, i ∈
{1, . . .K } receives a CREQ-PACKET, it will broadcast
a CREQ-PACKET its members to form a new cluster.
The re-clustering process is locally operated by using the
FC algorithm at CHi, i ∈ {1, . . .K } and their members.
This problem is shown in Steps 2, 3, 5, 7 and 10.

V. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the proposed
GBC protocol under different max-speeds of mobile nodes
(20 km/h, 40 km/h, 60 km/h and 80 km/h). The simula-
tion environments and parameters are presented in Table 3.
The simulation of the proposed GBC protocol is imple-
mented in OMNET++ platform. To balance the effects of
Link-Stability function (LS) and Link-Connectivity function
(LC) in the intermediate node selection algorithm, the param-
eters w1,w2 of the link-weight function (6) are chosen so that
their value are nearly equal 0.5.

TABLE 3. Simulation environments and parameters.

To measure and valuate the stability of obtained clusters,
we propose some metrics which are used in this article as
follows:
• The number of cluster heads: It presents a measure of the
average number of cluster heads in each session. It is also
the number of obtained average clusters in the network.

• The number of new cluster heads: It presents a measure
of the average number of new cluster heads between two
consecutive sessions. It is used to measure the stability
of clusters through several sessions.

• The number of intermediate nodes: It presents a measure
of the average number of intermediate nodes which
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includes the number of cluster heads and gateways in
each session.

• The number of new intermediate nodes: It presents a
measure of the average number of new intermediate
nodes between two consecutive sessions. It is used to
measure the stability of cluster heads and gateways
which is provided by a solution of the MWIEST game.

• The number of broken member links: It presents the
average number of broken links between member users
and their cluster heads in each session. It is used to
measure the stability of links between member users and
their cluster heads.

• The number of broken links between intermediate
nodes: It presents the average number of links between
gateways and cluster heads which is broken in each ses-
sion. It is used to measure the stability of links between
gateways and cluster heads which is provided by a solu-
tion of the MWIEST game.

• The number of control packets, called the control over-
heads: It presents the average number of control packets
which is used for clustering process in each session.
It shows how many the average number of control pack-
ets are needed for the clustering process used to obtain
clusters in each session.

To show the advantage of the proposed GBC protocol,
we compare it with two protocols that are lowest ID based
clustering and highest connectivity based clustering protocols
[8], [49] in the same environment and parameters as GBC
protocol. The simulation results also indicate that the pro-
posed GBC protocol always obtains cluster heads that avoid
the affected region of licensed channels based on the choosing
best CH process.

FIGURE 11. The number of cluster heads.

Figure 11 shows the number of cluster heads in each
session as a function of node mobility. In GBC protocol,
the number of clusters ranges from 8.76 to 9.15, i.e., the
number of members in each cluster is around 5.5. The reason
is that the BRS algorithm uses the proposed MIWEST game
to obtain a reasonable sub-optimal solution. Thus, the INS
algorithm provides the reasonable set of intermediate nodes
which is used for the CH and GW selection processes in

the FC algorithm. Figure 11 also shows that the number of
clusters of the lowest ID and highest connectivity based clus-
tering protocols are around 9.Moreover, in the proposedGBC
protocol the number of clusters does not depend on the speed
of nodes but it depends on the topology of network [44], [45].

FIGURE 12. The number of new cluster heads.

Figure 12 indicates number of new cluster heads between
two consecutive sessions as a function of node mobility.
In GBC protocol, this number is increased from 0.26 to 0.55
corresponding to the max speed from 20 km/h to 80 km/h.
We can also observe that the number of new cluster heads
of the lowest ID and highest connectivity based clustering
protocol are higher than that of the GBC protocol at each
value of max speed. The reason is that the MWIEST game
and link-weight function support BRS and INS algorithms to
obtain the high stability set of intermediate nodes which is
used for the FC algorithm to select the best CHs. These CHs
can be unchanged through multiple sessions.

FIGURE 13. The number of intermediate nodes.

Figure 13 illustrates the number of intermediate nodes in
each session as a function of node mobility. In GBC protocol,
this number implies the total number of CHs and GWs that
ranges from 19.1 to 20.2. Based on approximately 9 CHs in
Figure 11, we have that the number of GWs is around 11. It
means that on average, each cluster has 1.22 GWs. As can be
observed in Figure 13, the lowest ID and highest connectivity
based clustering protocols also provide the number of about
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19.6 to 21.5 intermediate nodes, respectively. By the same
reason as the number of CHs in Figure 11, the FC algorithm
provides a reasonable number of intermediate nodes in each
session. We can also see that in the proposed GBC protocol
the number of intermediate nodes does not depend on the
speed of nodes but it depends on the topology of network.

FIGURE 14. The number of new intermediate nodes.

Figure 14 presents the number of new intermediate nodes
between two consecutive sessions as a function of node
mobility. In GBC protocol, this number is changed from 0.29
to 0.87 corresponding to the speed from 20 km/h to 80 km/h.
Figure 14 also presents that the numbers of intermediate
node changes of the lowest ID and highest connectivity based
clustering protocols are higher than that of the GBC prtocol at
each value of max speed. This result also has the same reason
as the number of cluster heads in Figure 12. The FC algorithm
provides the stability set of intermediate nodes which changes
a little bit over multiple sessions.

FIGURE 15. The number of broken member links.

Figure 15 shows the number of broken member links in
each session. In GBC protocol, this number ranges from
0.42 to 1.18 corresponds with the speed from 20 km/h to
80 km/h. This number is a small number, i.e., the links
between member users and cluster heads is stable through
sessions. Besides, the numbers of broken member links of the
lowest ID and highest connectivity based clustering protocols
are higher than that of the GBC prtocol at each value of

max speed. The reason is that the MWIEST game helps each
node to choose a reasonable BR (a local minimum weighted
inner edge spanning tree) which contributes to find stable
clusters in GBC protocol. The obtained clusters can keep the
connection between MUs and CHs in a stable way.

FIGURE 16. The number of broken links between intermediate nodes.

Figure 16 indicates the number of broken links between
intermediate nodes in each session. In GBC protocol, this
number increases from 0.01 to 0.19 corresponding to the
speed from 20 km/h to 80 km/h. It means that the number
of broken virtual backbone links in each session is too small,
i.e., the set of intermediate nodes is stable through sessions.
Moreover, the numbers of broken virtual backbone links of
the lowest ID and highest connectivity based clustering proto-
cols are higher than that of the GBC protocol at each value of
max speed. The reason is that the link-weight function helps
the BRS and INS algorithms to construct a high stable set of
intermediate nodes. Thus, the GBC protocol can provide high
stable clusters which can keep connection together in a high
stable way.

FIGURE 17. The control overheads.

Figure 17 presents the control overheads as a function
of node mobility. In GBC protocol, the control overheads
change from 0.55 to 0.9. At the first time, the FC algorithm
spends around 250 control packets to form clusters for the
whole network (50 nodes). Next time, because the GBC pro-
tocol locally implements the re-clustering process by using
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the proposed cluster maintenance algorithm, it spends around
60 control packets for 10 nodes. At 20 km/h, because the
obtained clusters of GBC protocol are used through aver-
age 3.84 sessions, the number of control packets is around
60/3.85 = 15.58 packets for each session. Thus, the GBC
protocol spends around (250/200 + 15.58)/(50 nodes) =
0.56 control packets per 1 node for each session. At 80
km/h, because the obtained clusters of GBC protocol are
used through average 1.8 sessions, the number of control
packets is around 60/1.8 = 33.33 packets for each ses-
sion. Thus, the GBC protocol spends around (250/200 +
33.33)/(50 nodes) = 0.91 control packets per 1 node for
each session. The reason is that the GBC protocol helps
to obtain high stable clusters. These clusters can be reused
through multiple sessions resulting in the reduction of control
packets in GBC protocol. Moreover, the cluster maintenance
algorithm is locally implemented to significantly reduce the
control packets for re-clustering process. Finally, Figure 17
also indicates that the control overheads of the lowest ID
and highest connectivity based clustering protocols are higher
than that of GBC protocol at each value of max speed.

VI. CONCLUSION
In this article, we proposed a GBC protocol to achieve high
stable clusters which supports multicast routing in CRAHNs.
Firstly, we propose the MWIEST game to model the min-
imum connected weighted inner edge spanning tree prob-
lem as a game. In this game, the weight of each edge is
proposed as a link-weight function which is a combination
of the link-stability function and the link-connectivity ratio
function. Secondly, we prove that the MWIEST game is
an exact potential game and there exists at least one Nash
equilibrium (NE) point which is an approximate solution of
the MWIEST problem (Theorem 1). Besides, we also prove
that best responses (BRs) of the game converges to a NE in
64 × N iterations at most, where N is the total number of
nodes (Theorem 2). Thirdly, based on the MWIEST game,
we propose four algorithms including the node information
exchange (NIE), the best response selection (BRS), the inter-
mediate nodes selection (INS) and the forming cluster (FC).
Specifically, the algorithms NIE, BRS and INS provide a
set of intermediate nodes (SetIN) which supports the FC
algorithm to form clusters. Finally, we propose the GBC
protocol which is combination of the FC algorithm and the
proposed cluster maintenance algorithm to construct high sta-
ble clusters supporting multicast routing in CRAHNs. More-
over, each obtained cluster includes most members having
the same receiving channel which avoids the affected regions
of licensed channels. For performance evaluation, we imple-
ment the GBC protocol in OMNET++ platform to show
that it provides better performance than the lowest ID and
highest connectivity protocols in terms of network stability
and control overheads.

In future works, we will develop deep learning frameworks
to solve clustering and routing problems in CRAHNs. Partic-
ularly, we will implement the cross-layer design to optimize

system parameters in physical, data link, and network layers
under the developed deep learning frameworks to improve
the PDR, control overhead, and routing delay in the future
Internet-of-Things CRAHNs.
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