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ABSTRACT Road edge detection from remote sensing images, as an important ground object type, plays
an important role in people’s life and travel and urban planning and development, and extracting road
information from remote sensing images has practical scientific value and practical significance. However,
with the development of remote sensing technology, while the resolution of remote sensing images is
improved, the information describing ground objects becomes more and more abundant, and the difficulty
of identifying and extracting road information is also increased. In the process of acquiring remote sensing
images, the actual system is subjected to various kinds of noise interference. Different environmental
interference and system defects will introduce noises with completely different distribution and statistical
characteristics to remote sensing images. Aiming at the problem that the detection effect of traditional
algorithms becomes worse due to the influence of noise on remote sensing images, a wavelet transform
denoising method and morphological gradient operator are proposed. By selecting appropriate structural
elements of remote sensing images, noise pixels cannot participate in morphological calculation, and the
noise intensity changes with the size of quantum superposition state structural elements. Therefore, a
morphological gradient operator is established and applied to edge detection of remote sensing images.
Finally, the experimental results show that the method proposed in this article is better than other directions
in terms of effect through road edge detection and matching. This method can effectively reduce noise.
Compared with other algorithms, the method proposed in this article has certain advantages.

INDEX TERMS Radar remote sensing image (RRSI), noise interference, gradient operator; edge detection
control, outage probability.

I. INTRODUCTION
Remote sensing technology is a kind of detection technology
that arose in the 1960s. Based on the characteristics of elec-
tromagnetic waves radiated by long-range targets, A variety
of cutting-edge sensing instruments are used for acquisi-
tion, And the collected information is processed and imaged
through certain technical conversion, Therefore, a technical
means for analyzing, identifying and comprehensively apply-
ing various ground object information benefits from the rapid
development of remote sensing technology [1]. The spatial
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resolution of remote sensing images is getting higher and
higher, and the detailed information of ground objects is get-
ting richer and richer. The accompanying noise interference
is becoming more and more serious. These changes have lim-
ited the application of many traditional target object extrac-
tion methods to high-resolution remote sensing images. It is
more difficult to extract target objects from high-resolution
remote sensing images at all levels. This article is to carry
out its own research work on the basis of this problem and
explore new methods to adapt to the rapid development of
remote sensing technology.

As an important feature type, it is one of the basic fea-
tures with the fastest information update. Compared with the

141824 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 8, 2020

https://orcid.org/0000-0003-2664-8318
https://orcid.org/0000-0001-9455-3455
https://orcid.org/0000-0003-2525-3074


C. Guobin et al.: Road Identification Algorithm for Remote Sensing Images

traditional road information collection methods, Road infor-
mation detection method based on remote sensing image,
the cost is lower; the wide coverage makes up for the
disadvantages of traditional collection methods, the road
information with good real-time and high accuracy can
be obtained [2]. On this basis, through the acquisition of
road information and the mining of later data, it plays an
important role in urban regional planning, traffic information
management, vehicle travel guidance and vehicle navigation
positioning. Therefore, using high-resolution remote sensing
data to extract road information quickly and accurately has
very important theoretical significance and practical value in
the long-term development of people’s living environment
and travel convenience, which is embodied in the following
aspects:

(1) Urban and road network planning: Road survey and
identification can provide a convenient and effective data
basis for road network planning and management, and is the
theoretical basis for decision-making on the rational opera-
tion and maintenance status of road network planning. At the
same time, it also reflects the distribution of various infras-
tructures in the current developing city from the side and
provides help for urban planning.

(2) Traffic Guidance Management: Road information can
provide detailed and scientific data support for the manage-
ment of various traffic problems. Through a series of tech-
nical means, It can obtain more comprehensive and accurate
road information with good real-time performance, thus pro-
viding a data basis for the strict management and scientific
management of traffic travel by government management
departments and building a safe, smooth, harmonious, civi-
lized and efficient traffic environment.

(3) Emergency protection for dangerous situations: It can
improve the ability of government agencies to deal with emer-
gencies, disasters and emergencies. In view of the frequent
occurrence of various natural disasters caused by malig-
nant changes in the natural environment, such as Honggang
typhoon, ice disaster and earthquake, As well as the occur-
rence of man-made disasters such as war and terrorist attacks,
remote sensing technology can quickly understand the real-
time situation of road traffic in disaster areas, providing data
information and decision support for emergency disposal,
disaster mitigation and post-disaster reconstruction.

As an important source of road information, Real-time
and accurate road information can be obtained through
high-resolution remote sensing images. This information
provide data support for information collection of Intelli-
gent Transportation System (ITS) and subsequent database
construction, help to improve the operation efficiency of
transportation system, and play an important role in urban
development, social stability and people’s life.

Due to the complex scene of remote sensing images and
the large amount of interference from ground objects, it is
difficult to extract roads, at present, most of the existing road
extraction schemes are based on variousmethods. The current
research trend is that, In order to extract road information

effectively and accurately in practical applications, it is neces-
sary to base on the characteristics of different images. On the
basis of analyzing the principles and applicable conditions of
various road extraction methods, The methods are compared
and improved, The general process of road extraction method
can be summarized as follows: firstly, the road is roughly
extracted to obtain the basic contour, and then the correspond-
ing method is adopted to trim and refine to obtain a purer road
area.

II. RELATED WORK
Due to the influence of factors such as instrument manufac-
turing and the surrounding environment [3], remote sensing
images will inevitably contain noise. Therefore, it is often
necessary to denoise RRSI when performing image process-
ing. At present, the processing of remote sensing images
mainly considers Gaussian noise [4] and impulse noise [5].
The image with noise affects the judgment of the staff, and
the denoising technique extracts the original image to com-
plete the image better interpretation. At present, the prin-
ciple of wavelet transform plays a more important role in
image denoising. The wavelet denoising method is simple
to use and the image processing quality is better. There-
fore, wavelet denoising has become a common denoising
method. In the development of wavelet denoising technol-
ogy, domestic and foreign scholars are constantly trying to
develop new denoising algorithms. Wavelet and morpholog-
ical edge detection have also been greatly developed and
promoted in the application of image edge detection, scholars
D. Kincaid andW. Cheney appliedmathematical morphology
to edge detection [6], thus form a system of edge detection for
mathematical morphology. The method of joint detection is
developed by scholars to overcome the limitations of a single
method and avoid the defects of a single method. In 2014,
J. Zhang proposed an edge detection algorithm based on
wavelet NSCT transform and morphology [7].

Most techniques use Sobel, Roberts, Prewitt and other
operators to approximate the first-order image gradient. It is
difficult to obtain a good boundary for edge detection in noisy
images because both noise and edge contain high frequency
content [8]. Convolution operators used on noisy images
usually have a large range because they can average enough
data to eliminate local noisy pixels [9]. It can be seen that
the image segmentation technology using edge detection is
suitable for the situation where there are significant differ-
ences between the internal regions of the image. Therefore,
the research focus of researchers at home and abroad in
the past is mostly on the anti-noise performance and detec-
tion accuracy of balanced edge detection algorithms. If the
anti-noise performance is overemphasized, the edge and con-
tour of the image will have large errors and deviations. If the
processing accuracy of edge detection is overemphasized,
it may result from the image boundary where the original
image does not match [10].

A part of the image always shows discontinuous gray
or color values or at least large feature changes, which is
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called the boundary (edge) between the object area (target and
background). Such image features are an important means
to obtain image edges. Edge detection [11] can highlight
the target in the image from the background. The segmen-
tation method based on edge detection mainly uses operators
to extract edges containing different regions, thus realizing
image segmentation [12]. Edge detection is generally divided
into three steps: firstly, some edge detection operators are
used to detect possible edge points in the image; Secondly,
complex edge refinement is carried out on the edge with a
certain width to obtain a boundary line with a pixel width.
Finally, the edge closing technology is used to obtain the
closed edge. Edge detection aims to classify and locate dis-
continuities in images. The appearance of noise leads to high
frequency in its field, which makes edge detection based on
image gradient produce errors. The main purpose of study-
ing various edge detection technologies and analyzing their
performance is to solve the problems of pseudo edge detec-
tion, image noise, edge loss, etc. The image segmentation
algorithm based on image edge detection divides the original
image into meaningful regions by constructing continuous
closed boundaries. This technology effectively reduces the
amount of processing computation and also protects the struc-
tural information inside the region.

Super pixel aims to solve this problem by representing
images in a more reasonable way, grouping pixels based on
homogeneity criteria and restoring object boundaries. This
provides a different representation of each image, where the
boundaries are irregular and the super pixels have different
sizes. This is achieved by over-segmentation of the image,
which is a process of reducing the image into a plurality of
regions by covering the image in such a way as to produce
non-overlapping regions of uniform color [13]. Superpix-
els can be defined as spatially coherent uniform structures.
Classic super-pixel segmentation methods include watershed
algorithm, which has been proved to be a very useful and
powerful tool in many different application fields, especially
in remote sensing image segmentation. The watershed-based
image segmentation algorithm uses the concept of topology,
regards the gradient of the image as the terrain surface,
and represents the pixels with higher gradient as continuous
boundaries. The gray level of the image represents the height
of the terrain, and the local minimum value of the gray level
constitutes the low-lying basin in the terrain. Water collects
inside each basin. When water reaches the boundary of the
basin, the adjacent basins will merge together. By estab-
lishing dams at the boundary, the separation and isolation
between adjacent basins are maintained. These connected
and independent catchments are sub-regions after image
segmentation.

In practice, watershed is often applied to image gra-
dient [14], and watershed lines are used to separate
uniform regions, thus giving the expected segmentation
results [15]. Morphological gradients are usually used to
obtain transformed gradient images. However, noise in gradi-
ent images often leads to over-segmentation, which will have

a significant adverse impact on the quality of segmentation
results [16]. The quality of gradient extraction directly affects
the segmentation performance of this technology. With the
help of peak signal-to-noise ratio, the results of watershed
algorithm under different gradients are obtained. Therefore,
using the standard morphological watershed transform [17]
on the original image or its gradient, we usually obtain the
result of over-segmentation. In order to reduce the excessive
segmentation of watershed technology, several methods have
been proposed in relevant foreign literatures. We can refer
to labeling-based technology, region merging method [18],
scale space method [19], image denoising or edge enhance-
ment based on partial differential equation [20], wavelet
technology combined with watershed transform [21], etc.
In addition, other scholars have also put forward some sug-
gestions to improve the over-segmented watershed, using
space constraint technology to apply to the watershed
(SCOW) [22]. The algorithm uses the concept of space to
constrain, and then adopts the method of uniform labeling
to realize compact and uniform distribution of super pixels,
while significantly improving the processing speed. Although
there are many different watershed algorithm solutions, there
are still many problems to be solved. Therefore, the relevant
research literature has been increasing in the past few years.
In other words, watershed algorithm is still an open problem,
and more and more new fields begin to use and develop this
technology from different angles.

With the wide application of RRSI, edge detection has
become particularly important in RRSI processing, especially
in feature detection and feature extraction [23]–[25]. This is
because the edge of the image carries most of the information
of the image and can reflect the structural information of
the image. The goal of RRSI edge detection is to find the
discontinuity of RRSI mapping, and thus detect the edge
position of different texture regions of RRSI [26]. The earliest
RRSI edge detection methods used gradient class algorithms
such as Sobel [27], prewitt [28], Canny [29], Laplacian of
Gaussian [30]. These algorithms are for edge detection of
optical images method. Since the edge detection method
of optical image is processed for additive noise, the noise
RRSImodel ismultiplicative noise, whichmakes the classical
gradient edge detection method directly used for edge detec-
tion of RRSI difficult to achieve ideal results. False alarm
rate is an important factor to measure the edge detection
performance of RRSI. The classical gradient method is not
a Constant False Alarm Rate (CFAR) for RRSI. Therefore,
the research on edge detection of RRSI is imminent, and it
is verified that the algorithm has good edge detection and
localization ability.

Aiming at the above problems, this article proposes a
wavelet denoising and a new morphological gradient oper-
ator. Compare by experiment has strong anti-noise ability
under certain conditions, and can detect the edge of the con-
taminated image even when the noise intensity is large. The
structure of the paper is as follows: The first part introduces
the related research work; the second part introduces the
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noise removal processing of the related images; the third
part explains the morphological gradient operator; the fourth
part compares the method proposed in this article with other
methods.

III. RADAR REMOTE SENSING IMAGE FRACTAL
WAVELET DENOISING MODEL
A. FBM MODEL
Fractal Brownian motion and fractal Gaussian noise is a
mathematical model of statistical self-similar process pro-
posed by Hewu in, which is an extension of Brownian motion
process. At first, it was mainly used to describe the irregu-
lar shapes of mountains, clouds, topography and simulating
the surface of planets in nature. Now it has been widely
used in many fields such as image processing, information
security, virtual reality and economy. In the aspect of net-
work traffic modeling, the model only needs three param-
eters of coefficient, traffic average arrival rate and traffic
variance coefficient to describe a long correlation sequence.
It is the simplest and easiest to solve self-similar network
traffic model. It plays a very important role in the theoretical
research of network traffic self-similarity. From the definition
of Brownian motion, we know that Brownian motion can be
generated by the accumulation of Gaussian random variables,
and the generation algorithm of Brownian motion is also
proposed based on this idea. Because Brownian motion has
the important property of statistical self-similarity, the ran-
dom midpoint displacement algorithm (MPD) is produced to
describe Brownian motion approximately. The algorithm is
easy to implement and has good effect, so it has been widely
used. The derivation process of generating one-dimensional
Brownian motion curve by MPD algorithm is as follows.

On the interval [0, 1], if X(0)= 0, X(1) is a random variable
sample with a mean value of 0 and a variance of σ 2, and then
the variance of its increment is defined as:

Var(X (1)− X (0)) = Var(X (1)) = σ 2, (1)

At this time, according to the characteristics of self-similarity,
for any 0 ≤ t1 ≤ t2 ≤ 1, there must be a formula

Var(X (t1)− X (t2)) = |t1 − t2| = σ 2, (2)

If X ( 12 ) is the sum of the average values of X (0) and X (1)
a Gaussian random disturbance D1, and the average value
of D1 is 0 and the variance is 12

1, that is:X (
1
2
) =

1
2
(X (0)+ X (1))+ D1

E (D1) = 0 and Var (D1) = 1
2
1,

(3)

Substituting formula (2) to formula (1) has:

Var(X
(
1
2

)
− X (0))=Var

[
1
2
(X (0)+X (1))+ D1−X (0)

]
=

1
4
σ 2
+ Var(D1) = |

1
2
− 0| = σ 2,

(4)

Solvable: Var(D1) = 1
4σ

2 can be considered to be also
applicable to interval [1/2, 1].

Further, let X ( 14 ) =
1
2

[
X (0)+ X ( 12 )

]
+D2 and E(D2) = 0.

By the same token, Var(D2) = 1
8σ

2 can also be consid-
ered applicable to other intervals. By analogy, there are the
following rules:

12
n =

1
2n+1

σ 2. (5)

In Equation (5), 12
n is the variance of the midpoint off-

set. Therefore, corresponding to the independent variable
tn = 2−n of the interval [0, 1], a Brownian motion curve
can be generated on the interval [0, 1] by adding a random
disturbance with an expected value of 0 and a difference
of 12

n to the corresponding random variable X (tn).
There are m regional block similarities in the RRSI, where

node O is the central convergence, node an is the data source,
and the service flow is sent from node an to node O, and
then forwarded through node O. Traditional methods for
characterizing business flow performance include Poisson
model and Gaussian distribution. Based on the Fractal Brown
Motion (FBM) model, the following model is proposed:

BH (t)=
1

0(H + 0.5)
{

∫ 0

−∞

[(t−τ )H−0.5−(−τ )H−0.5]dB(t)

+

∫ t

0
(t − τ )H−0.5dB(t)}, (6)

∇BH (t)=BH (t)− BH (t − 1) =
∫ 1

−∞

KH (t − u)dB(u), (7)

where m is the average arrival rate, 0(∗) is the γ function,
H is the correlation parameter (0 < H < 1), B is the standard
fractal Brownian motion, BH is the discrete fractal Gaussian
noise model, and the function KH is:

KH (u) =

{
uH−0.5 0 < u < 1
uH−0.5 − (u− 1)H−0.5 u > 1.

(8)

From equation (1), BH (at) = aHBH (t) all mean values
are 0, the variance is σ 2t2H , and the autocorrelation function
is shown in equation (4).

r(t) = σ 2(t2H + s2H − |s− t|2H )/2, (9)

The probability density function of FBM is:

fBH (x, t) = −
1

√
2π t2H

e(−
x2

2t2H
)
, (10)

where ∇BH (t) in Equation 2, obeying the Gaussian distribu-
tion of N (0, σ 2

|τ |2), where σ 2 sees Equation 6:

σ 2
= E{|BH (1)|2} = 0(1− 2H ) cos(πH )/πH . (11)

1.2 Wavelet Threshold Denoising
Generally speaking, the signals taken directly have certain

noise. In most cases, we think that this noise is Gauss white
noise. Because the wavelet transform characteristics of sig-
nals and white noise are different, the method of eliminating
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noise is wavelet denoising by using the variance and ampli-
fication of signals and white noise to be different with the
characteristics of wavelet scale transform. With the increase
of wavelet transform scale, the variance and increase of white
noise will decrease, but the variance and increase of signal
will not change. Donoho has done a lot of wavelet denoising
experiments and proposed a threshold denoising method.
Later generations then chose reasonable parameters to bet-
ter solve the corresponding denoising problems in practical
projects.

Deformation monitoring data is a signal including noise,
and its mathematical model can be expressed as:

s(x) = f (x)+ e(i), i = 1, 2, . . . , n, (12)

In which, s(x) represents deformation monitoring data, which
includes real deformation and deterministic noise (such as
system error), f (x) represents real deformation and e(i) is
random noise. The reduction of e(i) noise part in the signal
is to denoise the signal or data S so that the real deformed
signal s(x) is separated from the signal f (x). In deforma-
tion analysis, in order to make the monitoring data more
truly reflect the internal change law; we often need to deal
with noise. Generally speaking, noise signals are usually
high-frequency signals, so real signals are those with rela-
tively stable low-frequency signals. The denoising process
of wavelet threshold method is shown in Figure 1. It can be
divided into the following three steps:

FIGURE 1. Wavelet threshold denoising flow chart.

(1) Wavelet decomposition. According to the actual engi-
neering situation and the monitoring data collection situation,
a reasonable wavelet basis function is selected, and then an
appropriate decomposition layer N is selected to decompose
the observation data in N layers.

(2) Threshold quantization. The threshold quantization
processing here refers to the threshold quantization process-
ing of wavelet decomposition high-frequency coefficients.
There are many threshold selection rules. Its main purpose is
to extract some effective signals from high-frequency signals,
which can prevent useful signals from being mistaken for
noise elimination in denoising.

(3) Wavelet reconstruction. According to the low-
frequency coefficient of the N-th layer and the modi-
fied high-frequency coefficient from the first layer to the
N-th layer, the denoised real data approximation can be
obtained through signal reconstruction. In order to further
improve the estimation accuracy, we generally reconstruct

theWavelet decomposition high frequency coefficients quan-
tized by the threshold.

From the above steps, it can be seen that the selection
method of the threshold and the quantization of the threshold
can largely determine whether the image denoising quality is
good or bad. The main basis of wavelet threshold denoising
is that after wavelet transform, the data loses its original cor-
relation, which will separate the signal from the noise. In the
wavelet domain, the large coefficients are mainly signals, and
the noise is scattered all over the whole.

Wavelet domain. Therefore, after wavelet transform
processing, we can think that the wavelet coefficients with
relatively large amplitude are signals, and the coefficients
with relatively small amplitude are the noise we need to
remove, so we can reduce the noise figure through threshold
method and retain the signal coefficients we need.

Thresholds are divided into two categories, one is hard
threshold and the other is soft threshold. Comparing the
absolute value of the signal with the threshold, keeping
the points greater than the threshold unchanged and setting
the rest to zero, then we call it a hard threshold. Its expression
is shown in Equation 13:

ωλ =

{
ω, |ω| ≥ λ

0, |ω| < λ,
(13)

where λ represents the threshold, ω represents the size of
the wavelet coefficients, and ωλ represents the size of the
wavelet coefficients after the threshold is given. The soft
threshold is somewhat different from the hard threshold, and
its expression is shown in Equation 14:

ωλ =

{
sign(ω)(|ω| − λ, |ω| ≥ λ
0, |ω| < λ,

(14)

When the absolute value of the wavelet coefficient is less
than the threshold, the wavelet coefficient is set to zero. The
difference is that when the absolute value of the wavelet
coefficient is greater than or equal to the threshold value,
the wavelet coefficient becomes the difference between the
point and the threshold value. Such thresholds are called
soft thresholds. Soft threshold is to subtract the threshold
for wavelet coefficients greater than the threshold, instead
of adopting a simple zero setting method for hard threshold,
so that after soft threshold processing, the input and output
curves are continuous. Therefore, in general, the signal curve
processed by soft threshold is smooth, while the signal pro-
cessed by hard threshold is rough, and the denoising effect of
soft threshold is better than that of hard threshold.

The signal denoised by threshold method has two main
characteristics: first, it better retains the characteristic spike
points of the original signal; Second, the noise is almost
completely suppressed. Wavelet transform can concentrate
the signal on several wave coefficients, but white noise is still
white noise no matter what orthogonal basis the transform
is. Therefore, the wavelet transform coefficient value of the
signal will definitely be larger than the wavelet transform
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coefficient value of the noise, and then the signal will appear
very prominent. If we can select an appropriate threshold to
denoise the signal containing noise by threshold method, then
we can achieve the purpose of denoising without distortion.

Adaptive Selection Threshold Based on Stein Unbiased
Likelihood Estimation Principle. Firstly, the threshold like-
lihood estimation value is obtained, then the likelihood esti-
mation value is minimized, and finally the selected threshold
value is obtained. The specific steps are as follows:

Step1: Each element in the image takes an absolute value,
sorts it from small to large, and then squares each element to
generate a new sequence:

f (k) = sort(|s|)2 k = 0, 1, 2, . . . ,N − 1, (15)

where sort represents sort.
Step2: If the threshold is the square root of the k-th element

of f (k), there are:

λk =
√
f (k) k = 0, 1, 2, . . . ,N − 1, (16)

The risk from this threshold is:

Rish(k)=
1
N

[
N−2k+

k∑
i=1

f (j)+(N−k)f (N−k)

]
, (17)

Step 3: According to the risk curve Rish(k), the minimum risk
point is recorded as kmin, and the unbiased risk estimation
threshold is defined as:

λk =
√
f (kmin), (18)

B. WAVELET NOISE PROCESSING OF RADAR REMOTE
SENSING IMAGE
Let ψ(υ) denote a square integrable function (ψ(υ) ∈ L2(R),
wavelet mother function ψ(υ) satisfies:

ψ(υ) =
∫
T

|ψ(υ)|2

υ
dυ <∞, (19)

Wavelet ψ(υ) undergoes scale contraction and correlation
scale function reconstruction to select appropriate wavelet
function and scale function, see equation (8).{

ψj,k (t) = 2j/2ψ(2jt − k)
δj,k (t) = 2j/2δ(2jt − k),

(20)

The above equation becomes a pair of orthogonal bases,
the signal X (t), and see equation (21).

X (t) =
∑
K

Uj,kδj,k (t)+
∞∑
j=j0

∑
k

Wj,kδj,k (t), (21)

where the scale factor Uj,k and the wavelet coefficient Wj,k ,
see equation (10).

Uj,k =
∫
X (t)δj,k (t)dt

Wj,k =

∫
X (t)ψj,k (t)dt,

(22)

where j represents the scale and K represents the different
moving positions. The scale factor Uj,k of the haar wavelet
can be obtained by integrating the signal and the rectangu-
lar scale coefficient δ(t), and the signal is locally mean at
[k2−j, (k + 1)2−j]. Wj,k indicates that the RRSI pixel has a
local mean difference in the [k2−j, (k + 1/2)2−j] and [(k +
1/2)2−j, (k+1)2−j] regions, which varies from J to J+1, and
the wavelet coefficient recursively sees equation (11):{

Uj−1,k = 2−1/2(Uj,2k + U j,2k+1)
Wj−1,k = 2−1/2(Uj,2k − Uj,2k+1).

(23)

The inverse recursive transformation of Harr wavelet trans-
forms the wavelet coefficients and scale coefficients at the
coarse scale into fine scale coefficients and wavelet coeffi-
cients. The process is shown in equation (12).{

Uj+1,2k = 2−1/2(Uj,2k +W j,2k )
Uj+1,2k+1 = 2−1/2(Uj,2k −Wj,2k ),

(24)

The above formula processes the discrete remote sensing
image pixel X (k) so that the pixel sequence length is 2n,
and the haar wavelet transform decomposes the finest
scale coefficient Un,k , and the relationship is shown in
equation (25).

X (k) = 2−1/2Un,k , k = 0, 1, · · · , 2n − 1. (25)

The determination of the threshold has always been a research
hotspot, which determines the degree of retention of infor-
mation after image processing. The determination methods
mainly include a given threshold denoising method, a global
threshold method, and a Birge-Mas radar remote sensing
t-policy threshold method. The given threshold denoising
method is generally applicable to the source and type of noise,
the occurrence period, etc. (these can be obtained by a large
amount of statistical analysis). When more research is used,
the threshold is calculated according to the empirical formula.
There are also some improvements in the threshold pro-

cessing method. It can be seen from equations (13) and (14)
that the hard threshold is processed in such a way that the
wavelet coefficients are discontinuous near the threshold, and
jump points are generated, and the soft processing method is
obtained. The overall continuity of the wavelet coefficients is
good, so that the estimated signal does not generate additional
oscillation, but the high frequency information portion is lost,
denoising process is as figure 2.

IV. MORPHOLOGICAL GRADIENT OPERATOR
A. A MORPHOLOGICAL GRADIENT OPERATOR
The method of mathematical morphology processing binary
image is to regard binary image as a set, Binary images are
detected by operations including intersection, union, com-
plement and translation. When applying mathematical mor-
phology to image analysis and processing, It is necessary to
design a ‘‘probe’’ to collect image information. A ‘‘probe’’
is a set called structural element. It can be selected according
to the purpose of image analysis, using structural elements
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FIGURE 2. Wavelet denoising flow chart.

to transform various forms of image sets, to achieve the
purpose of morphological analysis. Subsequently, In order to
make the basic theory of morphology have more unified form
and wider application, So as to facilitate the study of new
algorithms, The core of the basic theorem of mathematical
morphology is finally simplified to complete lattice structure.
At the same time, Morphological methods applied only to
sets have been extended to the field of numerical function
analysis. The theory and method of gray morphology are
produced. There are many methods to extend set operation
to numerical function operation. Common methods include:
The Umbra Approach and the Threshold Set Approach, and
the complete lattice method to construct gray morphologi-
cal operators as the minimum condition to satisfy the gray
morphological operators. People have constructed a large
number of operators by using gray morphology. It is widely
used in gray image processing: in order to make morphol-
ogy have better filtering properties, Sinha et al. introduced
fuzzy mathematics into mathematical morphology to form
fuzzy morphology; Then Wilson applied matrix morphology
to character recognition, becoming an important direction
of morphology. Morphology regards each pixel value of the
color image as a vector when processing the color image,
and uses the vector method to process each component with
strong correlation to form the color image vectormorphology.

The quantum state T in quantum mechanics can be
described by vectors in the Hilbert space. Let 0 and 1 be two
ground states, a multi-quantum system with n qubits and the
i-th qubit state is equation (26):

ψ i
= ωi0 |0 + ω

i
1 |1 , (26)

whereω0 andω1 are the probability magnitudes of the ground
states 0 and 1, respectively. The state ψ of the quantum is a

tensor product of n qubit states, which can be expressed as
equation (27):

ψ = ψ1
⊗ ψ2

⊗, . . . ,⊗ψn (ω1
oω

2
0 . . . ω

n
0) |00 . . . 0

+ (ω1
oω

2
0 . . . ω

n
1) |00 . . . 1 + . . .+ (ω1

1ω
2
1

. . . ωn1) |11 . . . 1 =
2n−1∑
i=0

ωi |ib (27)

The symbol ‘‘⊗’’ represents a direct product, ib in the state
vector |ib is an n-bit binary number corresponding to the
decimal number i, and |ib represents the i-th ground state.
ωi is the probability magnitude of the ground state |i. For a
multi-quantum system with n qubits, it is in basic state |i >
with different probabilities when it is not measured, but if it
is evaluated, the state collapse and become 2n ground states.
One of the ground states.

Let ωl1 =
√
fl , ωl0 =

√
1− fl , ψl >= ωl0 |0 + ω

l
1 |1 then

the quantum superposition state structure be defined as:

Bq(x, y) =


ψ1

· · · · · · ·

· · ψ l
· · ·

· · · ·

· · ψn−1 ψn

 , (28)

where
∣∣ωl1∣∣2 + ∣∣ωl0∣∣2 = 1,

∣∣ωl1∣∣2 and
∣∣ωl0∣∣2 respectively

indicate the probability that ψl takes 1 and takes 0, that is,
the probability that the structural element of the 1st point
whose coordinate position is X is ‘‘1’’ and ‘‘0’’. Equation (28)
can be expanded according to formula (19) as:

Bq(x, y) = ψ1
⊗ . . . ψ l . . .⊗ ψn. (29)

In addition, there is at least one ψ l
1 = 1, l ∈ {1, 2, · · · , n}

to ensure that the all-zero element is not contained in the
quantum superposition state structure.
M (x, y) is formed according to the local features of the

image in the neighborhood of the pixel points (x, y) in the
image, thereby representing the quantum measurement.

M (x, y) = |iM (x, y) < iM (x, y) | , (30)

where |iM (x, y) represents a ground state collapsed after
quantum measurement, and |iM (x, y) < iM (x, y) | repre-
sents the outer product of the state vector |iM (x, y) and
its transposed conjugate < iM (x, y) | . If using M (x, y) to
measure (31):

M (x, y)
∣∣Bq√

< Bq
∣∣M+(x, y)M (x, y)

∣∣Bq =
ωi |iM (x, y)√

ω2
i

=|iM (x, y),

(31)

where M+(x, y) in the above formula represents the trans-
posed conjugate of M (x, y), which collapses to the ground
state |iM (x, y) after measurement, corresponding to the con-
ventional structural elements. When the size and shape of the
structural element window are determined, themorphological
operation can be performed.M (x, y) defined as follow.
Step 1: Normalize the image pixel values and set the

structural element to 3× 3;
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Step 2: If the image pixel is a suspicious point (the pixel
value is 0 or 1), set the structural element to 0, otherwise 1;

Step 3: If the structural element has only one point of 1,
the expanded structural element window size is 5× 5;

Step 4: If the structural element still has only one point
of 1, continue to enlarge the window size of the structural
element and increase it to 11× 11.

For example, the image pixel value is


0.5 0.5 0.6 0.5
0.3 1 0.5 0.8
0.2 0.3 0.4 0.8
0.2 0.2 0.4 0.3

;
the coordinate origin of the structural element is the second
row and the second column, and the pixel value is 1 to
be a suspect point, and the quantum measurement opera-
tor M (2, 2) = |111101111 < 111101111| is set, and the
measurement collapses to the ground state |iM (2, 2) =
|111101111 , and the quantum superposition state structural

element For

 1 1 1
1 0 1
1 1 1

, let the structural element be B, and

construct the morphological gradient operator according to
the shape expansion operation and the morphological erosion
operation, as equation (32).
(f ⊕ B)(x, y) , max{f (x − m, y− n), (m, n) ∈ B}
(f ⊗ B)(x, y) , min{f (x + m, y+ n), (m, n) ∈ B}
G(x, y)= (f ⊕ B)(x, y)− (f ⊗ B)(x, y),

(32)

The morphological gradient operator can be used for image
edge detection. According to this, quantum collapse expan-
sion operation and quantum collapse corrosion operation and
quantum collapse morphological gradient operator for image
edge detection can be constructed, as follows equation (33).
(f ⊕ Bq)(x, y) , max{f (x − m, y− n), (m, n) ∈ Bq}
(f ⊗ Bq)(x, y) , min{f (x + m, y+ n), (m, n) ∈ Bq}
Gq(x, y) = (f ⊕ Bq)(x, y)− (f ⊗ Bq)(x, y).

(33)

where Bq is a quantum superposition state structure.
The method in this article is to use binary morphological

transformation to describe gray morphological transforma-
tion. First, the umbra of gray image or target signal and
structural element is taken, their umbra is morphologically
transformed, and then the surface is taken. The threshold
method decomposes the gray image into a set of its threshold
sets, which can be generated through a binary operation, and
then these sets are used to synthesize and convert into a gray
image.

B. GRADIENT BOUNDARY EXTRACTION
At present, people have proposed some edge detection oper-
ators based on mathematical morphology and applied them
to image edge detection. The following introduces sev-
eral commonly used morphological gradient operators, with
F as the input gray image and G as the structural ele-
ment. Several morphological gradients are defined as follows

equation (34).
Grad1(F) = (F ⊕ G)− F

Grad2(F) = F − (F � G)

Grad3(F) = (F ⊕ G)− (F � G).

(34)

The above formulas are respectively called extended gradi-
ent operators, which subtract the original image from the
expanded image to obtain the outer edge of the image.
The non-extended gradient operator subtracts the etched
image from the original image, and the obtained edge is
the inner edge of the image. The extended gradient operator
and the non-extended gradient operator are combined, and
the difference between the two is obtained. It includes the
outer edge and the inner edge of the image, so the edge is
thicker.

Noise exists in any image. In the case of noise, The cal-
culated difference along the i direction and the difference
along the j direction can no longer fully reflect the gray level
changes of actual ground objects. For remote sensing images,
this problem is especially serious due to the existence of
speckle. In order to reduce the influence of noise on boundary
feature extraction, In remote sensing images and many other
images, The grayscale changes at the boundary of objects
with larger grayscale are also large, At the same time, the
energy of noise in objects with large gray scale is also large.
Therefore, using the average gray scale gradient to detect
under the same threshold will produce serious missed detec-
tion in areas with low gray scale and serious false detection in
areas with large gray scale. For this kind of image, using the
relative average gray scale gradient to detect will have better
effect.

V. EXPERIMENT AND ANALYSIS
A. EXPERIMENTAL COMPARISON
In the following, the most basic edge detection operator is
used to detect image. Figure 2(a), 3(a), (https://pan.baidu.
com/s/1MRLlFSBWQZc1la5bin6kxw, v5op), two remote
sensing road images with different complexity levels are
selected as examples and a variety of edge detection operators
are compared. See Figures 3(b)-(e) and Figures 4(b)-(e).
In the experiment, the same parameters were used in each
step of the two example processes.

From the detection results in Figure 3 and Figure 4, it can
be found that the edge continuity of the traditional Pre-
witt operator and the Sobel operator is poor, the data on
the contour line is scattered, and the denoising ability is
relatively poor, with more errors judging point. The edge
effect extracted by the Sobel extension operator is improved
compared with the traditional operator, but the definition and
continuity of the contour are still not ideal. The edge details
are not smooth enough, and there are still many burrs. The
method has the best denoising effect, the detected contour
is clear and the continuity is good, and the advantage in the
curved section is obvious.
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FIGURE 3. Comparison of road edge retrieval effects of RRSI.

FIGURE 3. (Continued.) Comparison of road edge retrieval effects of RRSI.

B. EXPERIMENTAL EVALUATION
Using MATLAB2016a for RRSI, using Sobel operators at
different noise levels (0%, 10%, 20%, 30%, 40%, 50%, 60%,
70% and 80%), first 3× 3 median filtering Roberts operator,
Prewitt operator and wavelet and morphological gradient
operator method proposed. Two evaluation criteria, objective
criteria and subjective criteria were used to analyze the effects
of various algorithms at different noise levels. In this article,
the methods are judged by the normalized Mean Square
Error (NMSE) objective evaluation index, which is defined
as follows:

MSE =
1

M × N

M−1∑
i=0

N−1∑
j=0

(xij − yij)2, (35)

NMSE =
MSE

M−1∑
x=0

N−1∑
y=0

(yij)2
. (36)

The height and width of the image are denoted by M and
N respectively. xij, yij respectively, the noise image of the
original image is denoised.

The ratio of signal value to noise value is a common
evaluation method to measure denoising effect. Its unit is
expressed in decibels. It is generally believed that the higher
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FIGURE 4. Comparison of edge retrieval results of RRSI overpass.

FIGURE 4. (Continued.) Comparison of edge retrieval results of RRSI
overpass.

the SNR, the better the denoising effect. It is defined as:
Ps =

1
n

∑
n
f 2(n)

Pn =
1
n

k∑
i=1

[
f (i)− f ′(i)

]2
,

(37)

SNR = 10× lg(
Ps
Pn

), (38)

where Ps represents the power of the original signal; Pn is the
noise power.

The signal-to-noise ratio gain refers to the ratio of the
signal-to-noise ratio before and after wavelet denoising, and
the expression is:

GSNR = SNRdn
/
SNRn, (39)

SNRdn represents the signal-to-noise ratio after denoising.
SNRn represents the signal-to-noise ratio before denoising.
Like SNR, the larger GSNR, the better the denoising effect.

The normalized mean square error is calculated according
to equation (36) as shown in Table 1. With the increase
of impulse noise intensity, the Sobel operator increases the
normalizedmean square error and the worst anti-noise ability.
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TABLE 1. Normalized mean square error (NMSE).

The Roberts operator is within 20% noise level, the nor-
malized mean square error is small, and the edge detection
capability is acceptable. The main error is due to the unfil-
tered noise, the 3 × 3 median filter changes significantly.
Poor, normalized mean square error gradient; in the absence
of noise, the first 3 × 3 median filter destroys the image
details, and then the morphological gradient operator has a
normalized mean square error of 6.5, and the edge detection
reference image There is a certain deviation. The Prewitt
operator has a normalizedmean square error of at least 13.8 at
20% noise level, consistent with figures 3-4, and subjective
evaluation criteria. Our method is consistent with the refer-
ence image result when the edge of the noise-free image is
detected, and the normalizedmean square error is zero. As the
intensity of the impulse noise increases, the normalized mean
square error increases slowly, consistent with the subjective
evaluation criteria. Even when the impulse noise intensity
is 80%, it can be detected. Compared with the edge of the
noiseless image detected by the traditional morphological
gradient operator, the normalized mean square error is 21.4.

Three technical indicators for measuring the performance
of the algorithm are Spearman Rank Order Correlation
Coefficient (SROCC), Pearson Linear Correlation
Coefficient (PLCC) and Root Mean Square Error (RMSE),
respectively. These measurements are used to measure the
consistency of the method and other evaluation methods with
subjective evaluation values. Because of the different range
of quality evaluation values obtained by these methods, it is
necessary to use the Logistic function for nonlinear fitting
based on the scatter plot of the evaluation results.

Let the image size of the original image x and the distorted
image y to be measured be. The SSIM algorithm defines the
similarity between the brightness information, the contrast
information, and the structure information between the two
images as follows:

SSIM (x, y) =
(2uxuy + c1)(2σxy + c2)

(u2x + u2y + c1)(σ 2
x + σ

2
y + c2)

, (40)

PSNR = 10 lg

(
MN∗2552
MSE

)
, (41)

where ux = 1
n

n∑
i=1

xi and uy = 1
n

n∑
i=1

yi, σy are the variances

of x and y, respectively, σx senting contrast information of
image; σxy is the correlation coefficient of x and y, which
characterizes the similarity of the structural information of
the two images, c1, c2, c3 is a small positive number, in case
the denominator is zero.

Selecting three reference indicators PLCC, ROCC and
SSIM is a goodmethod for evaluation. FromTable 2, the com-
parison of related performance is given. Themethod proposed
in this article has the best effect on PLCC and ROCC, and
the value on RMSE is the smallest. It can be seen that the
prediction effect is close to the natural evaluation.

TABLE 2. Comparison with subjective assessment results.

The overall evaluation method is obtained by comprehen-
sively considering the first three indexes and adding them to
the period of [0, 1]. Its expression is

HM = PVM + PSNRM + PrM . (42)

In this which, PVM , PSNRM and PrM represent the nor-
malized values of root mean square error, signal-to-noise

FIGURE 5. Comparison of Road HM with Four Algorithms.

FIGURE 6. Comparison of Highway HM with Four Algorithms.
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FIGURE 7. Comparison of road quality factor value and standard
deviation.

FIGURE 8. Comparison of highway quality factor value and standard
deviation.

FIGURE 9. Comparison of road quality factor value and salt-and-pepper
noise.

ratio and smoothness respectively. In practical application,
the larger the overall evaluation index, we think the wavelet
denoising effect is relatively better, see figures 5-6.

C. QUANTITATIVE ANALYSIS
In order to verify the generality of the algorithm and the
reliability of the evaluation, a comparative experiment is car-
ried out between the original gray-scale road remote sensing

FIGURE 10. Comparison of highway quality factor value and
salt-and-pepper noise.

image and the original gray-scale road remote sensing image
in noisy and noisy environments. The quality factor P, which
is comprehensively considered in the aspects of edge line loss
and error detection and edge point positioning error, is used
to evaluate the edge detection effect, namely as equ

P =
1

max(Il, Ia)

Il∑
i=1

1
1+ αd2(i)

. (43)

where Il is the ideal number of edge points; Ia is the number
of edge points actually detected; d is the distance between
the ideal edge point and the actual edge point; α is a constant,
usually 0.1. If the obtained P value is larger, the better the
detected edge result is.

Figures 7-8 are Gaussian noise-quality factor graphs of the
original gray road remote sensing image and the original gray
road remote sensing image. Figures 9-10 are graphs of their
salt and pepper noise-quality factor. It can be seen that the
quality factor values of the edge detection evaluation results
of the algorithm in this article are always higher than those
of the other three algorithms under different intensity noises.
Objectively, the edge detection effect of this algorithm is
better, especially in noisy environment.

As can be seen from the above figures, the method
proposed in this article has obvious advantages over other
algorithms in quality factors.

VI. CONCLUSION
Under different noise levels, the wavelet is used for denoising
and then combined with the morphological gradient operator.
The noise of the original image is processed by wavelet, and
the image with reduced noise is more effective for the later
edge detection. In the experiment, the 3 × 3 median filter-
ing Sobel operator, Roberts’s operator, Prewitt operator and
wavelet and morphological gradient operator method pro-
posed in this article are used to detect the edge of Lena image.
Although the Sobel operator has better edge detection capa-
bility, it has the worst anti-noise performance. The Roberts
operator first 3× 3 median filtering and then morphological
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gradient operator, and the edge detection performance is bet-
ter in low noise. The Prewitt operator performs better at edge
detection at 20% noise level. The wavelet and morphological
gradient operators proposed in this article, because in the
quantum superposition state structural elements, the elements
corresponding to the noise collapse to 0, do not participate
in the morphological gradient operation, and the pulse noise
intensity increases as comparedwith the reference image. The
normalized mean square error increases slowly and shows
good noise immunity; the edge detection result is consistent
with the reference image when there is no noise.
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