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ABSTRACT Accurately obtaining road vehicle information is important in intelligent traffic surveillance
systems for smart cities. Especially smart vehicle detection is recognized as the critical research issue of
intelligent traffic surveillance systems. In this paper, a robust real-time vehicle detection method for the
system is proposed. The method combines background subtraction model MOG2(Mixture of Gaussians)
with a modified SqueezeNet model (H-SqueezeNet). The MOG?2 model is utilized to create scale-insensitive
Region of Interest (Rols) from video frames. H-SqueezeNet is then proposed to accurately identify vehicle
category. The effectiveness of the method was verified in CDnet2014 dataset, UA-DETRAC dataset and
video data from a traffic intersection in Suzhou, China. The experiment results show that the method can
achieves excellent detection accuracy in traffic surveillance systems, and achieve an average detection speed
of 39.1 FPS.

INDEX TERMS Vehicle detection, H-SqueezeNet, MOG?2, intelligent traffic surveillance system, smart city.

I. INTRODUCTION

In the past decades, surveillance cameras have spread across
the traffic system for traffic control [1], [2], safe driving and
abnormal detection [3], [4]. And vehicle detection application
is more and more important for smart cities [5], [6]. Although
cameras have been deployed on most urban roads, humans
cannot review every monitor at the same time, and humans
are unable to focus on monitors all the time. Therefore,
a friendly intelligent traffic surveillance system is needed to
help humans achieve intelligent traffic management [6], [7].
The first task of intelligent traffic surveillance is accurate
vehicle detection [6]. It is the key technique in the most of
traffic applications, such as road real-time monitoring, intel-
ligent tracking and intelligent traffic control [1], [S]. Thus, the
goal of our system is to achieve vehicle detection and category
identification, while meeting real-time requirements.

During the past decade, some challenging vehicle detec-
tion benchmarks have been proposed for evaluation of var-
ious detection methods. Meanwhile, deep learning-based
methods have achieved amazing achievements on vehicle
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detection and object detection fields, and can be divided into
one-stage and two-stage detection algorithms. R-CNN [8],
Fast R-CNN [9], Faster R-CNN [10] are the representa-
tive methods in two-stage field. These algorithms usually
have high accuracy, but have huge computational complexity
and are difficult to meet real-time performance. SSD [11],
YoLoV1 [12], YoLoV2 [13] and YoLoV3 [14] are the
representative methods in one-stage field, and have been
made a trade-off between speed and accuracy. Usually, deep
learning-based algorithms have complex architecture and
computation. Meanwhile, scale-sensitivity also plagues the
above methods. To deal with scale sensitivity, YoloV3 adopts
anchor boxes, FPN [15], and uses three prediction branches
to deal with different object size. CMNet [16] utilizes four
prediction branches. Kim et al. [17] expanded the prediction
branches of YoLoV3 to five and add SPP [18] to further
alleviate scale-sensitivity. It can be concluded a ‘“‘rigorous
conclusion” that if we want stronger scale-insensitivity, add
more prediction branches and more tricks. In object detection
field, the above advanced methods and improvements are
progressive and successful for the diversity of backgrounds
and scenarios. However, the background and scenarios are
relatively stable in the field of vehicle detection, especially in
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the field of video surveillance for smart cities. At this time,
can we return to simplified thinking and design a powerful
method to complete the detection? The paper utilizes it as the
outset and designs a simple but powerful vehicle detection
method for smart cities.

In this paper, we present a robust vehicle detection method,
for fast vehicle detection in smart city surveillance. The
method architecture is shown in Fig. 1. The method intro-
duces robust MOG?2 [19], [20] from the foreground extrac-
tion field to the regional proposal field, to enhance the
scale-insensitivity. Then, the proposed method also designs
H-SqueezeNet to increase the robustness in the term of
accuracy. Usually, original MOG2 is used to extract vehicle
foreground in the early urban surveillance system due to its
robustness, we incorporate Suzuki’s theory [21] and a series
of morphological operations into it, and successfully utilize
it to generate Rols. Original SqueezeNet is an advanced
lightweight network, we modified it into H-SqueezeNet, for
better meet our needs. The H-SqueezeNet architecture is
shown in Fig. 3.
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FIGURE 1. Architecture of the proposed method. The method extracts
Rols from video frame using MOG2, and then utilizes H-SqueezeNet
model to identify vehicle category.

In summary, the main contributions of this paper are as
follows:

1). A simple but powerful vehicle detection method is pro-
posed for intelligent traffic surveillance systems. The archi-
tecture of the method is shown in Fig. 1.

2). The proposed method achieves scale-insensitivity by
introducing MOG?2, and utilizes H-SqueezeNet to ensure
excellent performance. Meanwhile, the method can achieve
real-time detection for traffic dataset by camera sensors from
urban intersection, with minimal storage resources, making it
more readily applied to the systems.

3). A modified SqueezeNet model (H-SqueezeNet) is
proposed, which just retains the top four Fire modules in
the original SqueezeNet and concatenates the last two Fire
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FIGURE 2. Architecture of Fire module. Fire module is utilized to
construct H-SqueezeNet model.

module outputs. It achieves excellent performance in terms
of accuracy. The model architecture is shown in Fig. 3.
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FIGURE 3. Model Architecture and comparison: (a) Architecture of
SqueezeNet and (b) Architecture of H-SqueezeNet. The Fire module is
designed in Fig.2.

The rest of the paper is organized as follows. Section 2
makes a brief overview about vehicle detection in traffic
surveillance. Section 3 introduces a brief overview of the
background subtraction model MOG?2, which our method
utilizes to extract Rols from video frames. H-SqueezeNet is
also proposed in Section 3. Section 4 presents the results and
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experiments of the method. Finally, this paper is concluded
in Section 5.

Il. THE RELATED WORK

In this section, we make a brief introduction about vehicle
detection in smart cities, especially in the field of urban
surveillance.

At present, research on vehicle detection for intelligent
traffic surveillance systems is mainly divided into two cat-
egories: traditional algorithms and methods based on deep
learning. The first category mainly utilizes background
subtraction, optical flow and descriptor-based methods.
Vargas et al. [22] introduced a novel background subtraction
method based on the sigma-delta filter, which is intended to
be used in urban intelligent traffic scenes. This method intro-
duced a confidence measurement for each pixel, making it get
amore stable background for vehicle detection. Yan et al. [23]
utilized two Histogram of Oriented Gradient (HOG) descrip-
tors that generate features with lower dimensions and con-
tain more vertical and horizontal gradient features, and then
they applied AdaBoost classifier to finish vehicle detection.
Wahyono and Jo [4] implemented illegally parked vehicle
detection, as another important part in intelligent traffic
surveillance systems. They utilized cumulative dual fore-
ground differences and temporal event analysis in their work
and successfully detected most illegally parked vehicles.
Zhou et al. [24] proposed a novel scheme to carry out adap-
tive background estimation. They divided the input image
into small non-overlapped blocks, Rols of vehicle is then
extracted from these blocks. Next, they utilized histogram for
feature extraction and used PCA to get low-dimensional fea-
tures. Finally, SVM was trained by extracted features to verify
vehicle category. Kul ez al. [25] designed a system for traffic
control, they first utilized background subtraction method
to extract the vehicle foregrounds. Then, they extracted
geometry-based feature and utilize PCA to reduce feature
dimension. Finally, three different classifiers were selected
for three vehicle categories. Wang et al. [26] introduced an
improved spatio-temporal sample consensus (ISTSC). They
first detected moving vehicle through spatio-temporal sample
consensus algorithm. Then, feature fusion methods are uti-
lized to identify category in their work. However, the above
algorithms are difficult to implement real-time detection or
multi-class detection. Therefore, one important issue that
needs to be solved of our method is to achieve real-time
multi-class detection. More detailed traditional vehicle detec-
tion challenges and methods can be learned in [1], Buch ef al.
made a comprehensive review in this area, and an outlook for
future research directions.

The second category mainly based on deep learning.
Inspired by the great success of deep learning in the
object detection field, some researchers are beginning to
attempt to introduce deep learning to vehicle detection field.
Wei et al. [27] tried to detect anomalous vehicles in traffic
surveillance. They first employed background subtraction
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model to remove identified moving vehicles, and then utilized
Faster R-CNN [10] to detect remaining anomalous vehicles.
Mhalla et al. [7] introduced a modified Faster R-CNN (MF
R-CNN) for vehicle detection and pedestrian detection, they
removed the fourth Max-Pooling layer, and replaced the
remaining Max-Pooling layers by Stochastic-Pooling layers
in original Faster R-CNN. Finally, they made an embedded
system for intelligent traffic surveillance. Zhang et al. [16]
proposed a connect-and-merge convolutional neural network
(CMNet) for fast vehicle detection in urban traffic surveil-
lance. CMNet contains a connect-and-merge residual net-
work (CMRN) and a multi-scale prediction network (MSPN).
CMRN is utilized to extract features and MSPR is utilized
to finish detection. Hu et al. [28] found CNN-based algo-
rithms have scale-sensitive problem. However, it is common
that vehicles have a large variance of scales in traffic
surveillance. Hence, they proposed a Scale-Insensitive Con-
volutional Neural Network (SINet) to address the issue.
In SINet they introduced a context-aware Rol pooling to
retain contextual information of small-scale objects and then
proposed a multi-branch decision network to finish detection.
Kim et al. [17] introduced spatial pyramid pooling (SPP) into
YoLoV3 and add more prediction layers in it, making it better
fit to multi-scale vehicle detection in traffic surveillance and
alleviate scale-sensitive problems. Another effort to mitigate
scale-sensitive problems, especially for small vehicle target,
Hong et al. [29] modified YoLoV3 to a new pyramid structure
based on codec module, which can achieve good perfor-
mance in actual vehicle detection demand. Sentas et al. [30]
tried to introduce Tiny-YoLo into real-time vehicle detection
field, and built TPSdataset for test. Zhou et al. [31] pro-
posed a fast vehicle detection algorithm DAVE for urban
traffic surveillance. DAVE contains a fast vehicle proposal
network (FVPN) and an attribute learning network (ALN).
FVPN is designed to find vehicle location, and then ALN is
utilized to verify vehicle category and other information of
the vehicle. It is clearly that these methods based on deep
learning are mainly stuck in scale-sensitive issues.

In summary, researchers found that traditional algorithms
are robust, but they are unable to handle real-time multi-
class detection and have insufficient accuracy. Deep learning-
based algorithms perform well in speed and accuracy, but
they exhibit scale-sensitive issues, making them have some
deficiencies to deal with multi-scale vehicle detection in real
time traffic surveillance. Hence, if we can utilize traditional
algorithm MOG?2 [19], [20] to create robust scale-insensitive
Rols and exploit deep learning model H-SqueezeNet to finish
detection, the advantages of both methods will be inherited
and shortcomings of each method will be avoided. In our
work, we didn’t combine MOG?2 with VGG, or imitate
Wei et al. [27] combine MOG?2 with Faster R-CNN. Because
we want to build a simple but powerful method. If the above
methods are adopted, they can still get good detection per-
formance, but they will cause some problems, such as model
redundancy, high model complexity and low running speed.
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IlIl. OUR PROPOSED VEHICLE DETECTION METHOD

The architecture of our method is illustrated in Fig.1, this
method combines traditional background subtraction model
MOG2 [19], [20] with lightweight deep learning model
H-SqueezeNet. First, MOG?2 is utilized to extract Rols from
video frames for the vehicle detection task, this is an efficient
algorithm using Gaussian mixture probability density. After
that, H-SqueezeNet will be trained to verify vehicle category,
which just retains the top four Fire modules from the orig-
inal SqueezeNet and concatenates the last two Fire module
outputs. The detailed architecture of H-SqueezeNet model
is shown in Fig. 3. The following sections will explain the
proposed method in detail.

A. BACKGROUND MODELING AND SUBTRACTION

During vehicle detection, the first stage is to extract Rols.
In the past, researchers have usually utilized sliding win-
dow, selective search or RPN to carry out regional proposal
task. However, MOG2 [19], [20] is used to generate Rols
in this paper. Because MOG2 model is scale-insensitive,
it can avoid scale-sensitive problems by directly using deep
learning model to generate robust Rols. In fact, the original
MOG?2 model is used to extract foregrounds, not Rols. We uti-
lized [21] and accompanied many morphological operations
to make it possible to extract Rols. The detailed stage of
MOG?2 to extract Rols is shown in Algorithm 1.

From Fig. 1, it can be found that a background model
needs to be built in background subtraction model. A good
background model is required to extract better foregrounds.
Fortunately, one important characteristic of MOG?2 is that
it selects an appropriate value for the Gaussian mixture
model (GMM) for each pixel in the image to create a robust
background model, making it better for adapting varying
scenes. In our experiment, the number of GMM component is
set to five. For low memory and fast speed, it also can change
the GMM number to three. The background model [19], [20]
can be approximately represented as:

M
p | xr.BG) ~ Y AN (x R, 5511) , (1

m=1
where M is the GMM number and I is an Identity Matrix.
Xm is the estimate of the mean and §,, is the estimate of
the variance. 77, represents the weight of single GMM and
accords with normal distribution. 7, < 7, + (0!, — 7).
Parameter « is the background update rate. The more details

of MOG?2 can be learned in [19], [20].

In MOG?2, the background model is not static, it needs
to be updated according to the background update rate «,
where the « = 1 / T. T is a hyperparameter, representing
the time period. Usually, one larger T value allows MOG2 to
get better background, but with more time consumption. One
smaller 7" value can lighten time consumption, but with poor
performance. Hence, a reasonable time period T needs to
be selected to better update GMM parameters. Meanwhile,
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Algorithm 1 Extract Rols Through MOG2
Input: Video frames.
Output: Rols.
Description:
img represents the video frame; Iimg; is the pixel in Img;
ay is the area of x,; {x{x - - - x,,} are the contours in Img.
Th is threshold calculated by OTSU [32] method. AreaTh
is threshold to filter valid Rols.
Procedure:
1. Initialize MOG2.
2. while true do:
3. Foreground extraction from the img, the processed
img is recorded as Img.
4. Image thresholding through OTSU thresholding

method.
Imgi = 0 Imgi <Th
! 255 Img; > Th;
5. Morphological process.
6. Find Contours from Img. Marked as {x;x7 - - - x,,}
7. forj<n
8. Calculate contour area of x;. Marked as a;.
9. if a; > AreaTh:
10. Annotate x; with Rectangle Box. Modify x;
into Rols.
11. Waiting enter to H-SqueezeNet.
12. else:
13. Continue.
14. end if
15. end for

16. end while

a larger T value allows MOG?2 to better detect vehicles and
relieves Rols fluctuation problems of large vehicles. In our
experiment, we recommend that the value of T >= 700
frames. The effect of the T value will be evaluated in the
experiment.

When we get the background model b, foreground f, can
be extracted through subtraction:

fg =Cr — bg: (2)

where Cy is current frame. When we get the fore-
ground f,, the Rols can be obtained through the procedure
in Algorithm 1. Next, an applied detail of MOG2 will be
introduced.

In this paper, MOG2 simultaneously detects vehicle and
vehicle shadow [33], which prevents the detector view the
vehicle shadow as a vehicle. Though vehicle shadow detec-
tion will increase running time, higher quality regional pro-
posals can be obtained. Moreover, vehicle shadow detection
relieves the Rols adhesion problem, while mitigating the
problem of the detector treating two adjacent cars as same
car. The detailed performance improvement will be shown in
the experimental section.

VOLUME 8, 2020



Z. Wang et al.: Robust Vehicle Detection Scheme for Intelligent Traffic Surveillance Systems in Smart Cities

IEEE Access

B. FINE-TUNE H-SQUEEZENET

In this paper, H-SqueezeNet is also proposed, which just
retains the top four Fire modules in the original SqueezeNet.
Next, we concatenate the last two Fire module outputs to
increase the available information in the feature map. Then,
two fully connected (FC) layers will be added, employing
the softmax classifier to complete classification task.
Fig. 3 shows the architectural details of the H-SqueezeNet
model. Compared to the original SqueezeNet, H-SqueezeNet
has a smaller model size. Meanwhile, we give the main
architecture of H-SqueezeNet with layers and parameters
in Table 1.

TABLE 1. The main architectural dimensions of H-SqueezeNet.

Layer Filter Channel Stride Output
size
Input 128X 128
Convolutional 3X3 64 2X2 63X63
MaxPool 3X3 2X2 31X31
Fire module 1X1/3X3 16/64 1X1 31X31
Fire module 1X1/3X3 16/64 1X1 31X31
MaxPool 3X3 2X2 15X15
Fire module 1X1/3X3  32/128 1X1 15X15
Fire module 1X1/3X3 32/128 1X1 15X15
Residual 15X15
MaxPool 3X3 2X2 7X7

At training time, pre-trained weights on the ImageNet will
be utilized to initialize model. Then, H-SqueezeNet will be
fine-tuned by Adaptive Moment Estimation (Adam) with the
traffic data from a traffic intersection in Suzhou, China. The
training stage of H-SqueezeNet is shown in Algorithm 2.

As for the activation function, the original settings in
SqueezeNet are retained, using the rectified linear unit func-
tion (ReLU) in the Fire modules. Then, the leaky ReL.U
function will follow the FC layers. Leaky ReLU is a modified
version of ReLU, where the function output has a small slope
for negative input. Since the derivative is always non-zero,
this can reduce the appearance of silent neurons, solving the
problem that ReLU does not learn after encountering negative
intervals. Leaky ReLU is defined as:

¢(X)::x, if x> 0;

3
0.1x, ifx<O. 3)

During training, the categorical cross entropy loss function
will be utilized to optimize our model:

n
loss = — Zf’ulogyu + Yiologyin + - - - + Yimlogyim, (4)
i=1
where n and m represent the number of samples and the
number of categories, respectively. y represents the true value
and y represents the prediction value.

In actual operation, we need to make the loss function pay
more attention to the categories which have fewer samples,
alleviating the problem of sample imbalance. In this paper,
we add loss factors to the loss function for different vehicle
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Algorithm 2 Training Stage of H-SqueezeNet
Input: Training dataset.
Output: Model weights w; of H-SqueezeNet
Description:
A; is the loss factor of different categories; n is the number
of categories; {y(l), y(z), ... ,y(’")} is the dataset; my; is the
velocity and n; is the learning rate; w; is the parameter
of model weight. C, is the total number of samples. N;
represents the sample amount of class i.
Training:
1. Apply the model on the ImageNet dataset for pre-
training.
2. Calculate the loss factor A; of different vehicle cate-
gories.

Cu
- an'
for: t<k
Calculate gradient: g = 1+ i
Update velocity: m;= ,u*mt 1+ (1= /,L) * gt

i aL(y<’>J(x' w)
5.
6. Update learning rate: ny= vxni_1 + (1 — v) * gt
7
8
9.

Correction m;: my; = —X

1—pt
Correction n;: iy = 25
Update parameter: wy = wy_| — ———= *1)

A/ n+e

10. end for

categories to make the model train smoothly and prevent it
overfitting. The modified loss function is defined as follows:

n
loss=— Z Ayitlogyit +Aayplogyin + - - - + AnYimlogyim.
i=1

&)

From Table 2, loss factor A values have been listed for

different vehicle categories. A is calculated as:
Ci‘l

A= —, 6

! nN; ©®

where C, represents the total number of samples. N; repre-

sents the sample amount of class i. n is the number of vehicle

categories.

TABLE 2. 1 of different vehicle category.

Category Value of 1
Bus 0.90
Car 0.68
Truck 2.36

In the end, in order to improve the detection efficiency,
we didn’t select the traditional SVM classifier to finish the
classification task, but selected softmax classifier, a multi-
class classifier:

(N
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In the above formula, « is a vector, and o represents one of
the values in vector «. The above formula can map the values
in vector « to the (0, 1) interval, using p; to represent the final
probability.

C. ABLATION STUDY

1) H-SQUEEZENET ARCHITECTURE STUDY

After extracting Rols from the video frames, the next impor-
tant stage is classification. The reason why we remove
redundant fire modules and retain top four Fire modules in
this paper is because we found that the feature map size
unchanged after the top four fire modules. The feature map
maintains size (7, 7, n), and only the channels change. The
paper utilizes it as breakthrough to simplify model. Because
we just retain the top four Fire modules, the information of
feature map would be reduced. As compensation, the last two
Fire module outputs have been concatenated in the exper-
iment. The detailed architecture of H-SqueezeNet can be
found in Fig. 3. And from Fig. 4, it can be readily found
that the highlighted areas between the two models are sim-
ilar, meaning that the feature map of H-SqueezeNet already
contains enough context information to complete its task.

(b) (©

FIGURE 4. Feature map comparison. (a) Original image. (b) Feature map
of H-SqueezeNet. (c) Feature map of SqueezeNet.

As for why to choose H-SqueezeNet model, it is well
known that there are many excellent models, such as
AlexNet [40], VGG [41], Inception_v3 [42] and ResNet [43].
But such models usually have too many model parameters
and heavy calculation, which is insufficient to meet real-
time. Therefore, some lightweight model architectures such
as SqueezeNet [35], MobileNet [36], ShuffleNet [37] and
Xception [38] were born. In this paper, the SqueezeNet was
selected firstly in the experiments. In order to further reduce
the model size, it was modified and the H-SqueezeNet model
was proposed.
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2) METHOD SELECTION DISCUSSION

In recent years, some excellent deep learning detection algo-
rithms such as YoLoV3 [14] have appeared. They are not
directly applied to the field of intelligent traffic surveillance
systems and other smart city application, because these detec-
tors are universal detectors, not domain-specific detectors.
For example, YoLoV3 can achieve excellent performance in
normal scene, but its property may be “limited” when it
is applied to a specific field. In other words, it perfect, but
may not meet the specific needs in specific fields well. Next,
we will have a brief discussion and explanation.

Through Fig. 5, it can be found that YoLoV3 has excel-
lent performance for traffic surveillance data, but commonly
produces false positives (FP). Clearly, FP need to be reduced
in intelligent traffic surveillance systems. Hence, this work
makes a trade-off, choosing a slower method to generate
Rols, in order to get robust regional proposals and lower FP.
Specifically, the paper utilizes MOG?2 for scale-insensitive
Rols and lower FP, while introducing H-SqueezeNet to
achieve excellent accuracy, taking full advantages of both
methods, and avoiding the shortcomings of the two methods
as much as possible.

FIGURE 5. Performance of YoLoV3 in traffic surveillance.

In our experiment, we also utilized SSD [11], YoLoV2[13],
RetinaNet [39] and Faster R-CNN [10] to carry out vehicle
detection experiments, and compared these state-of-the-art
methods with our proposed method. More specific compar-
isons and discussions will be demonstrated in the following
section.

IV. PERFORMANCE ANALYSIS AND EVALUATION

In this section, the performance of the proposed method
will be evaluated. First, we evaluate the method on traf-
fic data from a traffic intersection in Suzhou, China. Then,
CDnet2014 [44], Highway videos from [45] and UA-
DETRAC [46] dataset will be utilized to prove its generaliza-
tion and robustness. Moreover, the performances of MOG2
and H-SqueezeNet are also introduced and analyzed below,
respectively.
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A. DATASET AND EXPERIMENTAL CONFIGURATION

1) DATASET DESCRIPTION

We first utilize our traffic dataset collected from a traffic
intersection in Suzhou, China, which contain a series of video
sequences for training and testing. These videos are taken
from different times in the daytime, i.e., these videos have
a variety of illumination and shadow conditions. Moreover,
the dataset has different traffic flow conditions such as light
traffic, normal traffic and traffic jam. In summary, the dataset
has complex conditions that need to be addressed, which
makes the work more challenging. The following experi-
ments demonstrate that our method is robust to these con-
ditions. In addition, further experiments on public datasets
will be listed to further demonstrate the robustness of the
method.

As further evidence, we use CDnet2014 dataset [44] which
contains 22 additional videos spanning 5 categories more
than CDnet2012 to evaluate our method. CDnet2014 contains
53 video sequences representing various challenges divided
into 11 categories such as Baseline, Camera Jitter, Dynamic
Background, Shadow, Intermittent Object Motion, Thermal,
Bad Weather, Low Framerate, Night Video, PTZ and Tur-
bulence. In our experiment, video sequences will be picked
from different categories. On the other hand, the videos in
CDnet2014 dataset have a low-resolution and varies from
320 x 240 to 720 x 486, which further increase the difficulty
of the vehicle detection task. For greater credibility, we also
utilize the proposed method to perform on Highway videos
from [45].

Then, we utilize UA-DETRAC [46] dataset to further test
our method. The UA-DETRAC dataset consists of 100 video
sequences. These videos represent various conditions includ-
ing urban highway and traffic crossings. In addition, the
dataset has four weather conditions (i.e., rainy, night, sunny,
and cloudy). Meanwhile, the dataset is recorded by Canon
EOS 550D camera at 25 FPS with 960 x 540 resolution at
Beijing and Tianjin in China. The more details can be learned
in [46].

2) MOG2 MODEL CONFIGURATION

For multi-class vehicle detection, the first stage is to extract
Rols. MOG?2 is utilized to finish it in this paper. The resolu-
tion of input video is recommended to be from 320 x 240 to
1080 x 720. The number for GMM is set to five. The coding
platform is Opencv for python. The variance threshold is set
to 16, which is used to decide if the sample is well described
by the background model or not. The value of initial variance
of each gaussian component is 15.

In order to run faster, cuda acceleration technology can
be introduced. Because our current work has met the real-
time requirements, this technology is not used now. In the
future, if higher speed requirements arise, we will use cuda
technology to accelerate MOG2, and port it to the C ++
platform.
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3) H-SQUEEZENET MODEL TRAINING DETAILS AND
EXPERIMENTAL CONFIGURATION

For multi-class vehicle detection, the second stage is to
identify the vehicle category. In this paper, H-SqueezeNet
is selected to accomplish this. The pre-trained weights on
ImageNet are utilized to initialize H-SqueezeNet model.
Then, traffic data from traffic intersection are utilized to
fine tune the model. In detail, the H-SqueezeNet model
with 128 x 128 resolution input, is trained end-to-end by
Adaptive Moment Estimation (Adam), where the learning
rate is 0.001 and batch size is 64. At the same time, in
order to enhance model robustness, a real-time data augmen-
tation strategy will be adopted in model fine-tune process.
Table 3 shows the detailed data augmentation strategies dur-
ing the model training process.

TABLE 3. Data augmentation strategy and parameter value in training
time.

Strategy Value
Zoom 0.2
Shear 0.2
Width shift 0.2
Height shift 0.2
Rescale True
Horizontal flip True
Fill mode Nearest

Meanwhile, the experiments and comparison experiments
need to perform in the same environment configurations.
Detailed environment configurations are listed in Table 4.
Keras platform will be utilized in the experiment, which is
an efficient and powerful framework for deep learning.

TABLE 4. Experimental configuration details.

Item Configuration

CPU Intel(R) Xeon(R) CPU E5-2620 v4
@ 2.10GHz

GPU NVIDIA GeForce GTX TITAN XP

Memory 32GB

Cuda CUDA 9.2

Cudnn CUDNN 7.5

Python Python 3.6

Opencv Opencyv 3.4

4) EVALUATION PROTOCOL
For MOG?2, FPS will be listed in the experiment. As for
the H-SqueezeNet model, accuracy, model size, precision P,
recall R, and F-measures were utilized as evaluation proto-
cols. F-measures is defined as:
2x P xR
=R ®)
+R
As for the most important detection results, the detection
performances and comparison experiments will be displayed
directly in the experimental section.
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B. EXPERIMENTAL RESULTS AND ANALYSIS

In this part, the performance of the proposed method will be
demonstrated. And we compared the detection performance
of our method with advanced methods such as YoLoV2,
YoLoV3, RetinaNet, SSD, Faster R-CNN. Moreover, the per-
formances of MOG?2 and H-SqueezeNet are also introduced.
Meanwhile, we compared MOG2 with other background
subtraction methods, the paper also compared H-SqueezeNet
with some state-of-the-art models.

1) PERFORMANCE OF MOG2

In this paper, MOG?2 is utilized to extract foregrounds and
Rols from video frames. To prove its effectiveness, MOG?2 is
compared with various background subtraction models such
as CNT, GSOC, GMG and LSBP in Table 5, it can be found
that MOG?2 performs well in most of background subtraction
models. Even with the additional time consumption of vehi-
cle shadow detection, MOG?2 is excellent at running speed.
Compared with other methods, MOG?2 is more flexible and
adjustable, and other methods are generally unable to perform
vehicle shadow detection.

TABLE 5. Comparison between background subtraction models. This
experiment was performed on 15-8250U. The final run will be performed
on server.

Vehicle Shadow
Method Fps Detection
Background subtraction KNN 24.55 T
Background subtraction KNN 38.50 F
Background subtraction CNT 30.99 F
Background subtraction GMG [47] 10.31 F
Background subtraction GSOC 13.55 F
Background subtraction LSBP [48] 9.10 F
Background subtraction MOG [49] 24.08 T
Background subtraction MOG2 45.10 F
Background subtraction MOG2 29.35 T

To achieve better performance, MOG?2 is allowed to carry
out shadow detection in the experiment, which can prevent
the detector from misjudging adjacent vehicles as the same
vehicle. Fig. 6 shows the resulting improvement through vehi-
cle shadow detection. And time period T is 700 frames in the
experiment. By the formulaa = 1/T, it can be easily seen that
the background update rate « = 1/700. The experiment result
in Fig. 7 shows that the 7' value can make MOG?2 performs
well and relieves the Rols area fluctuation problem of large
vehicles successfully.

2) PERFORMANCE OF H-SQUEEZENET

In the field of deep learning, learning curve is an impor-
tant evaluation criterion for evaluating network models. The
loss learning curve and acc learning curve of H-SqueezeNet
model are exhibited in Fig. 8. As can be clearly seen
in Fig. 8, training loss and validation loss are reduced with
the growth of epochs, which proves that H-SqueezeNet model
did not exhibit “over-fit” or “under-fit” phenomenon during
the training stage. Meanwhile, Fig. 9 shows the confusion
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FIGURE 6. Performance improvement through vehicle shadow detection.
Left: Performance of not detecting vehicle shadow. Right: Performance of
detecting vehicle shadow.

FIGURE 7. Performance comparison of different T values. Left: T value
below 700 frames. Right: T = 700 frames.

loss vs. training epochs model acc

— train 09
— fest

0 100 200 300 400 500 600 700 800 0 100 200 300 400 500 600 700 800
epochs apoch

(a) (b)

FIGURE 8. Learning curves of H-SqueezeNet model. (a) Loss learning
curve of H-SqueezeNet. (b) Acc learning curve of H-SqueezeNet.
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FIGURE 9. The confusion matrix and ROC curves of H-SqueezeNet model.
(a) Confusion matrix of model. (b) ROC curves of model.
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matrix and ROC curves of H-SqueezeNet. Through the con-
fusion matrix, it can be easily seen that accuracy of the
H-SqueezeNet is 98.93%. Moreover, it can be seen from the
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confusion matrix, the truck classification efficiency is obvi-
ously lower than other vehicle categories, of which 6 trucks
are divided into buses, 45 trucks are misjudged as cars.
We speculate that such a phenomenon is caused by truck cat-
egory diversity and fewer truck data samples. In urban traffic,
some intersections have strict regulations for trucks. If intel-
ligent traffic surveillance systems can detect vehicles accu-
rately, it can detect illegal trucks in time. Hence, improving
the accuracy of truck identification is one of our next goals.

As mentioned above, H-SqueezeNet utilizes a real-time
data augmentation strategy in the training stage. However, it is
worth noting that after the training stage is completed, only
the normalization operation is retained during the validation
stage to ensure credibility. Moreover, the evaluation report of
H-SqueezeNet is presented in Table 6. As can been seen from
Table 6, H-SqueezeNet achieves excellent scores for different
vehicle categories.

TABLE 6. Performance of H-SqueezeNet for different vehicle categories.

Precision Recall fl-score
Bus 99.65% 99.95% 99.80%
Car 97.80% 99.76% 98.77%
Truck 99.67% 96.00% 97.80%

The performance of H-SqueezeNet is shown above.
Here, H-SqueezeNet model is compared with original
SqueezeNet [35] and other state-of-the-art networks such as
VGG16 [41], VGG19, Inception_v3 [42], ResNet [43] and
darknet_53 [14] in the Table 7. In H-SqueezeNet compara-
tive experiments, in order to maintain credibility, this paper
utilized the same training dataset, testing dataset, hardware
configuration and hyper-parameters for every model. It can
be concluded clearly from Table 7 that most of state-of-the-art
models can achieve more than 75% accuracy, especially
H-SqueezeNet can achieve 98.93% accuracy. Meanwhile,
H-SqueezeNet only needs 3.56 MB of storage, making it
easier to deploy to intelligent traffic surveillance systems
in smart cities. Moreover, H-SqueezeNet only needs 10 ms
to finish the classification stage, which means it can reach
real-time performance in the systems.

TABLE 7. Comparison between our proposed model and other
state-of-the-art models.

Model Model  Accuracy Precision Recall  fl-score
Size
(MB)
SqueezeNet 9.28 95.71% 95.50%  95.01%  95.19%
VGG16 11251 89.71% 90.59%  87.50%  88.30%
VGG19 156.03 92.27% 94.01%  90.22%  91.32%
Inception_v3 103.78  87.50% 59.05%  63.54%  60.73%
ResNet vl 200.84  82.19% 91.23%  89.58%  88.78%
ResNet v2 97.76 75.00% 83.33% 83.33%  77.78%
darknet_53 158.839  90.63% 92.08%  93.16%  92.54%
H-SqueezeNet 3.56 98.93% 99.04%  98.75%  98.79%

In the above experiment, some state-of-the-art models
have been compared with H-SqueezeNet from five aspects:
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RetinaNetFaster R-CNN

FIGURE 10. The avg FPS comparison with other advanced methods.

accuracy, precision, recall, fl-score and model size. But
some models such as Inception_v3 underperform in terms
of precision, recall and fl-score, we speculate that the input
resolution is too low, resulting in some convolution channels
in the inception module of Incetion_v3 being silent. Because
the channel is silent, the model is not learned well. It means
that such models are difficult to handle the condition with
lower Rols size. But H-SqueezeNet is robust to this condition.

After comparing with a series of deep learning models.
This paper also compares H-SqueezeNet with some tradi-
tional methods, such as HOG method, SIFT method, SURF
method and LBP method. Detailed comparison results are
listed in Table 8. Through Table 8, it can clearly draw con-
clusions that traditional methods are more sensitive to cars,
but less effective for buses and trucks. In sharp contrast,
our algorithm performs well for different vehicle categories,
thanks to the algorithm based on deep learning model, which
can learn global features well, unlike traditional algorithms,
which focus on local features. At the same time, through
using a convolutional network, the model can learn features
autonomously without the need to select hand-crafted fea-
tures by user.

TABLE 8. Precision of different vehicle categories by the proposed model
and traditional methods.

Bus Car Truck
HOG+SVM 72.37% 96.00% 89.66%
SIFT+SVM 76.32% 92.38% 72.41%
SURF+SVM 71.05% 93.33% 70.65%
LBP+SVM 73.68% 87.62% 82.76%
H-SqueezeNet 99.65% 97.80% 99.67%

3) COMPREHENSIVE PERFORMANCE
In this part, we don’t list complicated tables and analysis,
but directly list the intuitive performance in Fig. 11 and
comparison in Fig. 12-14, continuing the simplified thinking.
To better meet the needs of smart cities, the vehicle
detection algorithms in the urban traffic surveillance field
should be as fast as possible. We list the FPS between dif-
ferent methods in Fig. 10. The YoLo family, as the most
advanced algorithms, easily meets the speed requirements.
Meanwhile, we utilize the feature of traffic surveillance in
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FIGURE 11. The first row is the performance of the method in our own dataset from a traffic intersection in Suzhou, China. The second and third row
are the performance of the method in CDnet2014 dataset [44] and Highway videos from [45]. The fourth row is the performance of the method with
poor quality images in CDnet2014 dataset. the fifth and sixth row are the performance of the method in UA-DETRAC dataset [46].

smart cities, design a simple and fast algorithm, which can
reach 39.1 FPS. Next, the method accuracy can be repre-
sented by H-SqueezeNet, we have listed the performance and
comparison in Table 7 and Table 8.

Then, we evaluate the method detection performance
on our own dataset collected from a traffic intersection
in Suzhou, China. The performances have been shown
in Fig. 11. We can easily draw conclusion from it that our
method provides excellent performance for different traffic
flows, and also obtain high detection accuracy.

Further research, CDnet2014 [44] and Highway videos
from [45] are used to evaluate the method. It can be seen
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from Fig. 11 that the method can be utilized in varied traf-
fic scenarios and angles, proving its robustness and gen-
eralization in different traffic scenarios. Meanwhile, it also
can draw conclusions from Fig. 11 that the method can
achieve high detection accuracy even for vehicles of different
scales, and the method can adjust to different monitor angles.
In other words, the method is scale-insensitive, which ben-
efits from the deployment of MOG2. Meanwhile, we have
selected some low quality videos with bad weather conditions
from CDnet2014 to evaluate the method in Fig. 11. Then,
UA-DETRAC [46] dataset is used to further test our method.
We selected scenes from different angles and scenes to verify
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FIGURE 12. Performance comparison in our own dataset. (a) Performance of YoLoV3. (b) Performance of RetinaNet. (c) Performance of SSD.
(d) Performance of YoLoV2. (e) Performance of Faster R-CNN. (f) Performance of our method.

FIGURE 13. Performance comparison in CDnet2014 dataset. (a) Performance of YoLoV3. (b) Performance of RetinaNet. (c) Performance of SSD.
(d) Performance of YoLoV2. (e) Performance of Faster R-CNN. (f) Performance of our method.

the robustness of the method. The detection performances are
also shown in Fig. 11.

In the above experiment, the performance of our method
has been demonstrated. Then, we will list the comparisons
with state-of-the-art methods such as YoLoV2, YoLoV3,
RetinaNet, SSD and Faster R-CNN. Fig. 12 shows the perfor-
mances of these state-of-the-art detection frameworks and our
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method in our own dataset. It can be found from Fig. 12 that
most methods perfrom well, but exist little of scale-sensitive
issues or false positives (FP). To solve the above issues,
this paper makes a trade-off. Our method choose a slower
but robust method MOG?2 to create Rols and enhance scale-
insensitivity. Then, H-SqueezeNet is utilized to guarantee
accuracy. As mentioned above, H-SqueezeNet only needs
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FIGURE 14. Performance comparison in UA-DETRAC dataset. (a) Performance of YoLoV3. (b) Performance of RetinaNet. (c) Performance of SSD.
(d) Performance of YoLoV2. (e) Performance of Faster R-CNN. (f) Performance of our method.

10 ms to identify vehicle category. With the additional time
consumption of MOG?2, the integral method can reach an
average speed of 39.1 FPS, which means that the method can
achieve real-time performance in intelligent traffic surveil-
lance systems of smart cities.

Meanwhile, we further compare our method with other
state-of-the-art methods on CDnet2014 and UA-DETRAC
datasets. Through comparison experiments on public
datasets, further verify the performance of the method. The
Fig. 13 and Fig. 14 show the comparison experiments on
CDnet2014 and UA-DETRAC, respectively.

V. CONCLUSION AND FUTURE WORK

In this paper, a simple but powerful vehicle detection method
has been proposed, for real-time multi-class vehicle detection
of intelligent traffic surveillance systems in smart cities. The
method utilizes MOG2 to create Rols from video frames,
making it avoid scale-sensitive problems caused through
directly using deep learning to finish region proposal. Then,
H-SqueezeNet is utilized to accurately identify vehicle cat-
egory. Moreover, our method can meet real-time in the sys-
tems. In experiments, the proposed method achieves excellent
performance on CDnet2014 [44], Highway videos from [45],
UA-DETRAC [46] and video data from a traffic intersection
in Suzhou, China. The performance of the method shows that
it can be applied to intelligent traffic surveillance systems and
other smart city applications.

In future work, we will strive to introduce more vehicle
categories such as tractors, urban railcars. Then, we will
study cuda technology to accelerate MOG?2 for faster detec-
tion speed. In other fields, we will introduce license plate
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detection and traffic density analysis, and combine them
with vehicle detection into a comprehensive system for smart
cities.
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