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ABSTRACT Compared to traditional images and 2D videos, 3D videos are more likely to cause distortion
drift problems in data hiding. In this paper, an improved scheme for high capacity and efficient data hiding
in 3D videos based on Multi-view coding (MVC) standard is proposed, which avoids the problems of
distortion drift. To improve the visual quality of data hiding, two selection modes are provided to limit the
distortion drift. By modifying the selected coefficients of 4 x4 quantized discrete cosine transforms (QDCT)
in macroblocks and hiding data into b4-frames, the proposed scheme will effectively prevent distortion drift
which caused by intra prediction and inter prediction. Moreover, the proposed algorithm maintains great
randomness by using two random sequences. Several benchmark 3D video sequences of different resolutions
and diverse contents are used for experimental evaluation. It is experimentally proved that the algorithm has
greater embedding capacity and higher efficient than the previous methods.

INDEX TERMS Video data hiding, multi-view video, distortion drift, coefficient modification.

I. INTRODUCTION

With the rapid development of communication technology,
especially 5G, and intelligent terminal devices, video data,
including 2D and 3D, is increasing explosively and becoming
popular application carrier. It is more easily for people to
access, download and publish digital video over the Internet,
which leads to serious security challenge to the content of
the video. Preventing the information in digital video from
being intercepted, destroyed or tampered by illegal users
has become an important active research area. Thus, several
means such as video data hiding is an important research
issue in the field of cyberspace security. And, as an important
means to achieve covert communication, video data hiding
technology has become a hot spot of common concern in the
current academic and security circles.

The current video data hiding technique mainly focus
on the 2D fields, which aims to achieve the purpose of
covert communication and copyright protection [1]-[3]. The
researchers generally use a built-in video steganography
algorithm based on DCT coefficients. However, considering
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that H.264 video coding introduces a new predictive coding
mechanism, the error caused by modulating the DCT coefti-
cients of the current macroblock will inevitably be transferred
to adjacent macroblocks. The resulting error accumulation
effect will have an increasing impact on video quality, and
even unpredictable consequences [4]. How to control the
distortion drift problem in data hiding becomes an important
problem to be solved urgently.

On the other hand, because it can provide more realistic
and natural visual effects, 3D video has gradually become a
research hotspot in the field of video processing and commu-
nications, and the research on 3D compression standards is
becoming more deeply.

In terms of video coding, the Moving Picture Experts
Group (MPEG) under ISO / IEC JTC1 established the 3DAV
(3D Audio and 3D Video) ad hoc group in 2001 to study
the typical application scenarios of 3DAV and content can
be standardized [5]. Considering that the standardization of
H.264 video coding has been undertaken by the Joint Video
Team (JVT) [6], the standardization of Multiview Video Cod-
ing (MVC) is officially handed over to JVT. At the same time,
JVT release MVC’s Joint Multiview Video Model (JMVM)
as the official platform for MVC performance evaluation
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in 2006 [7]. In 2010, JVT officially released the MVC stan-
dard based on H.264, hoping to solve the challenges faced by
3D video in stages, and wrote it as Appendix H into the latest
H.264 specification [8]. JVT adopts the hierarchical B-frame
structure proposed by HHI in the coding, which combines
intra-frame prediction, inter-frame prediction and inter-view
prediction in predictive coding [9].

The general multi-view structure adopted by the MVC
standard includes 8 viewpoints, but the 3D video of the
binocular viewpoint structure is currently the mainstream of
research and application [10]-[12]. The latest H.264 exper-
imental platform JM19.0 provides a complete support for
stereoscopic video processing of binocular viewpoints. In the
latest H.264 standard, 3D video coding uses a layered
B-frame prediction structure [9]. The proposed hierarchical
B-frames prediction structure with two viewpoints is shown
in Fig. 1.

FIGURE 1. Hierarchical B frame structure with two viewpoints [9].

With the gradual rise of 3D video, the researchers pay
more attention to the steganography algorithm on the related
fields [13], [14]. But these algorithms do not consider
the problem of distortion drift. According to the latest
H.264 MVC coding specification, a steganography algo-
rithm that can effectively avoid intra-frame distortion drift
and inter-frame distortion drift is derived. By modifying the
selected 4 x4 quantized discrete cosine transforms (QDCT)
coefficients of the macroblock, including intra-frame mac-
roblocks and inter-frame macroblocks, will effectively pre-
vent intra-frame distortion drift. And hiding data into
b4-frames can completely prevent inter-frame distortion drift.

Compared with the existing similar research, the main
contributions and novelty of this paper are highlighted as
follows:

1) This algorithm does not need to pre-read the original
video, and does not need to obtain the prediction mode and
macroblock type of the video in advance. Through the set
filtering conditions, the embedding process is implemented
during decoding which greatly improves the execution effi-
ciency of the algorithm. It can realize the real-time processing
of encoding, embedding, playing and extracting, which can
be used for the live broadcast system.

2) Since the embedded carrier can be either the inter-
Jframe macroblock or the intra-frame macroblock, the pro-
posed algorithm is more suitable for 3D H.264 video.
Compared with traditional 2D video, 3D video uses more
B-frames and P-frames when encoding, and I-frames mainly
appears as a key frame. By applying the traditional 2D
distortion-free drift algorithm directly to 3D video will
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inevitably bring huge inter-frame distortion drift, which seri-
ously affects the video quality. On the other hand, there are
more inter-frame macroblocks in B-frames and P-frames,
and fewer intra-frame macroblocks. The mainstream 2D
distortion-free drift algorithm lacks steganography space
in 3D H.264 video. This will cause the algorithm’s embed-
ding capacity to be limited and even impossible to extract.

3) With loose restrictions, huge embedding capacity, and
good versatility, the proposed algorithm can provide a broad
space for the study of robustness and reversibility. The cur-
rent mainstream data embedding algorithms can be combined
with the proposed methods to furtherly improve the security
and robustness.

The remainder of this paper is organized as follows.
Section II reviews the literature related to video data hid-
ing. In Section III, the theory and reasoning about distortion
drift avoidance are introduced. Section IV provides the pro-
posed data hiding scheme for 3D videos without distortion
drift. In Section V, the experimental results and analysis
are presented. The conclusion and future work are drawn in
Section VI.

II. PREVIOUS WORK

Data hiding refers to a steganography technology that allows
the authorized person to receive and obtain information con-
tent by embedding secret information in the carrier, while the
unauthorized person cannot perceive the transmission behav-
ior and its content [15]. At present, it has been widely used
in the field of image and video. Currently, most video data
hiding algorithms have been proposed and reviewed in the
literature [2] and [3]. These algorithms can be mainly divided
into two categories according to their extraction methods:
detectable algorithms and readable algorithms. The former
inserts a code that can only be detected, and the latter embeds
areadable message [16]-[19]. In recent years, more and more
researchers are engaged in the research of video data hiding,
and have proposed and implemented various data hiding
methods. Extensive research has been conducted using com-
pressed domains according to the encoding stage. The data
can be embedded in the compressed domain by using intra
prediction [20], motion vector [21], residual coefficient [22]
and entropy coding [23].

Part of the research on the H.264 video standard fol-
lows the traditional video data hiding theory and technology,
and has done a lot of fruitful work. Especially the built-in
video data hiding algorithm based on DCT coefficients has
made great progress [24]-[27]. However, considering that
H.264 video coding introduces a new predictive coding mech-
anism, the error caused by modulating the DCT coefficients
of the current macroblock will inevitably be transferred to
the adjacent macroblock, and the resulting error accumulation
effect will affect the video quality. Therefore the H.264 video
data hiding algorithm that considering distortion drift has
attracted more and more researchers’ attention [28]-[33].

Aiming at the problem of distortion drift caused by mod-
ifying DCT coefficients in H.264 video data hiding, the
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literature [4] summarizes the causes and harms of distortion
drift, and proposes an algorithm to limit error transmission.
The author points out that the distortion caused by infor-
mation embedding in H.264-encoded video will spread to
adjacent blocks due to the presence of intra-frame prediction,
and a cumulative effect will result in intra-frame distortion
drift. The author uses the DCT transform and selects the mod-
ulation position of the corresponding coefficient, so that the
error caused by embedding information in some 4 x 4 blocks
will not be transferred to the adjacent blocks.

On this basis, the literature [34] devises a video data hid-
ing algorithm without intra-frame distortion drift by study-
ing the DCT transform and quantization operations in the
H.264 video encoding process. To effectively control the
intra-frame distortion drift, a coefficient compensation algo-
rithm based on coupling coefficient pairs is proposed. During
the execution of the algorithm, after embedding information
into the selected QDCT coefficients, the corresponding cou-
pling coefficients are compensated to control the intra-frame
distortion drift. Combining the coupling coefficient pair
method can effectively solve the problem of intra-frame
distortion drift. Since then, more researches on intra-frame
distortion-free drift algorithms have appeared [35]-[41].
To improve the embedding capacity of the algorithm, litera-
ture [35] presents an improved distortion-free drift steganog-
raphy algorithm based on QDCT coefficient modulation.
By introducing a new modulation mechanism, the algorithm
doubles the embedding capability of the algorithm in [34]
while maintaining similar video quality.

The emergence of intra-frame distortion-free data hiding
algorithm for H.264 video effectively solves the problem
of error diffusion and accumulation caused by embedded
information, and reduces the impact of steganography on
video quality [23], [42]-[50]. Nevertheless, most of the exist-
ing algorithms without distortion drift embed the data into
the DCT coefficients of I-frames by using the intra-frame
prediction mode. It is not suitable for the coding structure
of 3D videos. And since the prediction mode of all MBs
must be achieved before embedding and extracting, current
algorithms increase the complexity greatly.

lIl. RELATED ALGORITHM THEORY AND REASONING
Two theoretical foundations of the proposed algorithm will
be discussed in this section.

A. THE INTER PREDICTION STRUCTURE OF 3D VIDEOS
AND INTER-FRAME DISTORTION DRIFT AVOIDANCE

JVT adopts the structure of hierarchical B-frames proposed
in [9], which combines intra prediction, inter prediction and
inter-view prediction. There are only one I-frame and one
P-frame in a GOP (Group of Pictures, GOP) in 3D videos
with two viewpoints, as is shown in Fig. 1. Among them,
the abscissa represents time, the ordinate represents view-
point, and the length of GOP is 8. Within the same viewpoint,
the layered B-frame prediction structure based on 2D video
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is used, and the main prediction methods are intra prediction
and inter prediction.

Compared with the 2D H.264 coding structure, inter-view
prediction is increased in 3D video. The prediction direction
is from viewpoint SO to viewpoint S1 and is irreversible.
At the same time, the I frame as a key frame only appears
in SO viewpoint, and it is directly or indirectly referenced
by the remaining frames. Therefore, distortion drift caused
by modifying the I frame far exceeds the 2D video. Because
the distortion of the I frame not only affects viewpoint SO,
but also spreads the error to viewpoint S1, which causes a
larger-scale distortion drift and declines the video quality.
As the Fig 2 shows, there is a clear prediction direction in
the 3D H.264 video coding structure. A method to avoid
distortion drift can be presented based on its prediction
structure. It is obvious that distortion caused by modifying
viewpoint SO not only affects its internal frame, but also
spreads to viewpoint S1, which causes large-scale distortion
drift. On the contrary, the distortion caused by modifying
viewpoint S1 will only be transmitted to its internal frame,
and not spread to viewpoint SO, which avoid distortion drift
between viewpoints.

FIGURE 2. The prediction direction of 3D videos with two viewpoints [9].

Furthermore, it is obvious that there is a special frame,
i.e. b4-frame, in viewpoint S1, which will not be referenced
by any other frame. Using the b4 frame, we can effectively
avoid the inter-frame and inter-view distortion drift. In other
words, the distortion caused by embedding data into the
b4 frame will be strictly limited to this frame, and will not
drift to other frames and other viewpoints. On the basis,
a proposition can be drawn as Prop 1.

Proposition 1: There is an unreferenced frame named b4-
frame in the 3D video coding structure with two viewpoints.
The distortion caused by modifying the b4-frame will neither
be transmitted to viewpoint SO, nor be transmitted to the other
frames of viewpoint S1. Embedding data into b4-frame will
completely avoid inter-frame distortion drift.

Proof: As Fig. 2 has shown, the following two conclu-
sions are drawn.

First, since the frame is located in the viewpoint S1, it will
not be used as the reference frame for the inter-view predic-
tion. The distortion caused by modifying the b4-frame will
not be transmitted to viewpoint SO.
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Secondly, the b4-frame can only be predicted by other
frames, and cannot be used as a reference for the remaining
frames in viewpoint S1. Then, the b4 frame is neither used
as a reference frame for inter prediction, nor as a reference
frame for inter-view prediction.

Therefore, when the data is hided into b4-frame, it will not
cause any inter-frame and inter-view distortion drift. O

B. THE DCT TRANSFORM AND COEFFICIENT
COMPENSATION IN 3D H.264 VIDEOS

When performing integer DCT transformation, 4 x 4
matrix transformation and 8 x 8 matrix transformation
can be selected according to different motion scenarios.
The 4 x 4 matrix is usually used for areas with intense motion
information and more image details, while 8 x 8 matrix is
used for areas with gentle motion and less image details. Con-
sidering the visual effect of human, embedding secret data
into 8 x 8 matrix transform block will cause a large decrease
in video quality. Therefore, the 4 x 4 matrix-transformed
luminance block is usually selected by an algorithm that uses
DCT coefficients for steganography. The different transfor-
mation matrices are shown in Fig 3 and Fig 4. The MBs with
4 x4 transformation matrix is divided into 4 x4 matrix to the
integer DCT transform. The residual coefficients after IDCT
is stored by 16 Matrix (4 x4). On the other hand, the MBs with
88 transformation matrix will be divided into 8 x 8 matrix
to the integer DCT transform. The residual coefficients after
IDCT is stored by 4 Matrix (8x8). Fig 5 shows that, only
the pixel values of the 4 x 4 IDCT which located in the last
row and the last column can be used as reference for adjacent
blocks [9]. If an algorithm can ensure that the pixel values of
reference coefficient remains unchanged, it will not lead to
intra-frame distortion drift.

(a)

FIGURE 4. The 8x8 IDCT (a) and the data format (b) in 3D H.264 coding.
Next, we study the DCT process using 4 x4 matrix trans-
formation in 3D H.264. For the convenience of expression,

the parameters and instructions in the transformation process
are given first, as is shown in Table 1.
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FIGURE 5. The selection of reference coefficients in 4x4 IDCT.

TABLE 1. Parameters and descriptions in DCT transformation.

Symbol Descriptions

ZP J Residual coefficient matrix of 4x4 luma block

/

ZP j Transformed residual coefficient matrix

YZ.Q].DCT Quantized DCT residual coefficient matrix
!
YZ.Q].DCT Transformed QDCT residual coefficient matrix
Q Quantization step
QDCT . o s . .

AY; 5 Quantized DCT coefficient difference matrix
AXT J Transformed residual coefficient difference matrix

Based on the H.264 coding standard, transform process
and quantization of the MBs’ residuals, the 4x4 IDCT and
quantization operation are applied to MBs’ residuals Xf .

and QDCT coefficient matrix of Y. LQJ.DCT, i.e.Yi?jDCTis derived
as (1):
&P = (crxlicf) QRE/0)
Yoo Yor Yoo Yo3
Yio Y Yo Yis
Yoo Y21 Yoo Yo
Yo Y31 Yz Y3

where:

11 1 1
21 —1 -2

G=l1-1-11 |
[ 1-2 2 -1
a* abj2 a* ab)2

| ab/2 b*/4 ab)2 b?/4 _ _

Er=1"02 ap @ appp | = V20=V2/5

| ab/2 b?/4 ab/2 b*/4

In decoding stage, dequantization operation and 4 x4 inte-
ger inverse DCT are applied to YigDCT which obtains a residual
blocle.f jis derived as (2):

X[ =27 < 0 QEN ©)
where:
I U B
ot 2-12 -1
A R
1/2-1 1 -1/2
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a? ab a* ab
ab b* ab b*
a* ab a* ab
ab b* ab b?

E =

The residual matrix after transformation and quantization
is defined as (3):
ODCT __ ,ODCT’ ODCT
AYST =Y =Y 3
The residual matrix change after inverse quantization and
inverse transformation is defined as (4):

AX] ;= Xi; —Xj; @

To limit the distortion caused by the embedded data to the
current macroblock, we only need to ensure that the reference
coefficient of the current macroblock does not change before
and after embedding data. Then an embedding algorithm
with coefficient compensation is proposed by the Prop 2,
which can ensure that the reference coefficient of the current
macroblock remains unchanged after embedding the data.
In this way, the distortion caused by the embedded data will
only affect the current macroblock, and will not drift to adja-
cent macroblock. Therefore, in order to solve the problem of
intra-frame distortion drift we need the following proposition.

Proposition 2: One bit will be embedded into each
4 x4 residual coefficients without intra-frame distortion drift
after IDCT by

(Yoo, Y02, Y20, Y22) = Yoo+ 1, Yo — 1, Y20 — 1, Yo + 1)
Or
(Y00, Y02, Y20, Y22) = (Yoo — 1, Yoo + 1, Y20 + 1, Y22 — 1)

Proof: After converting (Yoo, Y02, Y20, Y22) in Y%DCT
to(Yoo+1,Ypo—1,Y0—1,Y2n+1)in Yi?jDCT/, the change
between Yi?jDCT and YgDCT/ is given by (5):

ODCT __ YQDCT’ _ Y.Q'DCT

AY!’J iy ij
1 0-10
0000

|l -1010 )
0000

Then, change between the decoded residual block er], and
the perturbed residual block Xif ; is calculated by (6):

! DCT
Axl; =X - X[ = ClavePT < 0K ENC,
1 0-10

1, 0000

_Cr( _10 1 0 XQ®EV)C}’
0000
00 00
0 4a? 44 0

=01 0442 422 0 ©)
00 00
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It can be seen by (6), the reference pixels have not been
changed. Therefore, this operation will not cause intra-frame

distortion drift.
Analogously, after converting (Yoo, Y02, Y20, Y22) in
DCT’

Y277 to (Yoo — 1. Yo + 1, Yag + 1, ¥ — 1) in Y57,

the change between Y; jDCT and Y; jDCT

is given by (7):

ODCT __ ,ODCT’ QODCT
AYI.’ ; Y; ; =Y ;

1 1
0
| ™

o—o |l
cooco
coood

0
Then, change between the decoded residual block X lf ; and
the perturbed residual block X f is calculated by (8):

! DCT
AX[; =X = X[ = CIAYEPT x 0 Q) ENC,

-1010
7.1 0000

_Cr( 10_10 XQ®EV)CI‘
0000
0 0 0 0
0 —4a® —44d% 0

= 0% 0 _4g? —4a2 0 ®)
0 0 0 0

It is obvious from (8) that the reference pixels have also
not been changed. Therefore, this operation will not cause
intra-frame distortion drift.

In summary, when the proposed method in Prop 2 is used
to embed data, the reference coefficient of the current mac-
roblock has not changed. Therefore, the distortion caused
by the embedded information is strictly limited to the cur-
rent macroblock without drifting to adjacent macroblocks.
It will effectively avoid the problem of intra-frame distortion
drift. O

IV. PROPOSED ALGORITHM FOR DATA HIDING
According to Prop 1 and 2, an improved high capacity and
efficient data hiding scheme for 3D videos without distortion
drift is proposed. When embedding and extracting hidden
data, the algorithm does not need to pre-read the prediction
mode and macroblock type of the original video, and does
not need to distinguish between intra-frame macroblocks
and inter-frame macroblocks. The hiding data is embedded
and extracted only according to the integer DCT transform
of 4x4.

Compared with algorithms in [34] and [35], the pro-
posed method will embed data into all residual coefficient
with 4x4 transformation matrix, including inter-MBs and
intra-MBs. As long as they use 4x4 transformation matrix
when performing integer DCT, both intra-MBs and inter-MBs
can be used to hide data without intra-frame distortion drift.
This greatly improves the embedding capacity of the algo-
rithm, and it is more suitable for the coding structure of 3D
video.
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FIGURE 6. Proposed data hiding method diagram in embedding.

Algorithm 1 Proposed Data Hiding Method in Embeddings

1 Input: M, GOP, T, KEY
2 Output: GOP'

3 begain:

4 GOP =g

5 encryptM — M’ = (m;)

6 foreach decoded frame in GOP F = (f;)

7 if F € {b4}

8 decoded MB in frame CUR_MB = (mb;)

9 if CUR_MB € {inter _MB OR intra_ MB} AND Trans =4 x4 then
10 decoded sub_MB in MB sub_MB = (sub_mb;) do

11 Obtain QDCT coefficients Yi?jDCT

12 if Y}l > T then ‘

13 if (|Yy,%2)@m;==1 AND Yj, >0 then

14 (Yoo, Yo2. Y20, Y22) = (Yoo + 1, Yoo — 1, Yoo — I, Y22 + 1)
15 if (|Y5,%2)@mi==1 AND Yy, <0 then

16 (Yoo, Y02, Y20, Y22) > (Yoo — 1, Yoo + 1, Y20 + 1, Y22 — 1)
17 else (Yoo, Y02, Y20, Y22) = (Y00, Y02, Y20, Y22)

18 else goto next  sub_mb;

19 else goto next mb;

20 else goto next f;

21 until M is completely embedded

22 return GOP'

23 end

A. DATA EMBEDDING ALGORITHM AND PROCESS

The carrier selected by this algorithm is still the qualified
QDCT coefficient in the 3D H.264 code stream. Firstly,
we obtain the b4 frame that meets the condition of Prop 1, and
further obtain the sub-macroblock in which the 4 x4 matrix
transformation is used. To ensure video quality, a thresh-
old is set to select a sub-macroblock with a larger residual
value as a candidate carrier. Secondly, the data is embedded
using a random LSB method [15]. After the embedding is
completed, the modulated QDCT coefficients are entropy
coded to obtain a secret video. Then the secret information

VOLUME 8, 2020

embedding operation is completed. Fig. 6 depicts the embed
process structure of the proposed method.

To achieve the purpose of maintaining video quality
and security, the idea of threshold and random embedding
are introduced. In the selection of embedded macroblocks,
the AC coefficient (Yqo) is used as the threshold judgment
basis, and the threshold is set as the limiting condition [34].
At the same time, in the selection of embedded macroblocks,
the idea of randomness is introduced. The embedding posi-
tion, random seed and threshold are shared as keys. The
specific algorithm flow is presented in Algorithm 1.
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TABLE 2. Parameters and descriptions in Algorithm 1.

Symbol Descriptions

M The embedded data

M = (my) Encrypted binary sequence of the embedded data
GOP Original video sequence group

T Candidate sub-macroblock threshold

Gor’ Embedded video sequence group

F=(f) Decoded frame sequence

{v4} Collection of b4 frames

CUR_MB = (mb;) Decoded current macroblock sequence
{inter_MB OR intra_MB} Collection of inter and intra macro blocks
sub_M B = (sub_mb;) Current macroblock and its sub-macroblock sequence

Select the QDCT
coefficient to be
extracted

Threshold —P»

Select 4x4
macroblock

Encryption

Coefficient
modulation

Entropy |

Embedded 3D

Original data

QDCT coefficient
after extracting

data

Original 3D

H.264 video decoding

H.264 video

FIGURE 7. Proposed data hiding method diagram in extracting.

The parameters and explanations involved are illustrated
in Table2.

B. DATA EXTRACTION ALGORITHM AND PROCESS

The algorithm extracts hidden information from the qualified
QDCT coefficients of the dense 3D H.264 stream. The spe-
cific process is shown in Fig 7. And the specific algorithm
flow is illustrated in Algorithm 2.

C. SECURITY ANALYSIS AND DISCUSSION
In this subsection, we analyze the security of the proposed
scheme in detail. To improve the security of the algorithm,
the idea of a random sequence is employed. We have taken
advantage of two random sequences (RSy, RS>) to select the
frames, MBs and coefficients for hiding data respectively.
Then we will discuss the range of the two random sequences.
Through the study of Section II, it is obtained that there are
four b4-frames in a GOP (Length=8, Total frames=16 with
two viewpoints). This means that one quarter frames are
b4-frames in the 3D MVC videos. Supposing the total GOP
of the videos is N, then the total number of the b4-frames
is4N.

143470

If one frame is selected for hiding data, we can draw that:
IRS1]1 = Cyy

If two frames are selected for hiding data, we can obtain
that

IRS1]2 = Ciy

And so forth, if k frames are selected for hiding data, we can
get that

IRS1 |k = Chy

The total length of the random sequence is calculated
as (9):

IRS1| = Ciy + Cay + -+ CIN +---+ Ciy
=2 ©)

Next,we need to select the sub-MBs with randomly. All of
the 4 x4 sub-MBs can be used to embed data. Then, we have:

IRSy| = Clg + C¥ +---+C|¢
=216 _1 (10)
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Algorithm 2 Proposed Data Hiding Method in Extracting

1 Input: GOP', T, KEY

2 Output: M

3 begain:

4 M=g

5 foreach decoded frame in GOP'F = (f;) do

7 if F e {b4}

8 decoded MB in frame CUR_MB = (mb;) do
9 if CUR_MB € {inter_MB OR

10 decoded sub_MB in MB sub_MB = (sub_mb;)
11 Obtain QDCT coefficients ¥,2”"

12 else goto next sub_mb;

13 else goto next mb;

14 else goto next f;

15 until M’ is completely embedded
16 return M’

17 decryptM' — M

18 end

intra_ MB} AND Trans =4 x 4 then

do

Analogously, the overall complexity is calculated as (11):

IRS| = |RS1| x |RS:|
=" _nxR%-1 (1)

Then, it can be concluded that Algorithm 1 maintains great
randomness through two random sequences. More impor-
tantly, data is hided with LSB randomly, which remains
the statistical distribution of the concerned DCT coefficients
almost unchanged after embedding.

V. EXPERIMENTAL RESULTS AND DISCUSSIONS

To verify the effectiveness of the proposed algorithm, this
section embeds and extracts the algorithm for 9 groups of
videos, and conduct detailed analysis of the its performance.
All experiments are performed on a computer with a CPU
of Intel Core 15-9600K 3.70GHz and a memory of 16.00GB.
The test platform uses the latest H.264 official recommended
platform JM19.0, which has shown positive support for
multi-view 3D video. The video sequences of Akko& Kayo,
Ballroom, Crowd, Exit, Flamenco, Objects, Race, Rena and
Vassar are used for the experiments. To ensure the accu-
racy of the test results, the selected test video covers typical
sequences such as high-speed motion, medium-speed motion,
slow-speed motion, and quasi-static motion. The length of
each GOP sequence is 8, the video is a 3D H.264 video
with two viewpoints, and the coding structure is a standard
layered B-frame structure, as is shown in Fig 1. The res-
olution of all test sequences is 640 x 480, that is, each
frame contains 1200 macroblocks. The quantization param-
eter used in encoding and decoding is 28, the frame rate is
30 frames per second, and the encoding length is 300 frames.
Moreover, compared with the literature [34], corresponding
evaluation indexes are introduced to measure the performance
of the algorithm. All the evaluation indicators and corre-
sponding explanations are given in Table 3. Besides using

VOLUME 8, 2020

TABLE 3. Parameters and descriptions in experimental evaluation.

Symbol Descriptions

PSNR1 The comparison between the original YUV and the
corresponding decoded YUV.

PSNR2 The comparison between the original YUV and the
corresponding decoded YUV of data hiding.

SSIM Structural similarity

Capacity The average number of embedded bits per frame

Decodingtime| The average time for an operation to decode a frame

PSNR to measure the quality of the embedded video frames,
the well-known SSIM index [51] is adopted to measure the
visual quality.

A. ANALYSIS OF THE INFLUENCE OF PARAMETERS

ON THE ALGORITHM

1) THE STATISTICAL PROPERTIES OF THE B4-FRAMES

The embedding space selected by the algorithm is the mac-
roblock of b4-frame. Inevitably the statistical characteristics
of b4-frame need to be analyzed first. The main prediction
mode in b4-frame is inter prediction, so there will be more
inter macroblocks and few intra macroblocks in b4-frame
(including skip macroblocks without any information). For
9 sets of test videos, the average macroblock type distribution
of each frame is counted, as shown in Fig 8.

It can be found that most of the macroblocks in b4-frame
are Skip macroblocks, accounting for about 76.6% of all mac-
roblocks. Since they do not contain any residual coefficients,
the corresponding coefficients are only obtained through pre-
diction relationships. They are generally not suitable for using
as the carrier for data hiding. Except for Skip macroblocks,
the remaining macroblocks are inter-frame macroblocks
and intra-frame macroblocks. The former accounts for

143471



IEEE Access

G. H. Song, H. Liu: Improved High Capacity and Efficient Data Hiding Scheme for 3D Videos Without Distortion Drift

1200

1000 -

800 -

—A—IntraMBs
—©—InterMBs
—+—SkipMBs

600

Number of macro blocks

A\A/A\A/A\KE‘Q—A
L = . L

0 L L L ]
Akko&Kayo ballroom  crowd exit flamenco objects race rena vass

Video sequence

FIGURE 8. The statistical properties of the b4-frame.

approximately 18.6% of all macroblocks, while intra-frame
macroblocks only account for approximately 4.8% of the
total number of macroblocks. Then, the traditional 2D video
distortion-free steganography algorithm will encounter a
large embedding capacity problem in the b4-frame, and too
little embedding space will bring hidden dangers to steganog-
raphy. Using our algorithm, data can be embedded into all
MBs with 4 x4 transformation matrix, which greatly improve
the embedding capacity. This also confirms that the algorithm
proposed in this paper is more suitable for 3D H.264 video
from another aspect.

2) THE EFFECT OF THRESHOLD ON THE QUALITY OF
EMBEDDED VIDEO

Another aspect that affects the performance of the algorithm
is the selection of thresholds. A smaller threshold will bring
greater embedding capacity, but it will lead to a decrease
in video quality. On the contrary, a larger threshold will
result in a reduction in embedding capacity, but it will cause
less degradation in video quality after embedding. Therefore,
there is a trade-off between embedding capacity and video
quality.

To this end, the effect of threshold on video quality is
analyzed through experiments. The average PSNR of the
video after embedding information under different thresholds
is shown in Fig 9. It is obvious that with the increasing
threshold, the quality of the video becomes higher and higher.
When the threshold is greater than or equal to 2, the PSNR
value after embedding data is basically greater than 38dB,
and the human eye can no longer perceive the decline in
video quality. When the threshold is greater than or equal to
4, the PSNR value after embedding data exceeds 39dB, and
the data hiding has little effect on the video quality.

3) THE RELATIONSHIP BETWEEN THRESHOLD AND
INFORMATION EMBEDDING CAPACITY

In addition, the embedding capacity under different thresh-
olds is counted through experiments. For 9 sets of test videos,
the thresholds are specified as 0, 1,2,3,4 respectively.
We execute the algorithm, count the embedded capacity
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information, and calculate the average embedded capacity of
each frame. Results in Fig 10 show that, with the increas-
ing threshold, the embedded capacity of the video becomes
lower and lower. When the threshold is greater than or equal
to 4, the average number of embedded bits per frame is
less than 20. When the threshold is less than or equal to 2,
the embedding capacity of each frame of the video is about
50 bits.

Combined with Fig 9, it can be concluded that, as the
threshold increases, the capacity of information embedding
decreases rapidly, but the quality of the video becomes
higher and higher. On the other hand, as the threshold
decreases, the capacity of information embedding increases
significantly, but it will degrade the video quality. Therefore,
in practical applications, the threshold should be selected
reasonably according to specific needs to achieve a balance
between embedding capacity and video quality.

4) EXPERIMENTAL PERFORMANCE OF VISUAL QUALITY

To analyze and visually evaluate the change of video quality
before and after embedding, this section discusses the change
of the contrast image before and after embedding information
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for a given video, further confirming the invisibility of the
algorithm. According to the above discussion, let 7 = 2
as the threshold, and the embedding position is chosen ran-
domly. Then we execute the algorithm, save the same frame
image before and after video embedding for comparison.
To test the accuracy of the results, four groups of videos,
Ballroom, Crowd, Rena, and Akko & Kayo, are selected as
carriers according to the degree of exercise urgency. Select
the first b4-frame of each group of videos as the comparison
image. The results are depicted in Fig.11-14.

(b)

FIGURE 11. Original video frames of and embedded video frames in
Ballroom sequence by (a) Original video frames and (b) embedded video
frames.

@ ' b)

FIGURE 12. Original video frames of and embedded video frames in
Crowd sequence by (a) Original video frames and (b) embedded video
frames.

FIGURE 13. Original video frames of and embedded video frames in Rena
sequence by (a) Original video frames and (b) embedded video frames.

It can be seen from Fig.11 that, for the Ballroom video with
relatively intense motion, the video quality before and after
information embedding has not decreased significantly. The
human eye can hardly able to recognize the video change.
This shows that the algorithm has good invisibility, and the
embedded information will not significantly change the video
quality. Meanwhile, Fig 12-14 further verify this conclusion
from more test sequences with different degrees of exercise
relief.
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(@ (b)

FIGURE 14. Original video frames of and embedded video frames in
Akko&Kayo sequence by (a) Original video frames and (b) embedded
video frames.

B. ALGORITHM COMPARISON AND DISCUSSION

To objectively evaluate the performance of the algorithm,
a comparative experiment is conducted between the proposed
algorithm and the algorithms in [34] and [35]. The evalua-
tion parameters used are given in Table 3. The embedding
thresholds selected by the three algorithms are all 7 = 2. The
quantization step size QP = 28, and the length of each GOP
sequence is 8. The evaluation and analysis of the algorithm is
carried out from the following four aspects.

1) EXPERIMENTAL PERFORMANCE OF

VISUAL QUALITY WITH PSNR

According to the definition in [51], the corresponding two
peak signal-to-noise ratios are used to evaluate the perfor-
mance of the three algorithms. The specific results are shown
in Table 4.

Table 4 provides the comparison of the PSNR increase
performance between the proposed method and the methods
in [34] and [35]. Results in Table 4 show that, after embedding
data, the video quality of our algorithm is not significantly
reduced compared with the algorithms in [34], [35]. The
reason is that, the embedding capacity of our algorithm far
exceeds the above two algorithms under the same conditions.
Because more information is embedded than the first two
algorithms, the video quality is slightly reduced. And the
average decrease in PSNR is less than 0.0005dB, which is
almost negligible. More importantly, the average PSNR of
the video after the algorithm embedded exceeds 38dB, and
the human visual system cannot detect the change in video
quality. Therefore, compared with other algorithms, our algo-
rithm also has good concealment and achieves the purpose of
safe embedding.

2) EXPERIMENTAL PERFORMANCE OF VISUAL

QUALITY WITH SSIM

To further verify the performance of the algorithm, structural
similarity is introduced, and comparative experiments are
conducted between the proposed algorithm and algorithms
in [34], [35]. For better comparison, the experiments in this
section also count the PSNR value after embedding data.
The specific performance of the three algorithms is shown
in Table 5.
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TABLE 4. The comparison of PSNR between the algorithm in [34], [35] and the proposed algorithm for QP = 28 (dB).

Video sequence PSNR(dB) The methods in [34] The methods in [35] The proposed method

PSNR1 39.679 39.679 39.679

Akko&Kayo PSNR2 39.6784 39.6783 39.6751
DPSNR 0.0006 0.0007 0.0039

PSNRI1 36.955 36.955 36.955
Ballroom PSNR2 36.9544 36.9542 36.9459
DPSNR 0.0006 0.0008 0.0091
PSNRI1 35.8218 35.8218 35.8218
Crowd PSNR2 35.8216 35.8213 35.8153
DPSNR 0.0002 0.0005 0.0065
PSNR1 38.4256 38.4256 38.4256
Exit PSNR2 38.4255 38.4254 38.4248
DPSNR 0.0001 0.0002 0.0008
PSNR1 39.3892 39.3892 39.3892

Flamenco PSNR2 39.3889 39.3886 39.3841
DPSNR 0.0003 0.0006 0.0051
PSNRI1 37.8566 37.8566 37.8566

Objects PSNR2 37.8565 37.8564 37.855
DPSNR 0.0001 0.0002 0.0016

PSNRI1 37.564 37.564 37.564
Race PSNR2 37.5635 37.5632 37.5626
DPSNR 0.0005 0.0008 0.0014

PSNRI1 41.466 41.466 41.466

Rena PSNR2 41.4659 41.4658 41.4651
DPSNR 0.0001 0.0002 0.0009

PSNRI1 36.6493 36.6493 36.6493

Vassar PSNR2 36.6491 36.6489 36.64381
DPSNR 0.0002 0.0004 0.0012

It can be seen from Table 5 that, compared with the algo-
rithms in [34], [35], our algorithm has a certain degree of
decline in the video after embedding information. The reason
for this situation is mainly because the embedding ability of
the algorithm is much larger than the other two algorithms,
but it has similar visual effects to the two algorithms. In the
next section, we will discuss the comparison of embedding
capacity, which can be seen more clearly.

3) EXPERIMENTAL PERFORMANCE OF

EMBEDDING CAPACITY

This section discusses the comparative testing of the three
algorithms in terms of embedded capacity. As a very impor-
tant indicator of video data hiding, the importance of
embedding capacity for the steganography algorithm is self-
evident. For 9 groups of videos, given the same threshold
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and quantization step size, Table 6 shows the compari-
son test of the three algorithms in terms of embedding
capacity.

As it is shown in Table 6, compared with the algorithms
in [34], [35], the proposed algorithm has greatly improved the
embedding capacity while maintaining similar visual effects.
The average rate of improvement per frame is close to 200%.
This indicates that the algorithms in [34], [35] are not suitable
for 3D videos with hierarchical B-frames prediction structure.
The embedding capacity in the proposed algorithm can be
improved because we take full advantage of the MBs with
4x4 transformation matrix, including not only intra-frame
macroblocks, but also inter-frame macroblocks. Therefore,
the proposed algorithm shows better performance in terms
of embedding capacity, and can maintain the similar human
visual effect with the algorithms in [34], [35].
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TABLE 5. The comparison of SSIM between the algorithm in [34], [35] and the proposed algorithm for QP = 28.

Video sequence PSNR(dB) and The methods in [34] The methods in [35] The proposed method
SSIM

PSNR 39.6784 39.6783 39.6751

Akko&Kayo SSIM 0.9941 0.9932 0.993
PSNR 36.9544 36.9542 36.9459

Ballroom SSIM 0.9848 0.9846 0.9841
PSNR 35.8216 35.8213 35.8153

Crowd SSIM 0.9735 0.9734 0.9731
PSNR 38.4255 38.4254 38.4248

Exit SSIM 0.9936 0.9934 0.9931
PSNR 39.3889 39.3886 39.3841

Flamenco SSIM 0.9926 0.9925 0.9921
PSNR 37.8565 37.8564 37.855

Objects SSIM 0.9941 0.9932 0.993
PSNR 37.5635 37.5632 37.5626

Race SSIM 0.9768 0.9765 0.976
PSNR 41.4659 41.4658 41.4651

Rena SSIM 0.9956 0.9954 0.9951
PSNR 36.6491 36.6489 36.6481

Vassar SSIM 0.9739 0.9736 0.9732
PSNR 38.2004 38.2002 38.1973

Average SSIM 0.9866 0.9862 0.9859

TABLE 6. The comparison of embedding capacity between the algorithm
in [34], [35] and the proposed algorithm for QP = 28 (bits/frame).

Video The methods Themethodsin The proposed
sequence in [34] [35] method
Akko&Kayo 32 45 263
Ballroom 65 108 367
Crowd 128 190 509
Exit 95 159 416
Flamenco 111 196 525
Objects 67 132 405
Race 157 231 619
Rena 56 106 592
Vassar 201 306 596

4) EXPERIMENTAL PERFORMANCE OF EFFECTIVENESS

Execution efficiency is another major indicator to measure
steganography algorithms. To comparison with the litera-
ture [34], [35], the decoding time of performing the embed-
ding operation is employed to measure the efficiency of the
algorithm execution. The algorithms in [34] and [35] must
perform a complete pre-reading of the video before perform-
ing embedding to obtain data, such as macroblock type and
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prediction mode. Therefore, it is necessary to calculate the
decoding time with the pre-reading time and without the
pre-reading time, separately. Table 7 shows the comparison
result of the three algorithms in decoding time.

The execution efficiency of the proposed algorithm is supe-
rior to the algorithms in [34], [35]. The reason is that the algo-
rithms in [34], [35] need to pre-read the complete video dur-
ing the execution process, and do coefficient compensation
according to the prediction mode to limit the distortion drift.
Therefore, the algorithm has higher complexity and lower
execution efficiency, which is reflected in the longer decoding
time used when embedding data. The average decoding time
of the algorithm is about 40% of the two algorithms. Even if
the read-ahead time is not considered, the average time of our
algorithm is still much lower than the algorithms proposed
by the literature [34], [35], which is about 55%. It basically
meets the needs of real-time processing.

5) THE ANALYSIS AND EXPERIMENTAL PERFORMANCE OF
BIT-RATE INCREASE

As an important indicator to check the invisibility of the
embedding algorithm, the change of video bit rate before and
after data embedding can help us further verify the effec-
tiveness of the algorithm. The lower bit-rate increase means
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TABLE 7. The comparison of decoding time between the algorithm in [34], [35] and the proposed algorithm for QP = 28 (ms/frame).

The methods in [34](ms/frame)

The methods in [35](ms/frame)

Video sequence

The proposed method(ms/frame)

With  pre-reading  Without pre-reading  With pre-reading = Without pre-reading

time time time time
Akko&Kayo 36.928 27.563 37.662 28.326 17.236
Ballroom 37.659 28.365 38.026 28.596 17.265
Crowd 37.862 28.486 38.236 28.96 17.521
Exit 37.713 28.399 38.215 28.886 17.428
Flamenco 37.807 28.411 38.225 28.803 17.506
Objects 37.509 28.302 37.987 28.487 17.242
Race 38.219 28.901 38.563 29.021 18.391
Rena 37.556 28.32 37.952 28.401 18.088
Vassar 38.401 28.963 38.964 29.113 18.561

that the data embedding operation has a lower impact on the
original video, and the algorithm has better invisibility.

Compared to similar algorithms, the proposed algorithm
performs well in bit-rate increase, which mainly due to the
following three aspects. First, the proposed algorithm is per-
formed in the entropy encoding stage, which is the last step
of video compression. Thus, the algorithm is very efficient
because it does not involve complex operations such as
rate-distortion optimization (RDO) or full decoding. Second,
the embedding method we use is coefficient modulation and
compensation. It is the same as simple constant bit replace-
ment, which greatly reduces the chance of bit-rate increase.
Last but not least, the proposed algorithm strictly limits
the problem of distortion drift, and the error caused by the
embedded data only exists in the current macroblock, which
further reduces the bit-rate increase caused by video encod-
ing. Therefore, compared to other algorithms, the proposed
algorithm has a lower bit-rate increase after hiding data.

We further verified this through comparative experiments.
Tables 8 provides the comparison of the increase in bit-rate
between the proposed method and the methods in [34]
and [35] when embedding the same data. The average
increase in bitrate of the proposed method is 0.85%, com-
pared with 0.90% of methods in [34] and 0.96% in [35].
It shows that the proposed scheme can obtain lower increase
in bitrate after hiding data when compared with related
schemes. And the average increase in bit rate is less
than 1%, which indicates that the proposed algorithm has high
invisibility.

6) ROBUSTNESS ANALYSIS AND DISCUSSION

As with the methods in literature [34] and [35], the proposed
algorithm accurately extracts hidden data without any attack.
However, the embedded data will not be extracted correctly
after some attacks, such as the unreliable transmission situa-
tions of error bits and re-quantization attacks. These attacks,
such as re-encoding, will lead to changes in prediction mode
and DCT coefficients during the video decoding process.
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TABLE 8. The comparison of bit-rate increase performance between the
algorithm in [34], [35] and the proposed algorithm for QP = 28 (%).

Video The methods The methods The proposed
sequence in [34](%) in [35](%) method(%)
Akko&Kayo 0.76 0.82 0.81
Ballroom 0.86 0.93 0.85

Crowd 1.03 1.06 0.94

Exit 0.66 0.77 0.65
Flamenco 0.99 1.02 0.92
Objects 0.87 0.91 0.82

Race 1.06 1.08 0.91

Rena 0.85 0.92 0.88

Vassar 1.02 1.09 0.84
Average 0.9 0.96 0.85

This will make it impossible to determine the embedding and
extraction positions, and thus fail to extract data correctly.
Therefore, the proposed algorithm is not robust, which means
that the embedded data may be lost when hitting by various
attacks. To further improve the robustness, various redundant
codes, such as BCH, convolutional codes, etc., can be used
before embedding information [19], [22], [25], [30], [36]
and [47].

Although it is not robust, with high capacity and efficiency,
the proposed algorithm can be applied to video copyright pro-
tection, covert communication and other fields. Next, we will
work on devising methods to further improve the robustness
and security of the algorithm, and the literatures [19], [22],
etc., provide a good source of reference for our future work.

VI. CONCLUSION AND FUTURE WORK

Based on the integer DCT transform and quantization process
in the 3D H.264 encoding process, this paper derives an
intra-frame distortion-free steganography algorithm based on
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full coefficient compensation. Combined with the nature of
b4-frames, the algorithm can effectively avoid intra-frame
and inter-frame distortion drift. Compared with the existing
similar research, the algorithm has the following contribu-
tions: First, the algorithm does not need to pre-read the origi-
nal video, and does not need to obtain the video prediction
mode and macroblock type information in advance, which
greatly improves the execution efficiency of the algorithm.
In addition, the proposed scheme takes full advantage of
inter-MBs and all MBs with 4x4 IDCT to hide data. More-
over, data is hided into MBs directly without the data of
MB-type and prediction mode by the proposed algorithm.
This greatly reduces the complexity of the embedding opera-
tion, and is more suitable for real-time processing. Second,
since the embedded carrier can be either the inter-frame
macroblock or the intra-frame macroblock, the proposed
algorithm is more suitable for 3D H.264 video. With loose
restrictions, huge embedding capacity, and good versatility,
the proposed algorithm can provide a broad space for the
study of robustness and reversibility.

Since the operation position of the coefficient modulation
selected by the proposed algorithm is relatively fixed, and in
the case of high security requirements, it is necessary to intro-
duce stronger randomness to control the embedding position.
The proposed algorithm uses the LSB algorithm during data
embedding and extraction, and it can randomly select frames,
macroblocks, sub-macroblocks, etc. Therefore, the random-
ness of the algorithm is increased, and the anti-steganography
ability of the algorithm is not lower than that of the random
LSB algorithm. Future work will focus on further improving
the security and robustness of the algorithm.
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