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ABSTRACT Facial expression recognition (FER), one of the most trending research areas of the
Human-Machine Interaction, is the task of detecting emotions by analyzing facial expressions and this
analysis plays a critical role as it conveys the clearest information regarding the emotions of people. Despite
the fact that the traditional machine learning algorithms produce high accuracies for similar tasks, they
lack to detect emotions of faces, which are captured in a spontaneous manner (a.k.a. ‘‘in the wild’’) or in
different poses or environmental conditions. In this article, a novel convolutional neural network architecture,
namely, PyFER, is proposed to address the FER problem, of which the efficiency was revealed thanks to
the experiments conducted on a widely-used benchmark dataset. According to the experimental results,
the accuracy of PyFER was calculated to be as high as 96.3% on a de-facto standard dataset, namely, CK+,
and all facial expressions, except for happiness, were correctly detected by PyFER, which is encouraging
for future studies. 16.67% of the images that actually represented the facial expression happiness were
misdetected as the facial expression fear. The experimental results confirmed that the proposed neural
network architecture is fast enough to be integrated into real-time FER applications as it was able to complete
the analysis of a given photo for an average of 12.8 milliseconds, which is in the tolerable limit to latency
for real-time applications.

INDEX TERMS Artificial intelligence, artificial neural networks, backpropagation, multi-layer neural
network, neural networks, supervised learning.

I. INTRODUCTION
Emotion detection plays an important role in many areas
including but not limited to intelligent security [1], robotics
manufacturing [2], clinical psychology [3], multimedia [4],
and automotive security [5]. Facial expression recognition
(FER), which is an important research area of Human-
Machine Interaction (HMI), is the task of detecting emotions
by analyzing facial expressions that play a key role in social
interaction [6] and convey meaningful and clear information
about the emotions of people [7]. As a natural consequence
of that, various computer vision systems based on machine
learning algorithms have proposed FER where they were
trained using annotated face datasets. Despite the fact that
traditional machine learning algorithms produce high accu-
racies, they lack to detect emotions of faces captured in a
spontaneous manner (a.k.a. ‘‘in the wild’’) or when they are
applied to a dataset that they were not trained on [6]–[8].
In addition to that, when the fact that FER datasets are

The associate editor coordinating the review of this manuscript and

approving it for publication was Lefei Zhang .

constructed in highly controlled pose conditions is consid-
ered, the proposed approach specifically designed to not
utilize traditional machine learning algorithms. Instead, deep
neural networks, which are more capable of extracting fea-
tures from the training data [9] and reportedly being able to
produce high accuracy even for the face poses in thewild [10],
are utilized within the proposed approach. Being able to
self-learn important features makes deep neural networks a
common choice for classification problems in which spatial
information plays a critical role [9]. In the case of FER, being
able to extract spatial features is a key aspect considering
the fact that classification highly depends on the shape of
facial features such as the eyes, mouth, and eyebrows [9].
Another advantage of using a deep neural network instead of
a traditional machine learning algorithm is that when deep
neural networks are trained on large datasets, they extract
generalized features, which could be applied on datasets that
the network has not been trained in [6]. Various datasets
have used in the literature. For the proposed system, a de-
facto standard well-known dataset, namely, CK+, was uti-
lized. Some sample photos from the CK+ dataset [11], [12]
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with their representative facial expression labels are presented
in Figure 1.

FIGURE 1. Some sample photos from the CK+ dataset with their
representative facial expression labels.

FER applications take the photos of subjects as the input
and produce the detected emotions through various analyses
as the output. The target emotions vary through the proposed
approach which could be happiness, sadness, surprise, anger,
disgust, fear, contempt, and neutral. The general architecture
of FER approaches contains three phases, namely, (1) prepro-
cessing, (2) feature extraction, and (3) classification phase.
In the first phase, the preprocessing phase, the quality of the
input images is enhanced and the redundant information is
removed. In the feature extraction phase, the preprocessed
input data are transformed into the best representative fea-
tures in order to lead a sensitive and flexible classification
technique that could perform the right predictions in terms of
emotions. In the last phase, the classification phase, mapping
of input data to the target emotions takes place by virtue of the
utilized classification algorithm. This article presents a novel
convolutional neural network architecture, namely, PyFER,
for the FER problem, which was applied to a widely-used
benchmark dataset in order to reveal its effectiveness on the
detection of facial expression in various situations such as
the angles of poses, the human races and genders, the way
the emotion is expressed, and the environmental effects
(i.e. light intensity, background, etc.). The main contributions
of this study are listed as follows:
• A novel CNN architecture, which was specifically
designed to be able to detect the facial expression for a
given photo in the tolerable limit to latency for real-time
applications, was proposed whose accuracy was calcu-
lated to be as high as 96.3% on a de-facto standard
benchmark dataset.

• The proposed architecture (including all the preprocess-
ing tasks) was implemented using open-source software
(e.g. various Python libraries, OpenCV), which makes
the extensibility of the model possible. Thanks to the
implemented automatized tasks, the effect of various
hyper-parameters on the proposed deep convolutional
neural network experimented, and the ones would that
provide the best accuracy were revealed.

• The experiences which were experimented during
the optimization of the proposed architecture on the

validation set were discussed in order to share the
‘learned lessons’ as a great contribution to the field.

The rest of the article is structured as follows: Section 2
briefly presents the related work. Section 3 describes
the proposed deep convolutional neural network archi-
tecture, namely, PyFER, to handle the FER problem.
Section 4 presents the experimental result and discussion.
Finally, Section 5 concludes the article with future directions.

II. RELATED WORK
Szegedy et al. [13] proposed a deep neural network archi-
tecture based on convolutional neural networks, namely,
GoogLeNet, which consisted of 22 layers (27 layers when
the pooling layers are considered, too). It was introduced
during the ImageNet Larger Scale Visual Recognition Chal-
lenge 2014 (ILSVRC 2014).1 Mollahossein et al. [6] pro-
posed a deep neural network architecture that was inspired
by GoogLeNet and AlexNet [14]. This approach classi-
fies the input facial photos into either of seven emotions
namely, anger , disgust , fear , happiness, sadness, surprise,
and neutral. Zhang et al. [15] proposed a feature learn-
ing model based on a novel deep neural network with
the SIFT (Scale Invariant Feature Transform) features.
Jung et al. [16] proposed a deep neural network that was
based on two different models. While the first deep neural
network extracted temporal appearance features from the
photos, the other deep neural network extracted temporal
geometry features from temporal facial landmark points.
The experiments conducted proved that a combination of
these two models boosted the performance of the FER task.
Lopes et al. [17] proposed an approach that was a combi-
nation of a convolutional neural network and specific pre-
processing steps. The conducted experiments proved that
the combination of the normalization procedures improved
the accuracy significantly. Majumder et al. [18] proposed
a FER system, namely, AFERS, which consisted of four
steps as follows: (1) geometric feature extraction, (2) regional
local binary pattern (LBP) extraction, (3) fusion of both
of the features using auto-encoders, and (4) classification
using a classifier based on Kohonen self-organizing map.
Hamester et al. [19] proposed a new deep neural network
architecture based on the Multi-Channel Convolutional Neu-
ral Network (MCCNN). Alizadeh and Fazel [20] proposed
various convolutional neural networks and evaluated their
performance. According to the experimental result, they
claimed that hybrid feature sets did not improve the model’s
accuracy, which implies that convolutional neural networks
substantially learn the necessary features through the raw
pixel data. Burkert et al. [21] proposed an emotion recogni-
tion model, namely, DeXpression, which consisted of a pair
of convolutional, pooling, and Rectified Linear Unit(ReLU )
layers. Anderson and McOwan [22] proposed a face expres-
sion system that was capable of recognizing six basic emo-
tions, namely, happiness, sadness, disgust , surprise, fear ,

1http://www.image-net.org/challenges/LSVRC/2014/
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and anger . The proposed system consists of three compo-
nents as follows: (1) a face tracker which is responsible to
detect the location of the face, (2) an optical flow algorithm
to track the motions on the face, and (3) the recognition
engine which is based on SVM and Multilayer Perceptron
algorithms. Kotsia and Pitas [23] proposed a FER approach
based on geometric deformation features such as Candide
grids, and SVM in order to detect six basic facial expres-
sions, namely, anger , disgust , fear , happiness, sadness, and
surprise. Shan et al. [24] proposed a FER approach based on
Local Binary Patterns (LBP), which were calculated over the
facial region. According to the experimental results, the best
recognition performance was achieved through SVM classi-
fiers with Boosted-LBP features. Zafer et al. [25] proposed
an algorithm, namely, Robust Normalized Cross-correlation
Coefficient (RNCC) for face recognition with expression vari-
ation where the outliner pixel effects the template matching
too strong or too weak were excluded. Song et al. [26] pro-
posed a deep neural network architecture that consisted of
5 layers with a total of 65K neurons. Convolutional, pooling,
local filter layers, and fully connected layers (a.k.a. dense
layers) are utilized within the proposed network alongside
both Dropout and data augmentation in order to avoid over-
fitting, which is a serious issue when the size of the network
gets larger [26]. García-Ramírez et al. [27] proposed a FER
system based on three stages: The pre-processing stage is
responsible for mouth and eyebrow segmentation. The sec-
ond stage is feature extraction where polynomials utilized
as features. And, the third stage is responsible for classi-
fication where different supervised learners such as neural
networks,K-Nearest Neighbors, andC4.5 decision trees were
utilized.

III. MATERIAL AND METHOD
In this section, both of the dataset which was used to eval-
uate the proposed convolutional neural network, and the
detail of the proposed deep neural network architecture are
described.

A. DATASET
The Extended Cohn-Kanade Dataset (CK+) is a standard
FER benchmark dataset that consists of 210 subjects at the
ages of 18 to 50 years. The dataset contains a great variety
of photos of both genders with different ages having different
backgrounds. The sizes of the photos in this dataset are 640×
480 and 640× 490 pixels. The dataset contains both colored
and grayscale photos and consists of 327 sequences from 123
subjects. Each sequence is categorized into one of the seven
facial emotions which are (1) anger , (2) disgust , (3) fear ,
(4) happiness, (5) sadness, (6) surprise, and (7) contempt .
The number of frames in a sequence varies from 10 to 60
as each subject performs the target facial expression tran-
sitions from the neutral phase. The distribution of target
classes (facial expressions) in the CK+ dataset is presented
in Figure 2.

FIGURE 2. The distribution of target classes (facial expressions) in the
CK+ dataset.

B. PROPOSED ARCHITECTURE
The proposed novel deep convolutional neural network archi-
tecture, namely, PyFER, was consciously designed (1) to
efficiently classify given images into six facial expressions,
namely (1) anger , (2) disgust , (3) fear , (4) happiness, (5)
sadness, and (6) surprise, and (2) to be lightweight in order to
make it possible to be used on machines with limited compu-
tational power. PyFERwas implemented using PyTorch [28],
which is an open-source deep neural network framework
written in Python programming language and is based on the
Torch scientific computing framework [29]. PyFER consists
of three phases: (1) In the first phase, the images are pre-
processed, (2) the second phase contains the traditional CNN
modules such as convolutional and pooling layers to perform
convolutions over the input, and (3) the third phase is where
the classification occurs by virtue of the fully connected
layers that make predictions for a given image. Each phase is
described in the detail as follows: In the preprocessing phase,
the given input images are converted to grayscale form and
scaled to 64× 64 pixels in order to reduce the complexity of
the data as well as the computational power required. In the
second phase, each preprocessed image is processed through
the convolutional layers of PyFER. Each convolutional layer
was succeeded by three components: (1) ReLU activation
function that was employed to avoid the vanishing gradient
problem as a result of some other activation functions [6]
(more details are available in [14]), (2) Batch Normalization
[30], which is a method that can be applied to any set
of activations in the neural network in order to normalize
the output of each activation by the mean and standard of
deviation of the outputs calculated over the samples in the
minibatch [31], (3) Dropout [32], which is a technique that
deals with the well-known problem of deep neural networks,
namely, the overfitting problem, as a result of increased depth
and complexity of deep neural networks [6]. Dropout ran-
domly drops units (neurons) from the neural network during
training in order to prevent co-adapting. The datasets, which
contain only hundreds of sequences such as the one used
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within this study, CK+, easily overfit since a typical network
hasmany parameters [16]. Therefore,Dropout was utilized in
each layer.Max Pooling, which is a sub-sampling procedure,
was utilized to reduce the input size of images by applying the
maximum function over the input/pooling window [33]–[36],
which not only reduces the required (1) time to train the
CNN model and (2) hardware to store available space to
store tensors as a natural consequence of the reduced size of
the images but also improves the performance [37]. For the
Max Pooling, both of kernel size and stride parameters were
set to 2. The kernel size, stride, and padding parameters of
all convolutional layers were set to 3, 1, and 0, respectively.
CrossEntropyLoss is used as the loss function (a.k.a. crite-
rion) of PyFER which is a combination of LogSoftMax and
NLLLoss functions [38]. Stochastic Gradient Descent (SGD)
was utilized as the optimization function of PyFER, and the
learning rate, momentum, and weight decay parameters of
SGDwere set to 0.001, 0.9, and 0.01, respectively. Flattening
was used as a connector between CNN and Fully Connected
layers in order to reshape the input into a vector [39]. All of
these hyper-parameters were set following a number of exper-
iments on the validation set of PyFER. Finally, in the third
phase, the classification of images into facial expressions was
applied by virtue of the fully connected layers that mapped
all neurons of the previous layer to each neuron of the current
one. Each layer of PyFER is presented in Figure 3 with the
output sizes of the produced images.

FIGURE 3. The block representation of the proposed convolutional
neural network architecture.

The first convolutional layers extract the low-level edge
features as shown in the samples of a specific image presented
in Figure 4. The deep features are extracted from the deeper
convolutional layers as shown in the samples of the image
used in Figure 4, which are presented in Figure 5. It can be
deduced that the deeper it is, the more abstract the output
features are [40].

IV. EXPERIMENTAL RESULT AND DISCUSSION
The proposed deep convolutional neural network architec-
ture, PyFER, was evaluated by the CK+ dataset in order

FIGURE 4. Low-level edge features of a sample image.

FIGURE 5. Deep features of a sample image.

to reveal its efficiency. Before training the proposed deep
convolutional neural network, all the images in the CK+
dataset were cropped in order to remove the redundant parts
of images such as background thanks to the OpenCV face
detection module, namely, opencv-python [41]. The dataset
used to measure the efficacy of PyFER, CK+, originally con-
tains 593 sequences from 123 subjects. Each sequence starts
with a photo of the subject with a neutral facial expression and
ends with a photo of the subject with the target facial expres-
sion. For each sequence in the CK+, there is only one image
(the last one in each sequence which is the one that describes
the related facial expression the best) that is mapped with
a facial expression. Therefore, a Python script was imple-
mented in order to exclude all the images other than the last
one, a similar way to that of Mollahosseini et al. [6]. Conse-
quently, the pre-processed dataset contained 327 images, and
80%, 10%, and 10% of these images were used for training,
validation, and testing purposes, respectively. The images in
the dataset were randomly distributed. An overview of the
images in a sample sequence from the CK+ dataset that the
subject performs the surprise facial expression is presented
in Figure 6.

FIGURE 6. An overview of the images in a sample sequence from the
CK+ dataset that the subject performs the facial expression ‘‘surprise’’.

The proposed deep convolutional neural network, PyFER,
was trained until the point the loss of training was saturated,
which occurred around the epoch #200. Then, the training
was stopped, and the testing phase was started. The calcu-
lated losses for both the validation and training phases are
presented in Figure 7.

The confusion matrix is the de-facto standard of measuring
the efficiency of classifiers in terms of the proposed sys-
tem’s ability to classify given samples to the classes they
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FIGURE 7. The calculated losses for both the validation and training
phases.

actually belong to [42]–[44]. The performance criteria of
PyFER is defined as follows: (1) The accuracy for detect-
ing facial expressions on given photos, which equals to the
ratio of the number of samples correctly classified to the
number of all samples, and (2) the fast analysis time since
FER applications need a quick response as some of them
are used by real-time systems. According to the experimen-
tal results, the accuracy of PyFER was calculated to be as
high as 96.3%. As the confusion matrix of the test result
is presented in Figure 8, all facial expressions except for
the facial expression ‘‘happiness’’ were correctly detected
by PyFER. 16.67% of images that actually represented the
facial expression ‘‘happiness’’ were misdetected as the facial
expression ‘‘fear’’. When the facial expression ‘‘contempt’’
included like some of the related work does, the accuracy of
PyFER was decreased to 85.71%.

FIGURE 8. The confusion matrix of the test result.

It was experienced that increasing the depth (the number
of layers) of the proposed neural network did not improve
the accuracy any further, and the hyper-parameters were all

set through the conducted experiments. In addition to this,
setting other commonly used values to hyper-parameters such
as setting the kernel size to 1, and stride to 0 for each CNN
layer also experimented but they were not preferred as both
of these experiments decreased the accuracy of the proposed
network to 67.86%. Another experiment that was conducted
was the arrangement of the layers as some deep neural net-
work models use Batch Normalization before the activation
function. When Batch Normalization used before the activa-
tion function (which is ReLU for PyFER), the accuracy of
PyFERwas decreased to 67.76%. The effect of the activation
function on the accuracy also experimented. When sigmoid
was used as the activation function instead ofReLU , the accu-
racy of PyFER was decreased to 77.78%. A comparison of
the related work, which was evaluated on the CK+ dataset,
is listed in Table 1. Even though Jung et al. [16] had achieved
a better accuracy compared to PyFER, our architecture is
a lot more lightweight than theirs as their architecture con-
siders features based on temporal appearance and temporal
geometry alongside CNN layers. Proposing a lightweight
architecture in order to complete the analysis in the tolerable
limit to latency for real-time applications is one of the design
principles of PyFER as this principle not only accelerates
training and validation phases but also makes employing the
model in lightweight devices (e.g. smartphones) possible.
According to the conducted experiments, PyFER was able to
detect the facial expression of a given photo for an average
of 12.8milliseconds on a 3-years old notebook,2 which is
in the tolerable limit to latency for real-time (a.k.a. live)
applications, which is less than 20 milliseconds [45], [46].

TABLE 1. A comparison of the related work, which was evaluated on the
CK+ dataset.

V. CONCLUSION
Through deep learning, handling the problems, which could
not be handled by traditional machine learning methods or
the ones that would not yield high accuracy even handled

2The experiment was carried out on a notebook with the following hard-
ware specifications: Quad-core Intel Core i7-7700HQ CPU 2.80GHz, 32GB
memory, 1TB 7200 RPM hard drive.
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by them, becomes possible. Convolutional neural networks,
which are a class of deep feedforward neural networks, have
yielded remarkable performances in many problems in com-
puter vision in the past years. The FER problem, which is
an important research area of Human-Machine Interaction
(HMI), is the task of detecting emotions by analyzing facial
expressions by virtue of the advances in both computer soft-
ware and hardware. To this end, a novel CNN architecture,
namely, PyFER, was proposed in this article whose efficiency
was revealed by virtue of the experiments conducted on a
widely-used benchmark dataset. According to the experimen-
tal results, the accuracy ofPyFERwas calculated to be as high
as 96.3%, and all facial expressions except for the happiness
were correctly detected by PyFER, which is encouraging for
future studies. Also, the experimental result confirms that the
average analysis duration of PyFER for a given photo is in
the tolerable limit to latency for real-time applications.

In future studies, more efficient hand-crafted features can
be integrated into the proposed architecture. Also, cross-
database training network parameters can be used in order
to get better generalization capability. Finally, more facial
expressions can be targeted thanks to the above-mentioned
features.
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