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ABSTRACT This work presents and evaluates the use of geometric parameters of the environment in the
prediction of the electric field in mixed city-river type environments, employing two techniques of Machine
Learning (ML) as Artificial Neural Networks (ANN) and Neuro-Fuzzy System (NFS). For its development,
measurements were carried out in Amazon Region, Belém city, in the 521 MHz band. The input parameters
for an ANN and NFS are the distance between transmitter and receiver, the distance only over the river,
the height of the ground, the radius of the first Fresnel ellipsoid, and the electric field of free space. The
ANN is a Multilayer Perceptron Network (MLP) that uses the Levenberg-Marquardt training algorithm and
cross-validation method. The NFS is an Adaptive Neuro-Fuzzy Inference System (ANFIS) that uses the
model Sugeno. The results obtained compared with the classic literature models (ITU-R 1546 and Okumura-
Hata) in the city for distances up 20 km and over the river for distances up 5 km. A quantitative analysis
is performed between the measured and predicted data through the Standard deviation (SD), Root Mean
Square Error (RMSE), and the Grey Relational Grade, combined with the Mean Absolute Percentage Error
(GRG-MAPE). For ANN, the SD is 2.13, the RMSE is 2.11 dB, and the GRG-MAPE is 0.96. Also, for the
NFS, the SD is 1.99, the RMSE is 2.06 dB, and the GRG-MAPE is 0.97. It should be noted that the transition
zone between the city and the river was characterized by the proposed ANN and NFS in contrast with the
classic literature models, which did not demonstrate coherence in the transition zone.

INDEX TERMS Artificial neural networks, geometric parameters, neuro-fuzzy systems, mixed city-river
path, radio propagation model.

I. INTRODUCTION
Several countries around the World use rivers for commerce,
transportation, and tourism. The use of rivers is an econom-
ical and ecological alternative compared to other means of
transport such as road and rail. This work takes as a case of
study, a scenario in the Amazon Region of Brazil in Belém
city. Rivers in the Amazon Region have an essential role,
especially in the daily routine for people who live on the
border of the islands [1]. Then, telecommunications systems

The associate editor coordinating the review of this manuscript and
approving it for publication was Wei Zhang.

need coverage over the river even when the transmitter is in
the city, as Digital Television, which reaches long distances.

In the propagation of radio waves, several factors can influ-
ence the electric field level in the path from the transmitter to
the receiver, such as the transition through different types of
environments, such as the height of buildings, as well as the
types of vegetation and if the waves travel over areas without
vegetation or over areas covered with water [2].

In the literature, there are works considering mixed
land-sea paths. Most of these studies are for low frequencies,
in [3] it was for LF, MF and HF (Low, Medium and High
Frequency) and vertical polarization using the Finite Element
Method (FEM) which was compared with the Millington

VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 146395

https://orcid.org/0000-0001-7432-1980
https://orcid.org/0000-0001-9033-6410
https://orcid.org/0000-0003-2818-6145


A. D. S. Braga et al.: Radio Propagation Models Based on Machine Learning Using Geometric Parameters for a Mixed City-River Path

method for mixed paths and obtained a good agreement.
In [4], a mixed land-sea path and a sea path for HF were
compared using Millington and measured data. Results for
the mixed land-sea path presented higher attenuation than
results for only sea path.

For higher frequencies as the case of the UHF (Ultra High
Frequency) band, the classical models of literature which
study mixed land-water path are Okumura [5] and ITU-R.
P.1546 [6]. Both models do not consider obstacles when the
signal passes from city to the water; as a consequence, the
transition zone city-water is not well predicted. Furthermore,
in [7] ITU-R. P.1546 presents a difference of 20 dB about
measured data.

A recent work presents a radio propagation model called
Inland for a mixed land-river path [8], and it based in the
Round Earth Loss model (REL) with a modification of the
free space equation, which replaced with the equations of
Okumura-Hata. In order to calculate path loss for the mixed
path, was used the ITU-R P.1546 methodology. Additionally,
knife diffraction was used for calculating the attenuation
caused by constructions. The Inlandmodel does not is applied
for distances lower than 1km. The Inlandmodel is not applied
for distances of less than 1 km.

Another technique different from those mentioned above
that considers the electric field’s calculation as a regression
problem is Artificial Neural Networks (ANN). The ANN
allows to design radio propagation models more accurate
and computationally efficient for different environments, for
example in [9] for the city of Tripoli, capital of Libya, were
collected Received Signal Strength (RSS) in three different
frequencies 900 MHz, 1800 MHz and 2100 MHz in five
different types of areas: Dense Urban, Urban, Dense Subur-
ban, Suburban, and Rural. The ANN-based model presented
results that improved from 7.1 dB to 28.8 dB in the accuracy
of the Hata model.

The work in [10] analyzes the neural network parameters
more relevant to predict the propagation loss in theVHF band,
as input types, activation function, number of hidden neurons,
and algorithm training.

Furthermore, in [11], an ANN to obtain the path loss for
the mixed urban-suburban-rural path was used for different
frequencies in the UHF band and has good agreement with
measurement data. The inputs of the ANN are from Standard
Propagation Model and also environment type, land use dis-
tribution, and diffraction loss. To know the environment type,
through high-resolution maps.

The work developed in [12] describes the propagation
of radio in mixed environments and uses genetic algo-
rithms (GA) to determine the ideal height of the receiver’s
antenna to obtain the maximum level of Digital TV signal.
The work [13] presents a propagation model for mixed envi-
ronments with city-river-forest paths using Dyadic Green’s
Functions (DGF). The model obtained acceptable results in
the UHF range.

In [14] presents a radio propagation model for the UHF
band in an Amazonian environment. The model analyzes

parameters such as the transition zone between the city-
river, the water level, the angle of incidence, and the forest’s
electrical parameters.

In work in [15], were developed models based on propaga-
tion ANN, ANFIS, and kriging techniques for band VHF and
UHF. The models based on artificial intelligence techniques
had minor errors compared to literature models, showing the
effectiveness of using these techniques in the propagation of
radio waves.

The present work proposes two radio propagation models
using ANN type Multiple Layer Perceptron (MLP) and NFS
type Adaptive Neuro-Fuzzy Inference System (ANFIS), both
for a mixed city-river path. These proposed models have
as one of its objectives to implement inputs quickly to be
calculated, in contrast with [11], which use as one of its
inputs the uniform theory of diffraction that involves com-
plex calculations. Another aspect is the type of environment
characterized by urban and suburban areas, both densely
wooded, a common scenario in Amazonian cities. Economi-
cally important rivers surround these cities. Thus, the models
presented characterize the transition zones between themedia
satisfactorily, a characteristic not present in the other models
studied.

The ANN and NFS inputs use geometric data of the envi-
ronment, taking as a reference to the scenario considered
by Ikegami in [16]. Ikegami represents the constructions
as rectangles with the same size. Otherwise, the proposed
model can be used for distances lower than 1 km and can
predict the electric field’s values in the transition zone city-
river. Considering the characteristic of these models and their
application will be called a Geometric Model for Mixed
Paths using Neural Networks (GMMP-NN) andNeuro-Fuzzy
(GMMP-NF).

II. THEORETICAL BACKGROUND
This subsection will discuss some important concepts for
the understanding of the work. Empirical radio propagation
models are used to compare the results obtained. The Fresnel
Zone theory is relevant since the first radius’s length is one
of the geometric parameters used in the modeling. Finally,
understanding the concepts of machine learning techniques,
such as Artificial Neural Networks and Neuro-Fuzzy Sys-
tems, are essential, as they are the two techniques used in the
creation of propagation models in this work.

A. RADIO PROPAGATION MODELS
In this work are used and analyzed, two classical propagation
models to compare with this proposal. These models are
Okumura-Hata and ITU-R. P.1546-5, which are detailed next:

1) OKUMURA-HATA
This model is valid for distances between 1 and 100 km for
transmission antenna heights of 30 to 200 m and considers an
E.R.P (Effective Radiated Power) of 1 kW.Okumura obtained
curves based on an extensive measurement campaign carried
out in Japan. Hata [17] developed numerical expressions for
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Okumura’s standard propagation curves, including the most
commonly used corrections in mobile radio communications.

The basic formula for the urban environment, Eurb, is as
follows [5]:

Eurb(dBµ) = 69.82− 6.16log(f )+ 13.82log(ht )

+ a(hr )− (44.9− 6.55log(ht ))(log(d))b (1)

where:
• f: Frequency: 150 MHz ≤ f ≤ 1500 MHz.
• ht : Effective transmitting antenna height, 30 m ≤ hr ≤
200 m.

• hr : Height above ground of receiving antenna, 1 m ≤ hr
≤ 10 m

• d: Distance (Km)
• b: 1 if d ≤ 20 Km
• a(hr ): Receiver antenna height correction factor [3]
In order to calculate b, when distances are greater

than 20 km, is used the following equation:

b = 1+ (0.14+ 0.000187f + 0.00107ht )[log(0.05d)]0.8

(2)

The following equation gives the electric field for the
suburban environment:

Esub = Eurb(dBµ)− 2
(
log

(
f
28

))2

− 5.4 (3)

Finally, for distances, up to 30 km between a transmitter
located on the ground and the receiver located over the river,
the correction factor, Kmp, for a mixed path is:

β =
d1
d

(4)

β = −8β2 + 19β (5)

where:
• d1: Distance only over water.
• β: The fraction of water in the total path between trans-
mitter and receiver.

2) ITU-R P.1546
This recommendation presents a set of normalized propa-
gation curves to predict the electric field values in point-
to-multipoint terrestrial links. These curve patterns are for
E.R.P. of 1 kW, at the nominal frequencies of 100, 600,
and 2000 MHz for terrestrial, hot, and cold seas [6]. The
methodology to calculate the electric field in amixed land-sea
path uses the following expressions:

E = (1− A) · Eland (dtotal)+ A · Esea(dtotal) (6)

The interpolation factor of the mixed path, A, is given by:

A = A0(Fsea)V (7)

Analytically this factor is defined by:

A0(Fsea) = 1− (1− Fsea)
2
3 (8)

FIGURE 1. Successive fresnel zones.

V is calculated with the following expression:

V = max
[
1.0, 1.0+

1

40.0

]
(9)

1 = Esea(dtotal)− Eland (dtotal) (10)

Fsea =
dST
dtotal

(11)

where:
• dST : Distance only over the water.
• d : Distance between transmitter and receiver.
• Eland (dBµV/m): Electric field on land.
• Esea (dBµV/m): Electric field over the sea.
Eland and Esea is described at [6].

B. FRESNEL ZONES
Fresnel zones allow determining the diffraction loss as a
function of the path difference around an obstruction. Fresnel
zones represent successive regions where secondary waves
have a path length from the transmitter to receiver, which are
nλ
2 greater than the total path length of a line of sight path
illustrated in Fig.1. [18].

The radius of nth Fresnel zone circle, can be expressed in
terms of λ, d1 and d2:

rn =

√
nλd2
d1 + d2

(12)

• rn: Number of radius of Fresnel.
• d1: Distance between the transmitter and the obstacles.
• d2: Distance between the obstacle and the receiver.
This approximation is valid for d1, d2 � rn.

C. MACHINE LEARNING TECHNIQUES IMPLEMENTED
Machine learning techniques are applied in problems related
to pattern recognition, such as Artificial Neural Net-
works (ANN) and Neuro-Fuzzy System (NFS). Generally,
these problems are based on previously known data sets.

1) ARTIFICIAL NEURAL NETWORK
ANNs models systems using synaptic connections that sim-
ulate the human nervous system. In other words, they can
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FIGURE 2. Artificial neuron [19].

FIGURE 3. Generic multilayer perceptron neural network [19].

process information [19]. The ANNs consist of a large num-
ber of simple computational units, called artificial neurons,
shown in Fig. 2, interconnected by a large number of inter-
connections. Mathematically, ANN’s are represented by vec-
tors / matrixes of artificial synaptic weights, which tend to
reproduce human characteristics (learning, association, gen-
eralization, abstraction, etc.).

µ =

n∑
i=1

Wi · Xi −2 (13)

• Activation function, g, limits the neuron’s output within
a range of reasonable values to be assumed by its func-
tional image.

• The output signal, y, is the final value produced by the
neuron concerning a given set of input signals, given
by [19].

y = g(µ) (14)

The arrangement of the neurons is defined for the archi-
tecture of an ANN. Generally, the classification of ANNs
is about the number of layers or types of connections. Both
of them consider the direction of the neurons’ synaptic con-
nections, and they can be feed-forward or feedback. This
article uses a Multiple Layer Perceptron (MLP) characterized
by at least one intermediate layer of neurons [20] with a
feed-forward architecture. Thus, the output of the neurons
from the first layer will represent the input of the neurons of
the second layer and so on, as shown in Fig.3

Each neuron processes the input signals from the network,
which are controlled by synaptic weights that adapt, by a

FIGURE 4. A sequential hybrid system [21].

FIGURE 5. Basic architecture of an ANFIS.

learning algorithm, during training. Because of their struc-
ture, ANNs are quite effective in learning patterns from data:
non-linear, incomplete, with noise, and even compounded by
contradictory examples.

2) NEURO-FUZZY SYSTEMS
This type of system uses two types of complementary tools,
a part that uses a low-level data structure to form the neural
network. On the other hand, the other fuzzy logic (FL),
which uses high-level knowledge and linguistic information
provided by the specifications of a domain.

It is a type of hybrid system formed by the union of
two modeling techniques, neural network, and fuzzy logic.
Through FL, knowledge is inferred, and learning from artifi-
cial neural networks is added [21]. An outline of a sequential
type hybrid system can be identified in Fig. 4. These systems
use technologies in a pipeline-like structure where one tech-
nology’s output becomes the input to another technology.

The use of a neuro-diffuse system has the advantages
of each improved technique and the disadvantages of each
are reduced. In this work a type of NFS called Adaptive
Neuro-Fuzzy Inference System (ANFIS) was employed, the
representation of knowledge is encoded in a format similar
to the logic used by humans, while in ANN, knowledge
is encoded in weights, which can be difficult to interpret.
ANFIS is applied in several areas of knowledge, such as the
works [15], [22], applicable to the area of radio propagation.
In Fig. 5 shows the structure ANFIS layers:

• Layer 1: Represents the input values normalized at inter-
vals such as [0, 1] or [−1, 1]. The output of this layer is
the degrees of pertinence based on the premise of each
rule;

• Layer 2: The execution stage of the ‘‘IF’’ part of the
Sugeno Fuzzy system rules e the function parameters
will be adjusted by some training algorithm or by an
optimization method;
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FIGURE 6. Points measured in Belém of Pará, both in the city and on the
river.

• Layer 3: Defined by FIS rules and normalizes the
degrees of activation of the rules. The neurons have fixed
activation functions, and they cannot be adjustable. Each
node of this layer performs the normalization function,
which is a preprocessing for defuzzification;

• Layer 4: The calculate each neuron output normalized
by the product of the previous layer with the conse-
quent activation value. The neurons have a Sugeno-type
activation function and are n-order combinations of the
input signals. These functions can have the parame-
ters adjusted by the optimization method or training
algorithm;

• Layer 5: The sum of the outputs of the previous layer,
and so the numerical value of the ANFIS output.

III. MEASUREMENT CAMPAIGN
Two measurement campaigns were carried out in Belém
of Pará for a transmitter located in the city for a central
frequency of 521 MHz, to collect receiver power, in order
to elaborate and validate the proposed radio propagation
model. The first measurement campaign was over the city for
distances from 0.5 km to 20 km. The second measurement
campaign was over the river for distances up 5 km.

A. SCENARIO MEASUREMENTS
Belém is a city formed of urban and suburban environments
with the presence of forest. The weather is equatorial, and
the number of inhabitants is 1.452 million [23]. In Fig. 6
the measurement points in the city are the red ones, and the
measurement points over the river are the yellow ones.

B. MEASUREMENT METHODOLOGY
At the central frequency of 521 MHz was performed receiver
power collection, operated by a Digital TV station, which
shared the data used for the transmission. The transmitting
antenna’s height on the ground is 114.58 m, the transmission
power 6 kW, the gain of the transmitting antenna 11.1 dB, and
the cable and connector losses of 1.72 dB.

For the signal’s reception, in bothmeasurement campaigns,
the spectrum analyzer site master ANRITSU S332E collected
the receiver power. In the city was used an omnidirectional
antenna with a gain of 5 dB and a height of 5 m. Over the

FIGURE 7. City-river scenery in Belém of Pará.

FIGURE 8. ‘‘Curupira’’ boat.

water, the receiver antenna was a dipole with a beamwidth
of 78 degrees, a gain of 2.15 dB, and a height of 4 m.

Data over the river were collected continuously at an aver-
age speed of 11 km/h. The surface of the river is smooth
because it does not present considerable waves, as shown in
Fig.7 where is illustrated the scenario city-river and the Fig.8
the boat used, called Curupira.

IV. METHODOLOGY
The methodology is divided into three stages, according to
Fig. 9, for designing the ANN-based and NFS-based empiri-
cal model for electric field prediction in the mixed city-river
path, at 521 MHz.

A. PRE-PROCESSING
In both measurement campaigns, a Garmin GPS was used
to collect the geographic coordinates. In order to obtain the
distance in kilometers, the sexagesimal geographical coordi-
nates were transformed into decimal coordinates, then was
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FIGURE 9. Flowchart of the methodology of the proposed models.

used the Haversine’s formula [24] and was applied spherical
law cosine.

Furthermore, receiver power is converted to the electric
field using the following formula [25]:

E(dBµ) = Pr + 20logf + 77.2− Gr (15)

where,

• Pr : Received power.
• f : Frequency.
• Gr : Receiver antenna gain.

B. SCENARIO OF THE MODELS
The scenario of the proposed models uses uniform construc-
tions, as Ikegami in [16], where his model has good coherence
with measurement data in Europe. However, this scenario is
for a mixed city-river path, where it includes the height of the
ground because it affects the transmitter’s height when the
receiver is over the river.

The geometrical parameters illustrated in Fig. 10 are
important because they are used to calculate the inputs of
the ANN and NFS. The height of the receiver antenna, hR;
the height of the building, hB; the height of the ground,
hG; distance between transmitter and receiver, dTR, distance
only over the water, dW ; the distance of the direct ray
between transmitter and receiver, RTR, and angle of the direct
ray, θD.
The width of the street is calculated using a top view as

in [11], where between transmitter and receiver is traced a
straight line, which forms an angle with the street, α, this
angle used to calculate W ′s and the radius of the first Fresnel
zone for city, rFC , and for water, rFW .

C. DESCRIPTION OF GEOMETRIC PARAMETERS FOR ANN
AND NFS
The methodology consists of regression of data collected
in the measurement campaign, using the machine learning
techniques, ANN and NFS. The purpose of the techniques is
to predict the electric field intensity. Then, are used five input
parameters that influence the propagation of the electromag-
netic signal; these parameters are the following:

1) Distance between transmitter and receiver, DTR, illus-
trated in Fig. 10.
The loss of propagation has a direct relationship with

the distance between the transmitter and the receiver. As the
distance increases, the signal strength decreases, both for the
receiver in the city or on the river.

2) Electric field of direct ray.
The direct ray has the maximum electric field since there is

a line of sight between transmitter and receiver. The equation
of free space is the base of many radio propagation models as
the case of log-normal path loss models using for urban envi-
ronments [18] and seaport environments [26]. The equation
of free space is the following:

Elos(RTR) =

√
30PTGT
RTR
√
L

e−jRTR (16)

where:

• PT : Power transmission.
• GT : Gain of transmitter antenna.
• L: Cable Loss.
• k: Propagating constant in free space [18].

3) Height of ground, hG, illustrated in Fig.10.
The ground’s height is related to the shadow effect caused

by the city on the first reception points over the river. Then,
the higher the ground is the higher attenuation for the recep-
tion points in the transition zone city-river. Furthermore, for a
receiver over the river, the transmitter’s height is higher than
for a receiver over the city. As shown in [16], the variation of
transmitter antenna height affects the received signal.

4) Distance only over the water, dW , illustrated in Fig.10.
The distance over the water for a mixed path is essential

because Millington [27] showed when the signal passes from
a less conductivity medium to a more conductivity medium,
signal experiments the recovery effect, that is, an increase
of the signal over the water. Furthermore, in ITU-R 1546
[6], the distance only over the water is used to calculate the
interpolation factor, and Okumura [5] uses the distance only
over the water in the correction factor for mixed paths.

5) Radius of the first Fresnel ellipsoid for the city, rFC , and
for the river, rFW .

The radius of the first Fresnel zone indicates the mini-
mum distance between the propagated wave and the obsta-
cle (building) to avoid diffraction. Since when 60% of the
first Fresnel zone is free of obstacles, it is considered a line
of sight between transmitter and receiver.

The radius of the first Fresnel zone for city, as in (12),
considers d1 the distance between the transmitter and the
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FIGURE 10. Mixed city-river scenario.

building, and d2 the distance between the building and the
receiver. The equations for Fresnel radius for the city, rFC ,
are:

W ′S =
WS

sin(α)
(17)

hc = cosθD

(
hb − hr −

(
W ′s
2

)
tanθD

)
(18)

rFC =

√√√√λ
(
dTR −

W ′s
2 − hcsinθD

) (
W ′s
2 + hcsinθD

)
dTRcosθD

(19)

where,
• Ws: Width of street.
• λ: Wavelength.
For the radius of the first Fresnel zone for water, d1 is the

distance between transmitter and the last building in the city,
and d2 is the distance between the building the receiver over
the river. The equations for Fresnel radius over the river, rFW ,
are:

hw = cosθD(hB + hG − hR − dW tanθD) (20)

rFW =

√
λ(dTR − dW − hwsinθD)(dw1 + hwsinθD)

dTRcosθD
(21)

the city, the radius of Fresnel, presents similar values when
the distance between the building and the receiver are similar.
For the river, the first Fresnel zone’s radius increases when the
distance between the transmitter and the receiver located over
the water increases.

D. DESCRIPTION OF MACHINE LEARNING TECHNIQUES
IMPLEMENTED
For the development of the models, relevant parameters
were taken into account, capable of describing the signal’s

TABLE 1. Set of samples.

FIGURE 11. Generic multilayer perceptron neural network [19].

attenuation in the mixed city-river path, and it is, therefore,
possible to use it in other similar environments.

In order to performANN and ANFIS training, 420 samples
were distributed in three sets of data randomly: 294 points in
the training set, with 70% of the data about the total and the
validation and test sets, which contained 63 points each, being
30% of the total samples, as shown in Table 1.

1) DESCRIPTION OF ANN IMPLEMENTED
AnANN of typeMulti-Layer Perceptron (MLP), Fig. 11, was
implemented in MATLAB
software. There are 5 neurons in
the input layer (one for each model input), with linear acti-
vation function; 6 neurons in the hidden layer, with sigmoid
activation function; and in the output layer with 1 neuron
(the model output is the electric field) and linear activation
function.
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FIGURE 12. Regression of data generated by ANN and its respective
targets.

This architecture was chosen through the trial and error
strategy and the number of neurons in the hidden layer varied
up to 100 and registered the lowest RMSE for 6 neurons.
Only 1 hidden layer was used because the implementation
uses little data and has few entries. For these types of imple-
mentations, just one layer finds the solution [20]. The super-
vised training algorithm for ANNwas Levenberg-Marquardt.

Training is to present a pattern to the units in the input
layer. Then the units calculate a response that is produced
by the output layer. Then the value of the error is calculated
and propagated from the output layer to the input layer.
Additionally, the weights of the units of the hidden layers are
being modified.

Thus, the error is progressively reduced to identify the
learning stop point and obtain the best ANN generaliza-
tion rate. An alternative is to use a stopping rule based on
the cross-validation technique, which consists of validating
the data during ANN training, ensuring no over-fitting in
training [23].

From this data set were generated the weights that best
represent the studied problem. Therefore, with a trained ANN
and the error at a satisfactory level and with a good general-
ization capacity, it is possible to observe the linear regression
between the outputs and the targets in Fig 12.

The dotted line in black means the best linear correlation
coefficient between outputs and targets. The values of R
are an indication of the correlation relationship between the
outputs and the targets. If R = 1, it indicates that there is an
exact linear relationship between outputs and targets. If R is
close to zero, there is no linear relationship between outputs
and targets. The topology presents good results showing that
the ANN generated can be used as a prediction tool. The
results will be discussed in the next section V.

Fig. 13 shows a histogram of the distribution of statistical
errors for the ANN test set. Gaussian behavior is observed,
which demonstrates the model’s accuracy.

FIGURE 13. Histograms of the distribution of statistical errors
(GMMP-NN).

FIGURE 14. ANFIS structure implemented.

2) DESCRIPTION OF NFS IMPLEMENTED
The ANFIS system was developed with MATLAB
 software
using the ANFIS edit function. The configuration used was
the Fuzzy model Sugeno and the defuzzification method
weighted average.

The training method chosen for the neural network is
a hybrid model, a combination of Least Squares (LS) and
back-propagation with DownwardGradient (DG), which pro-
vides better accuracy for the system with few entries. Soon
after, it was defined as stopping criteria for training, which
are two, the desired error, and the number of iterations
(300 times).

Other important items to be determined are the member-
ship function and the type of clustering, which respectively
were defined as Gaussian and subtractive cluster. The par-
tition type of grouping via input space (subtractive clus-
ter) specify the radius the influence of Gaussian function
(value = 1.0), multiplying factor (1.5), acceptance radius in
the group (value = 0.75) and rejection radius in the group
(0.25). Below are the general characteristics of the imple-
mentation of ANFIS. The implemented ANFIS structure is
presented in Fig.14.

From the ANN learning, the membership functions for
each of the five inputs are generated. From the membership
functions, it was generated knowledge in the form of rules
governing the fuzzy inference system.

Fig. 15 shows a histogram of the distribution of statistical
errors for the ANFIS test set. Gaussian behavior is observed,
which demonstrates the model’s accuracy.
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FIGURE 15. Histograms of the distribution of statistical errors
(GMMP-NF).

V. RESULTS AND DISCUSSION
In this work, two radio propagation models based on machine
learning (GMMP-NN andGMMP-NF)were proposed, which
use geometric parameters obtained from the study environ-
ment as inputs. The analyzed scenario is of the mixed type,
which is, formed by urban areas and rivers. The validation of
the models is made with a test set consisting of random points
measured from the environment is used and is not used in the
algorithms’ training phase. The results are shown in Figs. 16
to 21 and in table 2.

These figures compare the data predicted by the models
with the data from the test set. Thus, in Figs. 16 and 17,
the results of the urban route generated by GMMP-NN and
GMMP-NF are presented respectively. In the same way,
in Figs. 18 and 19, the results for the river route are presented
for both models. Also, in Figs. 20 and 21, the predictions
generated by the classic models (Okumura-Hata and ITU-R
P.1546) are included.

The proposed models analyze the electric field level’s
prediction capacity in dBµV/m and are valid for a mixed
city-river route of 0.5 km to 20 km in the city and from
1.77 km to 5 km in the river.

Table 2 presents the results for the three metrics of per-
formance evaluation SD, RMSE, and GRG-MAPE. The SD
indicates the dispersion of the data with the sample mean,
that is, the model’s precision. A low SD value means that the
model is more accurate and that the data is grouped close to
the average. In contrast, a high value indicates that the data
is distributed over a larger range of values making the model
inaccurate.

The second metric used is the RMSE, which quantifies
how much the model’s result differs from the expected real
value. The model with the lowest RMSE value will be the
model with the best accuracy. Finally, the third parameter is
the GRG-MAPE, which describes the degree of correlation
between two sets of data, which has values between 0 and 1.
The closer to 1, the higher the value of the correlation between
the predicted results and the expected data. The works
developed in [8] and [28] consider the GRG-MAPE more
accurate than the RMSE for evaluating propagation models.
The equations for calculating the GRG-MAPE are described
in [29].

FIGURE 16. Comparison between measured and predicted data of
GMMP-NN Model and their errors calculated point to point for city.

FIGURE 17. Comparison between measured and predicted data of
GMMP-NF Model and their errors calculated point to point for city.

A. URBAN ENVIRONMENT
Fig. 16 shows the result of the GMMP-NN model (points in
red) for different measured points of the city (points in blue).
The result corresponds well to the measured data, and the
values of the performance metrics are, according to Table 2,
SD of 2.0790, RMSE of 2.09 dB, and GRG-MAPE of 0.9560.

In Fig. 17, the GMMP-NFmodel (black dots) are observed,
and the predicted data have a reasonable correlation with
expected data. For this scenario, SD is 1.9664, RMSE
is 2.30 dB and GRG-MAPE 0.9427.

For the classic models, they are observed in Fig. 20,
it is noted that the ITU-R P.1546 model behaves better
than the Okumura-Hata model for distances up to 10 km.
The Okumura-Hata model is based on measures developed
in Tokyo-Japan, and the correction for the suburban envi-
ronment was not suitable for the city of Belém-Pará. For
distances over 10 km, the Okumura-Hata model performed
better than the ITU-R P.1546 model.

The performance metrics for the Okumura-Hata model are
SD of 6.2040, RMSE of 7.38 dB, and GRG-MAPE of 0.8957
while the ITU-R P.1546model obtained SD of 6.2340, RMSE
of 5.32 dB and GRG-MAPE of 0.9176.
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TABLE 2. Comparison between models.

FIGURE 18. Comparison between measured and predicted data of
GMMP-NN Model and their errors calculated point to point for river.

Thus, it is observed that for the data on the urban route, the
GMMP-NN model obtained a better performance because it
managed to extract more knowledge from the test set than
the GMMP-NF model. However, both models perform better
than the classic models and can be applied to the measured
data. Also, the points predicted by the proposed models are
consistent with the data measured on the urban route, even
after 10 km, where the signal has an increase in amplitude,
this is due to the height of the ground, which is higher than
in other places where the other measurements were made.
In addition, the buildings are predominantly made up of
houses with a maximum of three floors.

B. RIVER ENVIRONMENT
As seen in Fig. 18, the GMMP-NN model can be applied
to the data measured on the river route, and the following
performance metrics were obtained, SD of 2.1470, RMSE of
2.13 dB, and GRG-MAPE of 0.9636.

In Fig. 19, the GMMP-NF model corresponds well to
the measured data and SD performance metrics of 1.8737,
RMSE of 1.84 dB, and the GRG-MAPE of 0.9640. It is noted
that for the river route, the GMMP-NF model showed better
performance than the GMMP-NN. However, both models
have superior performance compared to classic models.

In Fig. 21, the Okumura-Hata model and the ITU-R
P.1546 model have lower values than the measured data,
and the ITU-R P.1546 model obtained better results than
the Okumura-Hata model, as this model was developed with
data obtained from measurements that contemplate the sea
environment. However, the ITU-R P.1546 model obtained

FIGURE 19. Comparison between measured and predicted data of
GMMP-NF Model and their errors calculated point to point for river.

the RMSE at around 9 dB, a similar error observed in work
developed in [7], which was 10 dB for an environment similar
to that used in this work.

The Okumura-Hata model’s performance metrics on the
river route were: SD of 3.9338, RMSE of 16.42 dB, and
GRG-MAPE of 0.8513, while for the ITU-R P.1546 model,
they were: SD of 3.4982, RMSE of 9.15 dB, andGRG-MAPE
of 0.9061.

C. CITY-RIVER ENVIRONMENT
In Fig. 21, from 2 km to 2.5 km, the signal presents an
attenuation, which is caused by the transition from the city
to the river, in addition to the effect of recovering the sig-
nal amplitude, observed by Millington [27], which is when
the signal moves from a medium with less conductivity to
a medium with greater conductivity. These effects are not
predicted by classic models in the literature, which causes
significant errors in prediction. In contrast, the proposed
models can contemplate and predict these variations with
minor errors.

Therefore, for a mixed city-river route, the proposed mod-
els represent the general trend of the data measured with
high precision, as shown in Figs. 20 and 21 and performance
metrics. For the GMMP-NN model, the standard deviation
of 2.1346, RMSE of 2.11 dB, and GRG-MAPE of 0.9628
were obtained. For the GMMP-NF, the standard deviation
of 1.9967, RMSE is 2.06 dB, and GRG-MAPE of 0.9640.
It is noted that the GMMP-NF has a better overall behavior
than the GMMP-NN for the mixed city-river route, this is due
to the structure of the ANFIS, which is characterized as a
hybrid system, as it adds the advantages of networks neural
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FIGURE 20. Results for data in the city.

FIGURE 21. Results for data in the river.

and fuzzy logic, as well as reducing the disadvantages of
both techniques. However, the GMMP-NN and GMMP-NF
models predict the electric field satisfactorily, with values
close to the measured data.

The classic models for the mixed city-river route, on the
other hand, obtained inferior performances and cannot be
used for this type of environment. Performancemetrics for the
Okumura-Hatamodel, SD is 12.0746, RMSE is 12.59 dB, and
GRG-MAPE is 0.852.While for the ITU-R P.1546model, the
SD is 5.4775, RMSE is 8.38 dB, and GRG-MAPE is 0.8901.

VI. CONCLUSION
Dense forests and wide rivers characterize the Amazon
region. The proposal to use geometric parameters to develop
radio propagation models based on machine learning tech-

niques, such as the Artificial Neural Network and the
Neuro-Fuzzy System, was efficient and promising.

Propagation models (GMMP-NN and GMMP-NF) for
mixed city-river environments can be used to plan or improve
coverage of radio telecommunication systems for the UHF
band. The data were obtained from a campaign tomeasure the
signal’s electric field at 521 MHz, held in Belém city, in the
Amazon, Brazil.

The approach used five input parameters obtained from
the geometry of the city-river scenario: the distance between
the transmitter and the receiver, the radius of Fresnel’s first
ellipsoid, the electric field for free space, the distance only
over the river and the elevation of the terrain.

Performance assessments were made using three metrics:
SD, RMSE, andGRG-MAPE. The proposedmodels achieved
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higher performance to the classic models and are suitable for
predicting the electric field in a mixed city-river route in the
Amazon region.

For future work, it is intended to expand the relevance of
modeling using different geometric parameters to train the
GMMP-NN and GMMP-NF models, with more heteroge-
neous data from different environments and radio frequen-
cies, making the model more general, in addition to the
possibility of using other artificial intelligence.
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