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ABSTRACT This paper investigates the possibility of using visual imagery tasks, which are mental imagery
tasks that involve imagining the images of objects perceptually without seeing them, as a control paradigm
that can increase the control’s dimensionality of electroencephalography (EEG)-based brain-computer
interfaces. Specifically, we propose an EEG-based approach for decoding visually imagined objects by
using the Choi-Williams time-frequency distribution to analyze the EEG signals in the joint time-frequency
domain and extract a set of twelve time-frequency features (TFFs). The extracted TFFs are used to construct
a multi-class support vector machine classifier to decode various visually imagined objects. To validate the
performance of our proposed approach, we have recorded an EEG dataset for 16 healthy subjects while
imagining objects that belong to four different categories, namely nature (fruits and animals), decimal
digits, English alphabet (capital letters), and arrow shapes (arrows with different colors and orientations).
Moreover, we have designed two performance evaluation analyses, namely the channel-based analysis and
feature-based analysis, to quantify the impact of utilizing different groups of EEG electrodes that cover
various regions on the scalp and the effect of reducing the dimensionality of the extracted TFFs on the
performance of our proposed approach in decoding the imagined objects within each of the four categories.
The experimental results demonstrate the efficacy of our proposed approach in decoding visually imagined
objects. Particularly, the average decoding accuracies obtained for each of the four categories were as high
as 96.67%, 93.64%, 88.95%, and 92.68%.

INDEX TERMS Visual imagery, electroencephalography (EEG), time-frequency distribution,
brain-computer interface (BCI), support vector machine (SVM), pattern recognition.

I. INTRODUCTION
A brain-computer interface (BCI) is a system that analyzes
the electrophysiological signals of the brain and produces
commands that reflect the user’s mental activities [1]–[4].
Over the past two decades, researchers have developed BCI
systems for different application domains, such as assisting
individuals with severe motor-impairments [1], [5]–[7], rec-
ognizing emotional states [8], and detecting pain [9]–[11].
In this regard, various types of neuroimaging modalities
have been utilized to record brain activities and design BCI
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systems [4], such as the functional magnetic resonance imag-
ing (fMRI), positron emission tomography (PET), electroen-
cephalography (EEG), and electrocorticography (ECoG).
Among these different neuroimaging modalities, the EEG
neuroimaging modality, which records the electrical activ-
ities of the brain that are measured at the scalp [4], has
been widely employed to design BCI systems in various
application domains [4], [12]. This can be attributed to the
following factors [2], [4], [12]: (1) the noninvasive nature of
the EEG modality, (2) the high temporal resolution of the
acquired EEG signals, and (3) the relatively low cost and high
portability of the EEG acquisition devices compared with the
acquisition devices of other neuroimaging modalities.
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Recent clinical studies have indicated that mental imagery
tasks can be employed to design BCI systems that can facil-
itate the treatment of several mental disorders [13]. In this
regard, the literature indicates that the motor imagery (MI)
task, which refers to the process of imagining the movement
of a particular body-part (e.g. the hand or the foot) without
actually moving it [14], is by far the most commonly used
mental task to design EEG-based BCI systems [2], [15]–[17].
In fact, the majority of the existing MI EEG-based BCI
systems are focused on developing signal processing and
analysis techniques to distinguish between MI tasks associ-
ated with a limited number of body-parts [18]–[25], including
the right hand, left hand, right foot, left foot, and tongue.
Despite the promising results attained by the existing MI
EEG-based BCI systems in decoding MI tasks that are asso-
ciated with different body parts, these systems are capable
of producing a relatively limited control’s dimensionality.
The control’s dimensionality of a BCI system is defined as
the number of control signals that can be generated from
the BCI system, where the number of these control signals
is related to the number of imagery tasks considered by
the BCI system. This in turn can significantly reduce the
potential of utilizing these BCI systems to support real-world
applications that usually require a high number of control
signals [6], [7].

To increase the control’s dimensions of the BCI systems,
researchers have investigated the possibility of decoding
other mental imagery tasks, namely the visual imagery of
objects [2], [12], [26]–[29]. The visual imagery of an object
is a mental process that involves regenerating and main-
taining the image of the object perceptually without seeing
it [30]–[32]. This mental task has been mainly investigated
using two neuroimaging modalities [28], [33]–[39], namely
fMRI and PET. Nonetheless, several limitations, such as the
high acquisition cost, low portability, and the requirement of
the subject to sit or lay down in the scanner, might restrict
the use of these neuroimaging modalities to be only in clinics
and research labs. To alleviate these limitations, researchers
have recently started to study the possibility of using the
EEG neuroimaging modality to decode visually imagined
objects [2], [12], [40], [41]. However, decoding the visually
imagined objects by analyzing the EEG signals is a difficult
task. This is due to the inter- and intra-personal variations in
the generated brain activities during the imagination of sim-
ilar and different objects [42], [43]. Moreover, the EEG sig-
nals are nonstationary signals that have time-varying spectral
characteristics, which implies that analyzing the EEG signals
in the time-domain only or the frequency-domain only might
not be sufficient. Therefore, a joint time-frequency analysis is
required to capture the time-varying spectral characteristics
of the EEG signals [44].

In this study, we propose an EEG-based approach for
decoding a large number of visually imagined objects using a
set of time-frequency features (TFFs) that are extracted from
the Choi-Williams time-frequency distribution. Specifically,
we utilize the Choi-Williams distribution to analyze the EEG

signals in the joint time-frequency domain and capture the
time-varying spectral characteristics of the EEG signals. To
reduce the high dimensionality of the Choi-Williams distri-
bution computed for the EEG signals, a set of twelve TFFs
are extended from the time-domain and frequency-domain
to the joint time-frequency domain and extracted from the
Choi-Williams distribution computed for the EEG signals.
These TFFs are used to construct a subject-specific multi-
class support vector machine classifier to decode the visually
imagined objects.

In order to validate the performance of our proposed
approach, we have recorded a large visual imagery EEG
dataset that is collected from 16 healthy subjects while imag-
ining objects that belong to four different categories, namely
nature (fruits and animals), decimal digits, English alpha-
bet (capital letters), and arrow shapes (arrows with different
colors and orientations). For each subject, the number of
imagined objects, number of trials, and approximate total
EEG recording time are 56 objects, 440 trials, and 2.2 hours,
respectively. Moreover, we have developed two performance
evaluation analyses to assess the performance of the proposed
approach in decoding the visually imagined objects of each of
the four categories. The first performance evaluation analysis,
whichwe refer to as the channel-based analysis, quantifies the
effect of utilizing different groups of EEG electrodes, which
cover various regions of the brain, on the ability of our pro-
posed approach to distinguish between the EEG signals asso-
ciated with the visually imagined objects within each of the
four categories. The second performance evaluation analysis,
which we refer to as the feature-based analysis, quantifies the
effect of utilizing different subsets of the extracted TFFs on
the ability of our proposed approach to distinguish between
the EEG signals associated with the visually imagined objects
within each of the four categories. The results presented in
this study illustrate the capability of the proposed approach
to accurately decode the visually imagined objects within
each of the four categories in our EEG dataset. In addition,
the results obtained using the proposed approach outperform
those reported in several existing state-of-the-art approaches
in terms of the number of decoded visually imagined objects
and the achieved classification performance. These results
suggest the feasibility of using our proposed approach to
increase the control’s dimensions of EEG-based BCI systems
to better assist individuals with mental disorders. To the best
of our knowledge, this is the first study that explores the use of
the Choi-Williams distribution to analyze EEG signals in the
joint time-frequency domain for decoding visually imagined
objects.

The rest of this paper is organized as follows: In Section II,
we describe the acquired EEG dataset, time-frequency anal-
ysis of the recorded EEG signals, TFFs extracted from
the Choi-Williams distribution, decoding visually imagined
objects, and performance evaluation analyses and metrics.
In Sections III and IV, we present and discuss the results
obtained for each evaluation analysis, and we compare the
performance of our proposed approach with the performance
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of other existing approaches. Finally, the conclusion is pro-
vided in Section V.

II. MATERIALS AND METHODS
A. SUBJECTS
Sixteen healthy subjects (two females, 14 males; age
range of 18 − 26 years; mean ± standard deviation age
of 20.4± 2.1 years) with normal vision and no neurological
disorders volunteered to participate in this study. We refer
to the sixteen subjects as S1 to S16. Before participating
in the study, each subject received a thorough written and
oral explanation of the experimental procedure and signed
a written consent form. The experimental procedure of this
study was approved by the Research Ethics Committee at the
German Jordanian University and conducted according to the
principles presented in the Declaration of Helsinki.

B. STIMULI
The objects to be imagined are grouped into four categories.
The first category consists of visual stimuli related to nature.
Specifically, the first category comprises four objects, namely
a green apple, a yellow banana, a brown elephant, and a
blue bird. For each object in the first category, an image
of size 9 cm × 9 cm, resolution 2000 × 2000 pixels, and
white background was used as a visual stimulus (Fig. 1A).
These images were acquired from the Bank of Standard-
ized Stimuli (BOSS) [45]. The second category comprises
visual stimuli of the decimal digits (0 − 9). An image of
size 6.4 cm × 3.5 cm and white background was created and
used as a visual stimulus for each decimal digit. The decimal
digit within each image was typed using a black, bold, Arial
font of size 150 pt (Fig. 1B). The third category comprises
visual stimuli of the English alphabet (A − Z ). An image
of size 6.4 cm × 4.3 cm and white background was created
and used as a visual stimulus for each letter. The letter within
each image was typed in an uppercase format using a black,
bold, Arial font of size 150 pt (Fig. 1C). Finally, the fourth
category consists of visual stimuli for 16 arrows that have
four orientations, including upward, rightward, downward,
and leftward, and four colors, including white, blue, red,
and green. An image of size 5 cm × 7 cm and white back-
ground was created and used as a visual stimulus for each of
the 16 arrows (Fig. 1D). Figure 1 describes the objects within
each of the four categories and shows the image used as a
visual stimulus during the imagination of each object.

C. EXPERIMENTAL PROTOCOL
At the beginning of the experiment, each subject was seated
on a comfortable chair at a viewing distance of approximately
100 cm from a computer monitor placed on top of a desk.
The computer monitor was employed to display visual stimuli
associated with the objects presented in Fig. 1, where each
visual stimulus notifies the subject to imagine a particular
object. During the experiment, the experimenter, EEG acqui-
sition system, and recording station were located behind the
subject.

For each trial, a white screen is displayed on the monitor
for five seconds, during which the subject is asked to relax,
keep her/his eyes open, and rest her/his hands on the desk
located in front of her/him. After the relaxing period, a visual
stimulus is presented in the center of the monitor against a
white background for five seconds. During the visual stim-
ulus period, the subject is asked to carefully observe the
picture of the object presented on the screen located in front of
her/him. After that, a black screen is displayed on the monitor
to indicate the beginning of the visual imagery period. During
the visual imagery period, the subject is asked to imagine
the object presented during the visual stimulus period while
keeping her/his eyes closed [39], [46]–[49]. The duration of
the visual imagery period is eight seconds. Finally, a beep
sound is used to alert the subject about the end of the trial and
to open her/his eyes. Figure 2 shows the timing diagram for
each recorded trial.

In this study, the number of trials recorded for each subject
while imagining each individual object in categories 1, 2,
and 3 is equal to 7 trials. Furthermore, the number of tri-
als recorded for each subject while imagining each object
in category 4 is equal to 10 trials. Hence, for each sub-
ject, the total number of recorded trials is equal to 440 trials
(i.e., (7 trials × 4 objects in category 1) + (7 trials × 10
objects in category 2) + (7 trials × 26 objects in category 3)
+ (10 trials × 16 objects in category 4)). The average
duration of the experiments for each subject was approxi-
mately 6 hours divided into 3 to 4 separate recording ses-
sions that were conducted on different days. The duration of
each recording session was within the range of 1.5− 2 hours,
including the time required to mount the EEG cap and elec-
trodes on the scalp of the subject, the time needed to perform
the experiments, and the break times granted to the subject
upon her/his request during the recording session. During
each recording session, each subject was asked to immedi-
ately notify the experimenter about any fatigue or uncomfort-
able feeling so that the experimenter will immediately stop
the recording, delete the last recorded trial, and reschedule
another recording session for the subject to continue the
experiments.

D. EEG SIGNALS ACQUISITION AND PREPROCESSING
The Biosemi ActiveTwo EEG recording system (Biosemi
B.V., Amsterdam, Netherlands) was employed to record the
EEG signals at a sampling frequency of 2048 Hz. In particu-
lar, 16 Ag/AgCL active electrodes were mounted in an elastic
cap according to the international 10−20 electrode placement
system. The utilized electrodes are mounted on the scalp at
the following locations: Fp1, Fp2, F3, Fz, F4, T7, T8, C3, Cz,
C4, P3, Pz, P4, O1, Oz, and O2. These EEG electrodes are
referenced to the common mode sense (CMS)/ driven right
leg (DRL) at theC1 andC2 locations. During the recording of
each trial, the offset of each electrode was kept below 40 mV.

The recorded EEG signals were pre-processed by apply-
ing a bandpass filter with a bandwidth of 1 − 45 Hz,
re-referencing all EEG electrodes to the EEG electrode at
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FIGURE 1. The four categories of the imagined objects. (A) The first category consists of four objects, namely a green apple, a yellow banana, a brown
elephant, and a blue bird. (B) The second category comprises the decimal digits (0 − 9). (C) The third category contains the English alphabet (capital
letters (A − Z )). (D) The fourth category comprises 16 arrows that have four orientations and four colors.

position Cz [50], correcting the baseline using the last 500 ms
of the relax period within each trial [41], downsampling
the EEG signals to 256 Hz, and reducing the muscular and
ocular artifacts from the acquired EEG signals using the
automatic artifact rejection (AAR) open-source MATLAB
toolbox [51]. The EEG electrode at position Cz, which was

used for re-referencing, was eliminated from the following
analysis [41], [50].

E. TIME-FREQUENCY ANALYSIS OF THE EEG SIGNALS
The EEG signals have shown to possess time-varying spec-
tral characteristics (i.e., non-stationary signals) [52], [53].
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FIGURE 2. The timing diagram of each recorded trial.

This entails that analyzing the EEG signals in the time-only
or frequency-only domains may not be sufficient to capture
the non-stationary characteristics of the EEG signals [54].
Indeed, recent studies have indicated that the performance
of the EEG signal classification approaches that use features
that are extracted from a joint time-frequency domain out-
perform the performance of the approaches that utilize fea-
tures that are extracted from the time-only or frequency-only
domains [8], [44], [52]. In light of this, we propose to use
the Choi-Williams distribution (CWD) [55] to analyze the
EEG signals in the joint time-frequency domain. The CWD
is a time-frequency distribution that transforms the signal
from the time-domain into a joint time-frequency domain that
describes the distribution of the energy comprised within the
signal over the time and frequency domains [55], [56].

To compute the CWD of the EEG signals, we have
implemented a sliding window to divided the EEG signal
associated with each EEG channel into a set of overlapped
segments. In particular, the size of the sliding window is set
to 256 samples, which represents the length of each EEG
segment, and the overlap between any two consecutive win-
dow positions is set to 128 samples. Then, the CWD of an
EEG segment, z(t), denoted as CWDz, can be computed as
follows [44], [55]:

CWDz(t, f )=
∫
∞

−∞

∫
∞

−∞

0(θ, η)Ay(t)(θ, η)e−j2π f η−j2π tθ∂η∂θ ,

(1)

where y(t), Ay(t)(θ, η), and 0(θ, η) represent the analytic
signal computed for the EEG segment z(t), the ambiguity
function computed for y(t), and the time-frequency smooth-
ing kernel of the CWD, respectively. Specifically, the analytic
signal y(t) can be computed as follows:

y(t) = z(t)+ jH{z(t)}, (2)

where H{·} is the Hilbert transform [57]. The ambiguity
function Ay(t)(θ, η) is defined as the Fourier transform of
the auto-correlation function computed for y(t), which can be
expressed as follows [58], [59]:

Ay(t)(θ, η) =
∫
∞

−∞

y(t +
η

2
)y∗(t −

η

2
)ej2πθ t∂t, (3)

where y∗(·) is the complex conjugate of y(·). Finally,
the time-frequency smoothing kernel of the CWD can be
expressed as follows [55]:

0(θ, η) = exp
(
−
θ2η2

r2

)
, (4)

where r > 0 is a parameter that controls the amount of
smoothing applied to the cross-terms comprised in the com-
puted CWDz and its value was experimentally set to 0.5.
In this study, we have utilized the HOSA toolbox [60] to

compute the CWD of the EEG segments. Specifically, for
each EEG segment, the dimensionality of the computed CWD
is equal to τ = 256 × ω = 512, where τ and ω represent
the number of samples along the time and frequency axes,
respectively. Figure 3 presents the CWD computed for four
EEG segments that were extracted from four different trials
that were recorded for the second subject recruited in this
study while imagining the following four objects: a green
apple, digit zero, capital letter A, and Arrow1.

F. FEATURE EXTRACTION
The CWD computed for an EEG segment provides a
high-resolution time-frequency description of the spectral
variations in the EEG signals over time. Nonetheless, the
number of samples comprised within the CWD computed
for each EEG segment is larger than the number of samples
within the EEG segment. Moreover, the CWD computed for
each EEG segment contains a large number of points in the
time-frequency plane with values that are equal or very close
to zero. Therefore, it is important to extract highly discrimina-
tory features from the CWD computed for each EEG segment
to reduce the dimensionality of the CWD and build classifiers
that can accurately distinguish between the EEG segments
that are associated with different visually imagined objects.

In this study, we extract twelve time-frequency fea-
tures (TFFs) from the CWDcomputed for each EEG segment.
These features are: the sum of the logarithmic amplitudes
(F1), median absolute deviation (F2), root mean square value
(F3), inter-quartile range (F4), mean (F5), variance (F6),
skewness (F7), kurtosis (F8), flatness (F9), flux (F10), nor-
malized Renyi entropy (F11), and energy concentration (F12)
of the CWD computed for an EEG segment. Table 1 pro-
vides a mathematical description for each of the twelve TFFs
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FIGURE 3. Illustration of the computed CWD for different EEG segments. (A)-(D) represent the CWD computed for EEG segments that were extracted from
the EEG electrode mounted at position Fp2 on the scalp of the second subject while imagining a green apple, digit zero, capital letter A, and Arrow1,
respectively.

extracted from the CWD computed for each EEG segment.
The features F1 − F8 provide statistical measurements that
are extracted from the amplitude of the points in the CWD
computed for each EEG segment, while the features F8−F12
provide spectral measurements that quantify the spread of the
energy in the time-frequency plane of the CWD computed for
each EEG segment. Further details regarding the computation
procedure and interpretation of each of the aforementioned
twelve features can be found in our pervious work [5], [8].

The number of EEG segments that are extracted at each
position of the sliding window is equal to the number of the
utilized EEG channels (i.e., 15 EEG channels). Therefore, the
total number of features that are extracted at each position of
the sliding window is equal to 180 features (i.e., 15 EEG seg-
ments × 12 features per EEG segment). These TFFs, which
are extracted from the EEG segments that are associated with
a particular position of the sliding window, are grouped to
construct a feature vector.

G. CLASSIFICATION OF VISUALLY IMAGINED OBJECTS
Previous studies have indicated that different subjects have
different abilities to perform imagery tasks [12], [18], [53],
[61]. This suggests the construction of subject-specific clas-
sifiers to distinguish between the EEG signals associated with

various imagined objects [2], [6], [8], [40]. In this study,
we have implemented five classification scenarios for each
subject. The first, second, third, fourth, and fifth classification
scenarios aim to construct classifiers that can distinguish
between the EEG signals associated with the objects in cate-
gory 1, category 2, category 3, category 4, and all combined
categories, respectively. In particular, we utilized the feature
vectors that are extracted from the trials of each subject to
build and train a multi-class support vector machine (SVM)
classifier with the Gaussian radial basis function (RBF) ker-
nel [62] for each one of the five classification scenarios.

The reasons behind using a multi-class SVM classifier are
summarized in two folds: (1) The majority of the previous
studies that investigated the decoding of visually imagined
objects by analyzing the EEG signals, such as the stud-
ies presented in [2], [12], [40], [41], have utilized SVM
classifiers to decode the visually imagined objects. Hence,
the use of the SVM classifier can facilitate the comparison
between the performance of our proposed approach and the
performance reported in these previous studies as described
in section IV. (2) Previous studies have shown that utilizing
the SVM classifier with RBF kernel can be more effec-
tive than generative models for supervised learning prob-
lems [63]. Moreover, using the SVM classifier with RBF
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TABLE 1. The twelve TFFs extracted from the CWD computed for each EEG segment.

kernel can achieve better performance and generalization
comparedwith other state-of-the-art classifiers, such as Naive
Bayes, k-nearest neighbors (k-NN), and neural networks [52],
[64]. In addition, many previous EEG-based studies that were
focused on decoding imagery tasks have indicated that the
classification performance obtained using the SVM classifier
outperforms the classification performance achieved by other
classifiers, such as linear discriminant analysis (LDA) and
linear regression (LR) [65], [66].

A one-against-one voting scheme [67], [68] is employed
to implement the multi-class SVM classifier for each subject,
in which a set of n(n − 1)/2 binary SVM classifiers are
trained to construct a n-class SVM classifier. In this study,
n is equal to 4, 10, 26, 16, and 56 for the first, second,
third, fourth, and fifth classification scenarios, respectively.
Moreover, a grid-based search is performed to tune the
parameters of the constructed multi-class SVM classifiers
for each subject and each classification scenario, including
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the regularization parameter (C) and the kernel parameter
(γ ). In particular, we perform a grid-based search along
two directions to determine the values of γ and C for each
multi-class SVM classifier. In the first direction, we var-
ied the value of the parameter γ to the following range:
{0.0001, 0.001, 0.01, 0.1, 0.5, 1, 1.5, 5, 10}. Furthermore,
in the second direction, we varied the value of the param-
eter C in the following range: {0.01, 0.5, 1, 5, 10, 50, 70}.
For each subject and each classification scenario, the tuned
parameters of the SVM model are selected as the val-
ues of γ and C that maximize the average classification
accuracy [69].

A ten-fold cross-validation procedure is employed to train
and test the multi-class SVM classifiers which are con-
structed for each subject and each classification scenario [8],
[66], [70]. Specifically, for a particular subject and classifi-
cation scenario, 90% of the feature vectors associated with
the objects are randomly selected and used for training, while
the remaining 10% of the feature vectors are used for testing.
The aforementioned ten-fold cross-validation procedure is
repeated ten times, and the overall classification performance
is computed for each subject and each classification scenario
by averaging the results obtained from each repetition [5], [6].

H. PERFORMANCE EVALUATION ANALYSES AND METRICS
In this section, we describe the implementation of two
performance evaluation analyses, namely the channel- and
feature-based analyses, that investigate the effect of the uti-
lized EEG channels and TFFs on the performance of each of
the five classification scenarios.We also provide a description
of the performance evaluation metrics used to quantify the
classification performance obtained based on each evaluation
analyses for each of the five classification scenarios.

1) CHANNEL-BASED PERFORMANCE EVALUATION
ANALYSIS (CBA)
The objective of the CBA is to investigate the effect of the
utilized EEG electrodes on the accuracy of distinguishing
between the EEG signals that are associated with differ-
ent visually imagined objects. To implement this analysis,
we have constructed ten different groups of EEG electrodes
that cover various regions of the brain. Then, for each subject,
we have utilized the EEG electrodes comprised within each
of the ten groups to extract the feature vectors from the
EEG segments at each window position and perform the five
classification scenarios described in subsection II-G. Table 2
describes each of the ten groups of electrodes along with the
dimensionality of the feature vectors extracted from the EEG
electrodes comprised within each group.

2) FEATURE-BASED PERFORMANCE EVALUATION ANALYSIS
(FBA)
The objective of the FBA is to study the effect of reducing
the number of TFFs, which are extracted from the EEG seg-
ments at each position of the sliding window, on the accuracy
of decoding the different visually imagined objects. In this

analysis, we utilize the minimum redundancy maximum rel-
evance (mRMR) feature selection approach [71] to reduce
the dimensionality of the feature vectors extracted from the
group of EEG electrodes that achieved the best classifica-
tion performance in the CBA. The mRMR feature selection
approach uses the mutual information to select a subset of
the TFFs that have the maximum correlation (i.e., relevance)
with a particular imagined object and the minimum corre-
lation (i.e., redundancy) between the selected features. The
selected TFFs are ranked in descending order according to
the minimum-redundancy maximum-relevance basis [71].

To implement the FBA, the mRMR approach was applied
for each subject and each classification scenario to generate
five different subsets of feature vectors, namely subset 1,
subset 2, subset 3, subset 4, and subset 5. In particular, the
first, second, third, fourth, and fifth subsets of feature vectors
comprise the selected highest-ranking 5%, 10%, 25%, 50%,
and 75% of the TFFs extracted from the EEG electrodes of
G10, respectively. Finally, the performance of each classi-
fication scenario is assessed using each of the five subsets
of feature vectors to determine the impact of reducing the
number of features on the accuracy of decoding the visually
imagined objects.

3) PERFORMANCE EVALUATION METRICS
For each performance evaluation analysis, the average clas-
sification performance is computed across the ten train-test
repetitions (i.e., the ten repetitions of the ten-fold cross-
validation procedure) in terms of two standard evaluation
metrics, namely the average classification accuracy (CA) and
average F1−Score (F1). In particular, the average CA and F1
values are computed for each subject and each classification
scenario across the ten train-test repetitions as follows [72]:

CA =
1
K

∑K

k=1

( ∑L
l=1 tpl

no. of testing samples in the fold k

)
×100%,

(17)

F1=
1
K

(
1
L

∑L

l=1

(
2×

(REl,k×PRl,k )
(REl,k+PRl,k )

))
× 100%, (18)

where K = 10 represents the number of repetitions of the
ten-fold cross-validation procedure, L represents the number
of objects associated with a particular classification scenario,
tpl represents the number of true positive samples that belong
to object l within a specific classification scenario, REl,k and
PRl,k are the recall and precision of class l computed for the
testing fold k , respectively. After that, for each classification
scenario, we compute the mean ± standard deviation values
of the average CAs and F1 − Scores over the 16 subjects and
report these results in the next section.

III. EXPERIMENTAL RESULTS
A. RESULTS OF THE CBA
Table 3 shows the average CA and F1 values computed for
each of the five classification scenarios and each of the
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TABLE 2. The groups of the EEG electrodes considered in the CBA.

TABLE 3. The results of the CBA. The highest average CA and F1 values obtained for each classification scenario are highlighted using bold font. STD
represents the standard deviation.

ten different groups of EEG electrodes, which are depicted
in 2. The CA and F1 values presented in Table 3 are com-
puted over all subjects and all objects within each clas-
sification scenario. In particular, for G1, the average CA
and F1 values computed for each of the five classification
scenarios based on the TFFs extracted from the EEG elec-
trodes comprised in subgroup 2, which cover the frontal
pole region of the brain, are substantially higher than the

average CA and F1 values obtained based on the TFFs
extracted from the EEG electrodes comprised within each
of the other five different subgroups of G1. Specifically,
using subgroup 2, the average CA/F1 values achieved for the
first, second, third, fourth, and fifth classification scenarios
were 90.06%/89.60%, 77.44%/76.94%, 66.87%/66.01%,
71.83%/71.32%, and 59.22%/58.16%, respectively. More-
over, the results presented in Table 3 show that the average
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CA and F1 values computed for each of the five classifica-
tion scenarios based on the TFFs extracted from the EEG
electrodes of subgroup 1, subgroup 3, and subgroup 4 are
relatively close to each other and are higher than the average
CA and F1 values obtained based on using the TFFs extracted
from the EEG electrodes of subgroup 5 and subgroup 6.

The average CA and F1 values computed for each of the
five classification scenarios based on the TFFs extracted
from the EEG electrodes comprised in G2, which cov-
ers the frontal pole and frontal regions of the brain, are
higher than the average CA and F1 values obtained based
on the TFFs extracted from the EEG electrodes comprised
within each of the six different subgroups of G1. Specifi-
cally, using G2, the average CA/F1 values achieved for the
first, second, third, fourth, and fifth classification scenarios
were 92.80%/92.33%, 84.08%/83.56%, 78.69%/77.96%,
83.81%/83.47%, and 74.44%/73.44%, respectively. Simi-
larly, for each of the five classification scenarios, using the
TFFs extracted from the EEG electrodes in G3, which cover
the temporal and occipital regions of the brain, achieved
an average CA and F1 values that are substantially higher
than the average CA and F1 values achieved using the TFFs
extracted from the EEG electrodes of subgroup 4 and sub-
group 6, which cover the temporal region of the brain and the
occipital region of the brain, respectively.

Table 3 also shows that using the TFFs extracted from the
EEG electrodes of G4, which cover the frontal pole, frontal,
and parietal regions of the brain, achieved an average CA
and F1 values that are slightly higher than the average CA
and F1 values achieved using the TFFs extracted from the
EEG electrodes of G2, which cover only the frontal pole and
frontal regions of the brain. Furthermore, using the TFFs
extracted from the EEG electrodes of G5, which cover the
temporal, parietal, and occipital regions of the brain, achieved
an average CA and F1 values that are higher than the average
CA and F1 values achieved using the TFFs extracted from
the EEG electrodes of G3, which cover the temporal and
occipital regions of the brain. In addition, the average CA
and F1 values obtained for each classification scenario using
the TFFs extracted from the EEG electrodes of G6, which
cover the frontal pole, frontal, temporal, and parietal regions
of the brain, are substantially higher than the average CA
and F1 values obtained using the TFFs extracted from the
EEG electrodes of G5, which cover the temporal, parietal,
and occipital regions of the brain. Moreover, the average CA
and F1 values obtained for each classification scenario using
the TFFs extracted from the EEG electrodes of G7, which
cover the central, temporal, parietal, and occipital regions of
the brain, outperform the average CA and F1 values obtained
using the TFFs extracted from the EEG electrodes of G5,
which cover the temporal, parietal, and occipital regions of
the brain. At the same time, the average CA and F1 values
obtained using the TFFs extracted from the EEG electrodes of
G6 outperform the average CA and F1 values obtained using
the TFFs extracted from the EEG electrodes of G7.

The average CA and F1 values computed for each classi-
fication scenario based on the TFFs extracted from the EEG
electrodes of G8, which cover the frontal pole, frontal, pari-
etal, and occipital regions of the brain, are slightly lower than
the average CA and F1 values obtained for each classification
scenario using the TFFs extracted from the EEG electrodes
of G6, which cover the frontal pole, frontal, temporal, and
parietal regions of the brain. In addition, for each classifica-
tion scenario, the average CA and F1 values obtained using
the TFFs extracted from the EEG electrodes of G9, which
cover the frontal pole, frontal, temporal, parietal, and occip-
ital regions of the brain, outperform the average CA and F1
values obtained using G7, which overs the central, temporal,
parietal, and occipital regions of the brain, and the average
CA and F1 values obtained usingG8, which covers the frontal
pole, frontal, parietal, and occipital regions of the brain.

Finally, the best classification performance was achieved
using the TFFs extracted from the EEG electrodes of G10,
which cover the central, frontal pole, frontal, temporal,
parietal, and occipital regions of the brain. In particular,
using G10, the average CA/F1 values achieved for the
first, second, third, fourth, and fifth classification scenarios
were 95.73%/95.57%, 88.21%/87.64%, 83.59%/82.95%,
87.68%/87.42%, and 81.57%/80.82%, respectively.

To compare the performance results of the proposed
approach obtained using G10 and the performance results
obtained using the other groups of EEG electrodes, we have
conducted paired t-tests with significance level of 0.05 that
compare the classification accuracies obtained for the five
classification scenarios using the TFFs extracted from the
EEG electrodes of G10 with the classification accuracies
obtained for the five classification scenarios using the TFFs
extracted from the EEG electrodes ofG9,G8,G7,G6,G5,G4,
G3, G2, and subgroup 2 in G1, respectively. The computed
p values for G10 versus G9, G8, G7, G6, G5, G4, G3, G2,
and subgroup 2 in G1 were 0.0029, 0.0013, 0.0024, 0.0022,
0.0085, 00099, 0.0036, 0.0056, and 0.0073, respectively. The
calculated p values demonstrate that the classification perfor-
mance obtained using the EEG electrodes ofG10 outperforms
significantly the classification performance obtained using
the other groups of EEG electrodes.

B. RESULTS OF THE FBA
The results of the CBA, which are shown in Table 3, indicate
that using all the TFFs that are extracted from the EEG
electrodes ofG10 achieved the best average CA and F1 values
for all the classification scenarios. Therefore, in this subsec-
tion, we have selected G10, which comprises all the EEG
electrodes, to perform the FBA. The dimensionality of the
feature vectors comprised in the first, second, third, fourth,
and fifth subsets of feature vectors are equal to 9, 18, 45, 90,
and 135, respectively. Table 4 presents the averageCA and F1
values computed for each of the five classification scenarios
and each of the five different subsets of feature vectors that
are extracted from the EEG electrodes of G10.
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TABLE 4. The results of the FBA. The highest average CA and F1 values obtained for each classification scenario are highlighted using bold font. STD
represents the standard deviation.

TABLE 5. The selected values of the parameters γ and C for the SVM
classifiers constructed for each subject and each classification scenario
by using subset 3.

The results presented in Table 4 show that, for all the classi-
fication scenarios, the highest averageCA and F1 values were
achieved using subset 3, which consists of the highest-ranking
25% of the TFFs. Specifically, using the highest-ranking 25%
of the TFFs, the average CA/F1 values achieved for the
first, second, third, fourth, and fifth classification scenarios
were 96.67%/96.37%, 93.64%/93.31%, 88.95%/88.41%,
92.68%/92.28% and 85.22%/84.52%, respectively. Table 5
shows the selected values of the parameters γ and C ,
which are obtained using the grid-based search described in
section II-G, for the SVM classifiers that are constructed for
each subject and each classification scenario based on using
the TFFs of subset 3.

To compare the classification results of the proposed
approach that are obtained using subset 3 and the results
obtained using the other subsets of TFFs, we have conducted
paired t-tests with significance level of 0.05 to compare the
classification accuracies obtained for the five classification
scenarios using subset 3 of the TFFs with the classification
accuracies obtained for the five classification scenarios using
the TFFs of subset 5, subset 4, subset 2, and subset 1, respec-
tively. The computed p values for subset 3 versus subset 5,
subset 4, subset 2, and subset 1 were 0.0040, 0.0301, 0.0174,
and 0.00026, respectively. The calculated p values demon-
strate that the classification performance obtained using sub-
set 3 of the TFFs outperforms significantly the classification
performance obtained using the other four subsets of TFFs.

Figure 4 shows the average CA values and the correspond-
ing standard deviation values computed for each subject and

each classification scenario using subset 3. Table 6 shows
the lowest and highest CA values computed for each of
the five classification scenarios using subset 3 along with
the subjects associated with these CA values. The results
presented in Fig. 4 and Table 6 indicate that the CA values
computed for each subject using subset 3 are substantially
higher than the random classification rates associatedwith the
five classification scenarios, where the random classification
rates of the first, second, third, fourth, and fifth classification
scenarios are equal to 25%, 10%, 3.8%, 6.25%, and 1.78%,
respectively.

To assess the importance of each of the twelve TFFs, for
each subject, we have computed the ratio between the number
of times a particular TFF was selected for inclusion in each
of the five subsets of feature vectors to the dimensionality of
the feature vectors comprised within each of the five subsets
of feature vectors. Then, for each classification scenario and
each subset of feature vectors, the computed selection ratios
of each TFF are averaged over all subjects. Table 7 pro-
vides the average selection ratio of each of the twelve TFFs
computed for each classification scenario and each subset of
feature vectors. The results presented in Table 7 show that,
for each classification scenario, the use of subset 3 yielded an
average selection ratio that is greater than zero for each of the
twelve TFFs. In fact, subset 3 consists of the highest-ranking
25% of the TFFs extracted from the EEG electrodes in G10.
Therefore, having an average selection ratio that is strictly
larger than zero for each of the twelve TFFs implies that each
of the twelve TFFs, which is extracted from at least one of
the EEG electrodes in G10, is included in subset 3. These
results indicate that different TFFs, which are extracted from
various EEG electrodes, can capture different characteristics
of various visually imagined objects.

Moreover, using subset 3, the average selection ratios com-
puted for each classification scenario, which are provided
in Table 7, explicate that the TFFs F1, F3, and F11 have
the highest average selection ratios compared with the other
TFFs. This is due to the important characteristics captured by
these three TFFs. Specifically, F1, which is the sum of the
logarithmic amplitudes, is a spectral moment-related feature
that can quantify the nonlinearity of the energy distribution
in the time-frequency plane of the CWD computed for an
EEG segment [5], [8], [73]. In addition, F3, which is the root
mean square value, quantifies the variations of the energy
distribution in the time-frequency plane of the CWD com-
puted for an EEG segment [5], [8]. Finally, F11, which is
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FIGURE 4. The CA values computed for each subject and each classification scenario using subset 3 of the feature vectors, which consists of the
highest-ranking 25% of the TFFs extracted from the EEG electrodes in G10. The black vertical bars represent the standard deviation in the CA values.

TABLE 6. The lowest and highest CA values computed for each of the five classification scenarios using subset 3 along with the subjects associated with
these CA values.

the normalized Renyi entropy, characterizes the regularity of
the energy spread in the time-frequency plane of the CWD
computed for an EEG segment [5], [8], [44], [74].

C. RUNTIME OF THE PROPOSED APPROACH
The proposed approach was implemented on a workstation
with a 3.5-GHz Intel Xeon Processor (Intel Corporation,
Santa Clara, CA, USA) and 8 GB memory. We provide
the runtime of our proposed approach computed for the
configuration that yielded the best classification results.
In particular, the best classification results were obtained
using the EEG electrodes comprised in G10, which contains
15 EEG electrodes, and subset 3 of the TFFs, which contains
the highest-ranking 25% of the features (i.e., 45 TFFs).

The average ± standard deviation time required to train
the multi-class SVM classifier constructed for the first, sec-
ond, third, fourth, and fifth classification scenarios computed
across the 16 subjects is equal to 12.79±1.36 s, 88.56±6.38 s,
1048.31±135.06 s, 488.79±26.03 s, and 5298.74±653.25 s,
respectively.

Despite the relatively long time required during the training
process, we only need to learn the multi-class SVM models
offline and then identify the testing samples online. Specifi-
cally, the average± standard deviation time required to com-
pute the CWD of the EEG signal associated with a particular
EEG electrode at a particular window position computed
across the 16 subjects is equal to 4.55± 1.8 ms. Hence, the
average time required to compute the CWD for the EEG
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TABLE 7. The average selection ratio (%) of each of the twelve TFFs computed for each classification scenario and each subset of feature vectors.

signals associated with the 15 EEG electrodes com-
prised within G10 is equal to 68.25 ms (i.e., 4.55 ms ×
15 electrodes). Moreover, the average ± standard deviation
time required to compute the 45 TFFs within subset 3 for
the EEG signals at a particular window position computed
across the 16 subjects is equal to 118.3 ± 3.62 ms. Finally,
the average ± standard deviation time required to classify
each feature vector computed across the 16 subjects is equal
to 0.23± 0.04 ms. In light of this, the average time required
to compute the CWD, extract the TFFs, and recognize the
class of the imagined object is equal to 186.78 ms, which
is less than the duration of the employed sliding window
(i.e., 1000 ms). This suggests the feasibility of utilizing our
proposed approach to develop real-world BCI systems.

IV. DISCUSSION
In this study, we explored the potential of decoding visually
imagined objects using TFFs that are extracted from theCWD
computed from the EEG signals. The performance of our pro-
posed approach was evaluated using EEG signals that were
recorded for 16 healthy subjects while imagining 56 different
objects that are arranged into four categories, as described
in Fig. 1. The results presented in section III demonstrate
the capability of our proposed CWD-based approach to accu-
rately decode the visually imagined objects comprised in each
of the four categories.

A. RESULTS OF THE CBA AND FBA
The results of the CBA, which are presented in section III-A,
show that the CA and F1 values computed for the EEG
groups comprising EEG electrodes that cover the frontal pole,

frontal, temporal, and parietal regions of the brain, such asG6,
G9, and G10, are higher than the CA and F1 values computed
for the other EEG groups. Moreover, Table 3 shows that the
EEG groups containing EEG electrodes that cover the occipi-
tal region in addition to the frontal pole, frontal, temporal, and
parietal regions of the brain, such as G9 and G10, achieved
CA and F1 values that are higher than the other EEG groups.
In addition, the increase in the classification performance
obtained forG7 andG10 in comparison with the classification
performance obtained for G5 and G9, respectively, suggests
that the presence of the central region can slightly increase
the classification performance. This can be attributed to the
influence of the volume conductor on the EEG signals [75],
in which the electrical potentials generated within a particular
region of the brain are spatially disseminated to other regions
and recorded by the sparsely distributed electrodes on the
scalp [5], [75].

It is worth to mention that the results of the CBA, which
are presented in section III-A, are compliant with the findings
reported in previous studies related to visual imagery [37],
[76] which have shown that the frontal pole, frontal, temporal,
parietal and occipital regions are highly active during the
performance of visual imagery task. This in turn justifies the
highCA values achieved for each classification scenario using
G10 compared with the CA values obtained using the other
EEG groups which cover subsets of the brain regions in G10.
Specifically, Table 3 shows that the highest CA and F1 values
computed for each of the five classification scenarios were
archived usingG10, which consists of 15 EEG electrodes that
cover the central, frontal pole, frontal, temporal, parietal, and
occipital regions of the brain.
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The results of the FBA, which are provided in Table 4,
indicate that using a subset of the TFFs extracted from the
EEG electrodes in G10 can substantially enhance the classifi-
cation performance obtained for each classification scenario
compared with the classification performance obtained using
all the TFFs extracted from the EEG electrodes inG10, which
are presented in Table 3. In particular, Table 3 and Table 4
show that the CA values obtained for each classification
scenario using subset 3, which consists of the highest-ranking
25% of the TFFs extracted from the EEG electrodes in G10,
are higher than the CA values obtained for each classification
scenario using all the TFFs extracted from the EEG electrodes
in G10. This can be attributed to the fact that several TFFs
that are extracted from different EEG electrodes may com-
prise redundant and unrelated information [8]. This in turn
can increase the similarity between the feature vectors that
are extracted from the EEG signals associated with various
visually imagined objects, which can degrade the classifi-
cation performance. Moreover, the CA values presented in
Fig. 4, which were obtained using the third subset of feature
vectors, show a variation in the computed CA values among
different subjects for the same classification scenario. In
fact, this variation in the performance achieved by different
subjects is widely known in the literature and commonly
referred to as ‘‘BCI literacy’’ [77], [78]. Such a variation
can be attributed to the fact that different subjects have
different capabilities of performing various mental imagery
tasks [18], [53], [61].

B. COMPARISON WITH OTHER EXISTING APPROACHES
Literature reveals that the visual imagery of objects has been
mainly investigated using two neuroimaging modalities [28],
[33]–[39], namely fMRI and PET. Several limitations, such as
the high acquisition cost, low portability, and the requirement
of the subject to sit or lay down in the scanner, might limit the
wide use of these neuroimaging modalities in visual imagery
research labs. Recently, several studies have demonstrated the
possibility of decoding visually imagined objects using the
EEG neuroimaging modality. For example, Bovrov et al. [40]
recorded the EEG signals using two different EEG acquisition
systems, namely the Emotiv (14 electrodes) and ActiCap
(32 electrodes) systems, for seven healthy subjects while
imagining two types of objects, namely faces and houses. For
each subject, the acquired EEG signals were used to construct
a Bayesian classifier to decode the type of the imagined
object. The average CA values computed across all subjects
based on using the Emotiv and ActiCap EEG acquisition sys-
tems were 48% and 54%, respectively. In another study, Esfa-
hani and Sundararajan [12] acquired the EEG signals using
the Emotiv EEG acquisition system (14 electrodes) for ten
healthy subjects while imagining the shape of five geometric
objects. The recorded EEG signals were analyzed using the
independent component analysis (ICA) and Hilbert-Huang
transform (HHT) to extract a set of spectra-based features
from the EEG signals. For each subject, the extracted features

were used to construct five pair-wise linear discriminant clas-
sifiers, where each classifier is associated with one of the five
objects. The average CA value computed across all subjects
and all objects was 44.6%. Kosmyna et al. [2] recorded the
EEG signals using the 2g.tec USBAmp EEG acquisition sys-
tem (36 electrodes) for 26 healthy subjects while imagining
two objects: a hammer and a daisy flower. For each subject,
the acquired EEG signals were used to construct a spectrally
weighted common spatial patterns classifier to decode the
imagined object. The average CA value computed across all
subjects was 55.9%. In a recent study by Wang et al. [41],
EEG signals were recorded using the actiCHamp Brain Prod-
ucts EEG acquisition system (17 electrodes) for 14 healthy
subjects while observing five lowercase letters, including
‘‘a’’, ‘‘e’’, ‘‘i’’, ‘‘o’’, and ‘‘t’’. For each subject, the phase and
power data were extracted from the EEG signals and used to
construct a multi-class SVM classier to decode the observed
letters. The highest average CA value computed across all
subjects and all letters was 46.61%.

The work presented in the current study provides three
improvements over the approaches described in [2], [12],
[40], [41]. First, our proposed approach used a multi-class
SVM classifier to discriminate between the visually imagined
objects in each of the five classification scenarios, while the
approaches presented in [2], [12], [40] utilize binary SVM
classifiers to distinguish between individual pairs of visually
imagined objects. In this vein, researchers have indicated that
decoding various mental tasks using multi-class classifica-
tion methods is more difficult that decoding a pair of men-
tal tasks [7]. Moreover, the use of multi-class classification
methods to decode visually imagined objects can be exploited
to advance the BCI technology by using visual imagery as
a control paradigm to increase the control dimensionality of
EEG-based BCI systems. Additionally, the use of multi-class
classification methods to decode the EEG signals recorded
for the subjects while imagining digits and letters can facili-
tate the design of human-computer interfaces that can assist
individuals with severe motor and/or lingual impairments.
Second, the CA values presented in our study were obtained
using 15 EEG electrodes compared with the best CA values
reported in the studies [2], [40], [41] which were obtained
using 32, 36, and 17 electrodes, respectively. This illustrates
the effectiveness of the TFFs, which are extracted from
the CWD computed for EEG segments, in characterizing
object-related information to achieve high CA values. Third,
to the best of our knowledge, this is the first study that
investigates the feasibility of classifying 56 different visually
imagined objects. The large number of objects considered in
the current study increases the difficulty of designing accurate
classifiers compared with the aforementioned approaches
which considered the problem of classifying two objects,
as described in [2], [40], and five objects, as described in [12],
[41]. Therefore, our proposed approach has the potential
to increase the control dimensionality of EEG-based BCI
systems.
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C. LIMITATIONS AND FUTURE WORK
Despite the promising results achieved using our proposed
approach in distinguishing between the EEG signals associ-
ated with various visually imagined objects, we are planning
to investigate several research directions that can enhance
the accuracy and applicability of our proposed approach.
Particularly, we are planning to explore the following future
research directions:

(1) Although the runtime of our proposed approach is
less than the time range of the employed sliding window,
we believe that there is still a room to improve the runtime
of the proposed approach using parallel computing technol-
ogy, which allows the utilization of our approach in various
real-time BCI applications.

(2) Our proposed approach utilizes 12 handcrafted TFFs
that are extracted from the CWD computed for the EEG
signals. In spite of the promising results achieved using
these TFFs, the process of designing salient features that
can be used to decode different imagery tasks is consid-
ered challenging. Motivated by the recent promising results
attained in analyzing physiological signals using deep learn-
ing approaches [79], [80], we are planning in the future to
explore the use of deep learning methods to learn latent
features from the CWD computed for the EEG signals to
alleviate the need to manually design the features and to
enhance the accuracy of decoding visually imagined objects.

(3) The CWD computed for the EEG signals comprises
many values that are equal or close to zero. As a conse-
quence, this increases the dimensionality of the computed
CWD-based time-frequency representation of the EEG sig-
nals, which in turn can increase the computational time of
the proposed approach. Recently, researchers have investi-
gated the possibility of using sparse representation classifica-
tion (SRC) methods to concisely represent multi-dimensional
data, such as the CWD computed for the EEG signals, and
extract valuable information from the data [81]. For example,
Jin et al. [82] proposed a sparse Bayesian extreme learn-
ing machine classification method to efficiently decode MI
tasks. Motivated by the promising results depicted in [82],
[83], we intend to investigate the possibility of employing
SRC methods to reduce the complexity of our proposed
CWD-based approach and enhance the decoding accuracy of
visually imagined objects.

(4) As described in section II-B, the size of the images,
which are used as visual stimuli, are varied across the four
categories. However, for each group, all images were config-
ured to have the same size, where the selected size ensures
that the object in the image appears clearly. As part of our
future studies, we plan to investigate the impact of the size
of the images used as visual stimuli on the conducted visual
imagery experiments and the performance of decoding visu-
ally imagined objects.

(5) The EEG dataset employed in the current study com-
prises four object categories. To further investigate the rela-
tionship between the performance of the proposed approach
and the number of classes and categories, we plan to acquire

a large-scale EEG dataset that comprises more object cate-
gories and more objects within each category. In addition,
we plan to investigate the potential of using hierarchical
classification schemes [5], [6] to identify the category of
the object at one level of the classification hierarchy and
the class of the object at another level. Such a hierarchical
classification scheme can simplify the classification problem
and enable accurate classification between a higher number
of categories and more objects inside each category.

(6) The groups of EEG channels that are used in the CBA,
which are depicted in Table 2, were manually created based
on neurophysiologic knowledge. Recently, researchers have
investigated methodologies to automatically select the most
relevant channels to improve classification performance [84],
[85]. Inspired by promising results reported in these studies,
we plan in the future to investigate the possibility of applying
various channel selection algorithms to eliminate redundant
information encapsulated within the EEG channels, reduce
the complexity of the extracted TFFs, and improve the accu-
racy of decoding visually imagined objects.

V. CONCLUSION
This study explored the feasibility of using the visual imagery
task as a control paradigm to increase the control’s dimen-
sions of EEG-based BCI systems. In particular, we have
introduced a new EEG-based approach for decoding visually
imagined objects that utilizes the CWD to analyze the EEG
signals in the joint time-frequency domain and extract a set
of twelve novel TFFs. The extracted TFFs were used to
build a subject-specific multi-class SVM classifier to decode
visually imagined objects. To validate the performance of the
proposed approach, we have recorded a large EEG dataset
that comprises a wide range of visually imagined objects.
The recorded EEG dataset was employed to conduct two
performance evaluation analyses to evaluate the capability of
our proposed approach to decode different visually imagined
objects. The experimental results presented in the current
study demonstrate the capability of our proposed approach to
accurately decode visually imagined objects based on EEG
signal analysis.
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