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ABSTRACT The motion behaviors of copepods has important scientific research value and there is very
little research on recognition of their motion behaviors simultaneously. Recognition of the basic motion
behaviors of copepods using deep learning methods can greatly reduce the time cost of distinguishing and
statistics, as well as achieve the purpose of improving efficiency. Based on the characteristics of motion of
copepods that bring challenges to the extraction of motion fragments from raw video and the establishment
of data set, such as instantaneous moving, static status most time, small-scale and high-frequency, this article
propose an improved Camshift algorithm for detection of moving targets to overcome these challenges and
establish the motion behaviors image acquisition system and a standard data set of motion behaviors, which
provides the experience and methods of marine zooplankton behaviors database. Finally, the LRCN network
that combines the advantages of CNN and LSTM is adopted to study the impacts of different factors on
the model performance, such as the number of frames of sample, preprocessing operations and sample
dimensions. Experimental results show that the LRCN network has excellent potential in classification of
motion behaviors of copepods, when the number of frames of sample reaches 7, the precison rate, recall rate,
f1-score are 0.96, 0.95, 0.95, respectively. In addition, the rise in number of frames and preprocessing has a
positive effect on the recognition, the 4D samples (image sequence) is more suitable for the LRCN model
than 3D samples (trajectory image).

INDEX TERMS Copepods, motion behaviors, data set, deep learning, LRCN network.

I. INTRODUCTION
Nowadays, the studies and applications of deep learning
in marine zooplankton mostly stay in the field of image
recognition of species, and there is little research on their
behavior recognition. Meanwhile, the research subjects of
behavior recognition mainly focus on humans or large live-
stock [1]–[6]. The algorithms of behavior recognition are
divided into two schools: machine learning and deep learning.
Machine learning algorithms locate and describe the key
points such as Haar-like, Hog, LBP, SIFT, etc., pre-process
and cluster the features, and achieve the purpose of classi-
fication [7]–[13]. Deep learning methods have an end-to-end
extraction of features from raw data for classification, mainly
include 3D CNN, RNN, LSTM and other deep neural net-
works [14]–[17]. Due to the continuous efforts of researchers
and the improvement of computational capacity of computer,
deep learning algorithms have become more mature and
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gained fast proliferation from the field of behavior recog-
nition. In deep learning algorithm, the most famous is the
CNN network and the researchers have improved the CNN to
the 3D-CNN or three-stream CNNs to recognize behaviors
and obtained good results [18], [19]. In 1997, Hochreiter
and Schmidhuber [20] proposed the long short-term memory
network (LSTM) that belongs to the time loop network. It is
suitable for sequence data and widely used to process speech,
text, images, and video [21]. Peng et al. [22] constructed a
Recurrent Neural Network (RNN) composed of a Long Short
Term Memory (LSTM) unit for the data of Inertial Measure-
ment Unit (IMU) to classify seven cattle behavior patterns,
results show that the LSTM-RNN model had better classi-
fication capacity than the CNN model, especially in social
behaviors and mobility. Majd and Safabakhsh [23] proposed
a deep network based the LSTM unit called C2LSTM that
utilize convolution and corresponding operators to analysis
the spatial and motion structure of video sequence, as well as
applied the deep network for classification of human behavior
patterns. According to the experiment of the two classical
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benchmarks: UCF101 and HMDB51, the results show that
C2LSTM can acquire effectively spatial features and time
dependencies.

The Long TermRecurrent Convolutional Network (LRCN)
model combines the advantages of CNN model and LSTM
model and is widely used in video description, behav-
ior recognition and image recognition [24]. The single-
value prediction and sequence output capabilities of LRCN
networks can handle single-frame or video sequences.
Gautam et al. [25] utilized the LRCNnetwork based on trans-
fer learning calledMyoNet to classify the lower limbmotions
and forecast the knee angle simultaneously. Bhuvaneshwari
and Manjunathan [26] resorted to the LRCN algorithm to
classify different gesture images. Kim et al. [27] optimized
the LRCN model to prevent nuclear power plant from mili-
tary or violent invasion by identifying five types of intruder
behavior patterns.

The training basis of motion behaviors recognition of
copepods is the establishment of data set, which depends
on the detection of motion and preprocessing. The general
preprocessing flow of behavior data set includes background
subtraction, Gaussian blur, morphological operations, down-
sampling, etc. To solve the problem of motion detection,
a more robust tracking system that combines Camshift and
Optical flow is usually be adopted by researchers. Mean-
while, the Gaussian mixture model is a common method to
build a visual surveillance system that model each pixel as
a GMM model, and an online approximation method are
applied to update the system parameters to track moving
targets.

As the analysis of the literature mentioned above,
we intend to design a system can identify and track multiple
objects of interest through the method of Camshift that are
suitable for relative still environments, and establish a motion
behaviors data set after fully considering the uniqueness of
zooplankton motion. In addition, through summarizing the
experience of previous study, the LRCN network is used for
classification of 5 motion behavior patterns of copepods.

II. MOTION BEHAVIORS AND DATA ACQUISITION
A. BIOLOGICAL SAMPLES AND DEFINITIONS OF MOTION
BEAHVIORS OF COPEPODS
The copepods studied in this articlemainly consist ofCalanus
sinicus and Paracalanus parvus, which are native to the
Yellow Sea, China. The Biological samples were obtained
by dragging vertically a dense fishing net at the Zhongyuan
Wharf in the Southern District of Qingdao in March 2019.

Moison et al. [28] divided copepod motion patterns into
five behaviors according to the gravity coordinate system and
the direction of motion: break, forward swimming, backward
swimming, sinking and upward swimming. This article refers
to previous experience, the five motion behaviors of ‘sink-
ing’, ‘suspending’, ‘swimming’, ‘rotating’ and ‘reversing’ are
studied. As shown in Figure 1, the following five behav-
iors are described based on kinematic parameters. Under

FIGURE 1. Five motion behaviors of copepods.

the effect of gravity, the copepod keeps its motion organs
relatively still or only swings its antennae, the motion behav-
ior of the body gradually sinking is called ‘sinking’. ‘Sus-
pending’ means that the copepod can gain upward power by
continuously drawing appendages to overcome its own grav-
ity, and the spatial coordinates remain basically unchanged
or float slightly. ‘Swimming’ behavior is the action of the
copepod paddling the appendages so that water flow to gen-
erate forward power and a speed of forward motion for it,
moving from one place to another. ‘Rotating’ behavior is the
motion of copepod rotating around the axis from head to tail.
‘Reversing’ behavior is the motion that the copepod twists its
torso and paddles appendages to obtain torque and change its
direction.

B. DATA ACQUISITION SYSTEM
The experimental image acquisition system is mainly
composed of an optical path system and an operation &
storage system. The collection of zooplankton motion behav-
iors image samples is different from humans and large
animals based on the these challenges or characteristics:
(1) Zooplanktons are phototaxis, which may interfere with
the sampling process, but sampling requires a light source.
(2) Zooplanktons represented by copepods were not insensi-
tive to red light. (3) Zooplanktons have a micro-scale body
size, which requires high resolution and wide depth of field
cameras for sampling. (4) Zooplanktons have a high fre-
quency during motion but do not move most of the time.
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Considering these first three points, the optical path system
is composed of a CCD digital camera, a collimated red low-
power laser light source to prevent light interference and a
long focal length beam expansion lens to get a wide depth of
field, as shown in Figure 2.

FIGURE 2. Experimental sampling optical path system of motion
behaviors of copepods.

To solve the third challenge of small-scale of copepods,
the setting of image resolution is significant. One organism
needs at least 1 pixel to display and the largerCalanus sinicus
can reach 4000 µm [29], the spatial resolution adopted by the
system should not be less than 1 pixel/4000 µm. According
to Nyquist Theorem—the signal sampling frequency of the
system should not be lower than twice the signal frequency,
so it is not less than 2 pixel/4000 µm. In the actual sampling,
this value should be at least 5∼10 times the theoretical value,
so s < 200 µm/pixel, the resolution used in this article is in
the range of 5 µm/pixel∼20 µm/pixel, much higher than the
required resolution.

In view of the fourth characteristic and the fact that frame
rate is an important parameter of the original video sam-
pling system. The higher the frame rate, the more compre-
hensive motion information can be obtained, such as the
position and posture at different moments. Referring to the
measured results in the study and the previous researches,
it is concluded that the average swimming speed of cope-
pods is about 3∼6 mm/s and the general body length is
about 2 mm. In order to maintain the continuity of motion
recording, at least two frames are recorded within a body
length during motion, so the frame rate is about 6 fps
(2∗1/(2 mm/6 mm/s)) [30]. According to Nyquist Theorem,
the frame rate should be at least 12 fps. In actual sampling,
the minimum frame rate is usually 5∼10 times, the paper
select 50 fps to 100 fps. The total number of frames that the
CCD camera can record is 1000, so the observation time can
last at least 10 seconds.

III. STANDARD DATA SET
A. MOTION DETECTION
The process of building a standard data set is shown in
Figure 3. As mentioned above, considering that copepods
are almost static most of the time, filtering automatically
out some useless and static video fragments can reduce time
consumption of selection. To solve this problem, the tracking

FIGURE 3. The flow of building a standard data of motion behaviors of
copepods.

target algorithm—Camshift algorithm [31] is selected to
remove those video fragments where targets have no motion
over a certain period of time. The Camshift algorithm detect
the motion of the object and extract the video fragment with
moving objects. After tracking the targets, these video frag-
ments, which are longer than a certain frames but have no any
motion, are eliminated.

It is worth noting that the original Camshift is not suitable
for this study, so we need to improve it slightly. Because
of the high frame rate of video, the time interval between
two adjacent frames is small, and the displacement is small
when the copepod has a certain speed. However, the small
displacement does not mean that there is the motion of cope-
pod, because it may also be caused by accidental factors,such
as instrument or camera vibration. If the copepod continues
to move for a period of time, the larger displacement can
be obtained by superimposing these smaller displacements.
Therefore, the frame by frame detection is unscientific and
inefficient, we detect two end frame of one video to deter-
mine whether one video has moving objects. However, the
displacement of some motions, such as ‘suspending’, even
the time is enough long, may not be very large. Since this
article does not involve precise mathematics analysis, it only
make qualitative analysis.

f (x) =
k=2∑
k=1

αk

1
σk
φ( x−µk

σk
)

8( b−µk
σk

)−8( 0−µk
σk

)
, 0 < x < b

α1 + α2 = 1; µ1 = 0; µ2 =
a+ b
2
; (1)

According to the common sense of probability, in a still
water environment, the displacement/distance (x) of fixed
time interval in [0 mm, a mm]∪[a mm, b mm] present the
two mixed truncated normal distribution as shown in the
formula (1). Furthermore, the motion probability and the
displacement present an step function relationship in a video
fragment with fixed number of frames, but considering these
previous point mentioned above, it may need to be modified
at the initial scope (a mm), but the formula (2) is generally
satisfied. φ(·) is the standard normal function, 8(·) is the
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cumulative distribution function

p(x) =


0, x ≤ 0
1
a
x, 0 < x < a

1, a ≤ x ≤ d

(2)

Therefore, the algorithm increase the detection density
for the video sequence section with larger displacement and
reduce relatively the detection density for the video sequence
section with smaller displacement in a whole video. In this
article, the algorithm of number of frame of video fragment
detected is set to two dimensions: level (l) and number of
video fragment divided in video fragment of the previous
level, i.e., density (k), in order to ensure the accuracy and
effectiveness of the detection, set the two lower detection
length threshold (the number of frames of single video frag-
ment) and introduce reward and penalty mechanism.

In the first level, the whole video is divided into k1 frag-
ments, this level has no penalty and only rewards. In other
words, when entering the 2nd level, the k value of these
fragments, will add 1, whose displacement is greater than
the displacement threshold setting in 1st level, and the others
remain unchanged. After the 2nd level, the penalty and reward
are co-existed and brought into the next level, the algorithm
keeps the detection of fragment until k = 1 or the second
lower detection length threshold is met. With the iterations,
the number of frames of detected video fragment gradually
decreases, if the first lower detection length threshold is satis-
fied, it will stop the detection of those intermediate fragments
with displacement (i.e. >threshold of displacement) whose
fragments on both sides have displacement (i.e. >threshold
of displacement). When the second lower detection length
threshold is satisfied, it will stop detecting the video frag-
ments with displacement (i.e. >threshold of displacement),
only detect these fragments (<threshold of displacement)
whose nearest fragments have a displacement (i.e.>threshold
of displacement), from the nearest to itself.

At last, the algorithm outputs those fragments consid-
ered to have displacement, fuses the fragments meeting the
requirements as a whole video sequence that their interval
between two ends is less than the 1/10 of the number of
frames of the longer fragment, from the left-most frame to the
right-most frame. The algorithm flow is shown in Figure 4.

Considering that the two frames to be detected by the
mechanism mentioned are far apart not frame by frame, the
Camshift algorithm may fail, we initialize the search box size
to the entire image size for determining the new centroid in
new frame, and move one vertex of the current search box
along the direction and distance of vector from the centroid
of the previous frame to the current centroid, and reduce box
size simultaneously. If the moving distance is greater than
the set threshold, recalculate the adjusted box centroid and
perform a new round of box position and size adjustment until
the moving distance of the box center and the centroid is less
than the threshold, or the number of iterations reaches a cer-
tain maximum. After the convergence condition is satisfied,

FIGURE 4. The algorithm flow of motion detection of whole video.

we keep reducing the current search box size until the error
between the grayscale average and variance of search boxes
of the current frame and the previous frame is less than the
threshold, the search for this frame is ended, the working
process diagram of search box is shown in the Figure 5. If the
video contains multiple targets, we can utilize the common
Kalman+Camshift algorithm to track multiple objects, and
finally extract video samples with moving target from raw
video.

FIGURE 5. The working process diagram of search box in the improved
Camshift.

We take 50 groups of original videos, a total of 109 motion
fragments in experiment to test the accuracy of the algorithm,
the experimental results are shown in Table 1. Frame error
represents the error ratio of the number of frames between
the detected and true. The working example of the algorithm
is shown in Figure 6. Experimental results show that the
algorithm proposed can detect copepods motion well.

B. STANDARD HISTOGRAM EQUALIZATION AND
BACKGROUND SUBTRACTION
These RGB images with a size of 1280 × 1024 pixels are
converted to grayscale images for reducing the computa-
tional burden of training and highlight key elements required
for machine learning. Some copepods are too close to the
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TABLE 1. Experimental results of detection algorithm.

FIGURE 6. The algorithm work demonstration of motion detection of
-single object-a&b; mutiple objects-c).

background grayscale due to their own translucency, the
standard histogram equalization is used to divide the image
into two parts so that the image contrast is opened. However,
the histogram equalization changing the original grayscale
structure may cause information loss, so this operation cannot
be applied to all images. Next, unnecessary background ele-
ments be eliminated through Gaussian mixture background
modeling [32].

C. GAUSSIAN BLUR
Gaussian blur and threshold segmentation (Otsu algorithm)
are performed for each image. Because the laser equipment in
this experiment sometimes does not provide a high uniform
light source, and the grayscale distribution of some images
is not enough uniform, a single threshold is not suitable
for some images. These images can use local threshold seg-
mentation method. In addition, there are some small objects
such as moving impurities in the water. In order to obtain
a clearer image, we perform morphological operations to
eliminate environmental noise and highlight the subject, and
then down-sample in the time dimension to obtain samples of
different number of frames (T ).

D. ROI DETECTION
After performing boundary detection on each image to cal-
culate the boundary of the target or obtaining the maximum
connected region of target, we offset the origin of x-y coordi-
nates to build an image boundary box around the biological
boundary and the range of motion and perform cropping to
obtain region of interest (ROI), the images are normalized to
the fixed resolution of 128×128 pixels by Gaussian pyramid
downsampling.

E. DATA AUGMENTATION
In this article, 530 original video samples of five types
of motion behaviors are obtained through experiments and
image processing. After downsampling in the time dimen-
sion, data augmentation is performed. Data augmentation
includes image geometry transform and other methods, such
as rotation, cropping, mirroring, scaling and Gaussian noise,

the distribution of samples of motion behaviors of copepods
is shown in Table 2.

TABLE 2. Distribution of the samples of motion behaviors of copepods.

FIGURE 7. The structure of the LRCN network adopted in this paper.

IV. EXPERIMENTS NETWORKS AND SETTING
In this article, the long-term recurrent convolutional network
(LRCN) is used to identify the motion behaviors of copepods.
The entire structure of the long-term recurrent convolutional
network is divided into two parts including CNN network
and LSTM network, as shown in Figure 7, the CNN part on
the left and the LSTM part on the right. The CNN mainly
extracts features from frames and the LSTM deal with the
time sequence. The length input of LRCN is consisted of T
consecutive frames. Because the samples to be predicted have
to involve time dimension, the input with five dimensions
(i.e., number of samples, time step, width, length, channel)
are fed into entire network. Moreover, the time distributed
layer is applied to solve the problem that the CNN is not
suitable for sequence input. While training the CNN model,
a flattening layer is added at the end of the CNN model to
change the 4D tensor into the 2D tensor that conforms to the
input of LSTM.

The CNN part is constructed of the convolutional layers,
pooling layers as well as dropout layer in turn and alternately.
In view of the facts that the filter size should not be too large to
facilitate computation and several small convolution kernels
is better than a single large convolution kernel, hence we
apply a convolutional filter with a size of 3× 3. Meanwhile,
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we utilize zero padding, stride 1 as convolution parameter,
ReLU function as the hidden layer nonlinear activation func-
tion. The filter size of max pooling is 2 × 2. In order to
learn the 64 final feature maps with a size of 4 × 4, a five-
layer convolution structure is designed for the CNN module.
The first convolution layer inputs images of 128 × 128,
outputs feature maps with a size of 64 × 64 ×8, and the
second convolution layer outputs feature maps with a size of
32×32×16. The output dimension is reduced, the third layer
is 16 × 16 ×32, the fourth layer is 8 × 8 ×64, and the fifth
layer is 4× 4 ×64.
The LSTM part of the model consists of two hidden LSTM

layers and a fully connected layer for single value prediction.
The T continuous vectors are fed into the first LSTM layer
that has 1024 units. Furthermore, the first LSTM layer is
a many-to-many structures to realize sequence-to-sequence
learning corresponding to the sequence of the second layer.
The second layer with 256 units is a many-to-one structure to
deal the relationship of sequence to one output. At last, the
second LSTM layer produces an output for a fully connected
layer, which is connected to the softmax layer that output a
vector of size 5 corresponding to the probability of 5 types of
copepod behaviors.

The Keras framework is used as the experimental operating
environment. We utilize the NVIDIA GTX1080 graphics
card, one 4T hard disk, one 16G DDR4 memory module
and one 4-cores Intel i7700 CPU as experimental hardware
environment. In this paper, the data set is randomly divided
into three groups for avoid overfitting: 80% training set, 10%
validation set and 10% test set.

We select cross entropy as the loss function, because cross
entropy is affected by the difference between the prediction
and the actual when using gradient descent method rather
than mean squared error and it has better convergence char-
acteristics for the general classification task. For the acti-
vation function, all hidden layers adopt the ReLU activa-
tion function and the output layer resort to softmax as a
classifier to complete the classification task. The experiment
adopt the widely used mini batch gradient descent method,
use the Adam optimizer for optimization. The batch size is
64, the learning rate is 0.0001, the dropout rate is set to 0.2,
the L1-L2 regularization is used to prevent overfitting, and
the training period is set to 300 epochs. Finally, the samples
are input into the network for experiment and the parameters
of the network are shown in Table 3.

V. EXPERIMENT OF CRUCIAL FACTORS IN THE LRCN
NETWORK
A. NUMBER OF FRAMES OF SAMPLE
In order to test the impact of the number of frames of a single
sample (T ) on the motion behaviors recognition of LRCN
model, the experiment was divided into four groups according
to the number of frames of sample, i. e., T = 3, T = 5, T = 7
and T = 9. The data used for training and testing the model
is manually labeled and the training set is fed into the LRCN

TABLE 3. Network model structure and parameters.

network for training. After the experiment, the evaluation
metrics is shown in Table 4 and the confusionmatrix shown in
Figure 8. The comparison found that with the increase of the
number of frames, the overall evaluation metrics of the model
has been significantly improved, reaching the maximum at
T = 7, and the average F1 score is 0.95. Experimental results
show that the rise in T makes contribution to improving
the performance of the model by increasing the spatial and
temporal features available for learning. It is worth noting
that after T reaches a certain amount, the model performance
is limited by the factors of model such as depth and structure,
and the data itself, the positive effect of the rise in the number
of frames on the model performance will be slowed down and
even decrease slightly. The main reason for the slight decline
in the evaluation metrics after T = 7 is that the rise in the
number of frames leads to some samples with insufficient
frames. Those samples with sufficient number of frames are
augmented with geometry transform to compensate for the
disappeared samples due to too few frames, which will cause
the overall sample diversity to decrease.

B. PREPROCESSING
In order to study the impact of preprocessing operations
such as background subtraction, the samples are divided into
two categories, one without any preprocessing operation—
only its size scale is normalized so that the samples can
be input into the network; the other one with preprocess-
ing operation including background subtraction through the
Gaussian mixture background modeling method, downsam-
pling, etc. The number of frames is set to 7, the two types
of training sets are fed into the LRCN network model
for training. The resulting confusion matrix is shown in
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FIGURE 8. Confusion matrix of the experiment of number of frames of sample.

TABLE 4. Evaluation metrics of the experiment of number of frames of sample.

Figure 9 and the evaluation metrics are shown in Table 5.
Experimental results show that the average F1 score with-
out preprocessing is only 0.67, because the lack of neces-
sary preprocessing operations can not remove unnecessary

background element and highlight the information to be
learned.

Through the experimental results, it is found that a series
of preprocessing can improve the recognition potency of the
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TABLE 5. Evaluation metrics of the experiment of preprocessing operations.

TABLE 6. Evaluation metrics of the experiment of sample dimensions.

FIGURE 9. Confusion matrix of the experiment of preprocessing
operations (image background subtraction,ROI, etc.,).

FIGURE 10. 3D samples (trajectory image) of sinking.

model, remove a large amount of information and features
unrelated to the recognition target, strengthen the ability of
selection and learning of useful information and features of

FIGURE 11. Confusion matrix of the experiment of sample dimension.

the model, and reduce the data dimension. The data dimen-
sion of natural pictures obey a certain distribution, minus
the common parts such as background, preprocessing can
highlight the differences and characteristics between sample
individuals, as well as prevent the occurrence of overfitting.

C. SAMPLE DIMENSION
The frame images in the original sequence samples are super-
imposed into an trajectory image to form a 3D sample, that
is, length, width and channel, as shown in Figure 10. Con-
sidering that the image superimposed by too many frames is
blurred, the recognition effect is not good, so the number of
frames of samples (T ) to be superimposed sets to 5. Finally,
the input dimensions of the LRCN model in this article are
modified to facilitate the input of single-frame trajectory
images. The confusion matrix of the experimental results
is shown in Figure 11, the evaluation metrics are shown in
Table 6, and the average F1 score is 0.77. The model per-
forms well, but the evaluation metrics have decreased relative
to original sequence sample experiment (T = 5). This is
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because the trajectory image samples are stacked by original
frame images, the features in time domain such as speed
direction are difficult to extract, and some spatial features
such as body details are blurred due to superimposition of
different body parts.

VI. CONCLUSION
This article firstly discusses the establishment of standard
data motion behaviors of copepods from the image sampling
system to subsequent image processing, in particular, the
proposed motion detection algorithm performs an important
role in acquiring of raw video fragments of motion. Next,
the impact of different factors on the accuracy of the LRCN
model is studied by three experiments. Experimental results
shows that the increase of the number of frames of sample can
improve the recognition ability of the model, but after a cer-
tain number of times (T = 7), the growth rate slows down or
even becomes negative, because the increase in the number of
frames leads to the less effective samples, for example, a 50-
frame video of a certain motion behaviors, there are 10 sets
of samples of 5 frames, but there are only 5 sets of sample
of 9 frames. Hence the data is supplemented by other means
but highly repeatable (geometry augmentation or supplement
the number of frames with previous or later frame images
irrelevant to motion). In addition, preprocessing has a signif-
icant and positive impact on recognition, because it eliminate
the unnecessary element for recognition. At last, the 3D
trajectory image samples have a relatively high recognition
effect, but their overall performance is not as good as 4D
sequence image samples for the LRCN network.

In the future, we hope to collect more data in the ocean
and expand the species to be recognized from only copepods
to other marine zooplankton. Moreover, we intend to develop
an academic software or applications with multifunctional
purposes, such as species identification, movement parameter
measurement and behavior recognition, which can facilitate
the use of scientific researchers.
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