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ABSTRACT Service discovery is one of the main goals of a service-oriented architecture, helping to
discover complex applications. Knowledge graph is a cross-cutting research hotspot in the fields of computer,
knowledge engineering and information science. This paper makes in-depth research on the key issues
of knowledge graph matching for service-oriented discovery. Firstly, construct a knowledge graph for
service discovery, and then design a template to match the knowledge graph. By designing a matching
template, the service discovery mechanism is transformed into a knowledge graph knowledge query. Finally,
the validity of the knowledge graph matching method proposed in this paper is verified by experiments.

INDEX TERMS Service discovery, knowledge graph, template matching.

I. INTRODUCTION
Driven by the rapid development of the Internet,Web services
have shown an explosive growth trend in both quantity and
type [1]. With the continuous update of the service net-
work environment, network services also change dynami-
cally. Therefore, how to correctly and effectively find useful
services has become an urgent issue.

Web services are self-describing, self-contained, modular
applications that can be accessed through the Internet. They
provide an effective way to solve business process execution
and application integration [2]. In the early days, most ser-
vices described by WSDL were matched based on keywords,
which made them achieve matching at the syntax level only.
Many semantically similar keywords do not match well.
Later, Tim Berners-Lee proposed the concept of semantic
web in 2000, which laid the foundation for semantic web
service discovery. Many web service description languages
such as OWL-S [3] and WSMO [4] have been proposed
to describe web services using ontology and semantic web
technologies.

Knowledge graph can describe concepts, entities, and the
relationship between them and represent them in a structured
form, which helps people to organize, manage, and under-
stand the vast amount of information on the internet [5].
The development stage of the knowledge graph has gone
through five processes including the pre-knowledge engi-
neering period, the expert system period, the World Wide
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Web period, the group intelligence period, and the knowledge
graph period [6]. The current knowledge graph has become a
powerful asset for semantic search, big data analysis, intelli-
gent recommendation and data integration. Therefore, com-
bining graphs with service discovery is also in line with the
development trend.

The main research content of this paper is the matching
problem of knowledge graph for service-oriented discovery.
This paper is divided into five sections, the specific content
and organizational structure are as follows:

(1) The section I is the introduction. This section mainly
introduces the background, research purpose and significance
of knowledge graph for service discovery.

(2) The section II is the related work. This section mainly
introduces the research status of Web service discovery.

(3)The section III is the construction of knowledge graph.
This section mainly introduces the construction of knowl-
edge graph in detail, which contains knowledge extraction,
knowledge processing and service link.

(4) The section IV is the construction of knowledge
graph matching template for polygon service discovery. This
section mainly introduces matching template for service dis-
covery based on knowledge graph.

(5) The section V is the experiment. We verified the effec-
tiveness of knowledge graph for service discovery by experi-
ments, which contains user’s intent classification validity and
accuracy of entity recognition.

(6) The section VI is the conclusion. In this section, we
summarize the work of this paper and put forward prospects
for further research in the future.
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II. RELATED WORK
Web service discovery has roughly gone through three stages:
keyword-based service matching methods, syntax-based
service matching methods, and semantic-based service
matching methods. Due to the lack of semantic description in
the first twomethods, the accuracy of its discovery is low, and
it cannot meet the needs of web service development. In order
to overcome the disadvantages of traditional web service
discovery methods, semantic-based web service discovery
methods have emerged as the times require.

Semantic Web services discovery is a hot topic in the
field of service science. Most semantic matching is through
matching of service operations and corresponding service
input and output parameters.

Sangers [7] et al. created a service context. This con-
text is composed of keywords extracted from the service
description. Then it integrates natural language processing
technology with service context into the keyword-based dis-
covery process. Elgazzar et al. [8] proposed a method for
discovering that the service exactly matches the subtasks
in the mobile environment. Exact matching means that all
subtask inputs and outputs exactlymatch the service input and
output parameters. A common feature of the above service
discovery methods is that they treat semantics as a set of
terms or annotated concepts and ignore the relationships in
the ontology. As a result, they are not enough to effectively
discover services, especially when logic-based reasoning is
needed.

Some researchers have explored ways to make up for
above limitation. Georgios and Nick use an ontology-based
framework to retrieve Web services. The framework con-
tains reasoning based on containment relationships and
structure-based cases [9]. Under certain constraints, these
service discovery methods perform better than keyword-
based methods. However, they are time consuming due to
the complicated way of reasoning. Paliwal et al. used the
semantic classification of Web services to mine the associ-
ations of terms to solve the big data challenge of service
discovery in large service pools [10]. Obviously, if services
are pre-grouped, service discovery will be faster. Therefore,
Kim et al. [11] proposed a cluster-based method to discover
services in the MANET environment, and clustered simi-
lar services together, effectively improving the efficiency of
service discovery.

Although many efforts have been made to optimize seman-
tic Web service discovery, there is still considerable room to
improve accuracy and efficiency.

Knowledge graphs show entities, events and their relation-
ships in a graphical way. The storage and query of knowledge
graphs mainly study how to design an effective storage mode
to support the effective management of large-scale graph
data and achieve efficient query of knowledge in knowledge
graphs. This paper combines knowledge graph and service
discovery technology to transform traditional service discov-
ery methods into knowledge graph matching technology.

FIGURE 1. The model for building a knowledge graph for service-oriented
discovery.

III. CONSTRUCTION OF KNOWLEDGE GRAPH
The knowledge graph is usually divided into two levels:
the pattern layer and the data layer. The pattern layer is
usually built on top of the data layer and stores abstracted
knowledge, rules, and patterns. The data layer stores real data.
Figure 1 shows a model for building a knowledge graph for
service-oriented discovery.

As can be seen from the figure, the knowledge elements
are first extracted from structured and semi-structured data
through a series of automated or semi-automated technical
means, and then the knowledge is processed. After knowl-
edge fusion and knowledge processing, it is stored in the
knowledge graph. Finally, the pattern layer and the data layer
are linked through service links to form a large knowledge
graph.

The construction of knowledge graph is a process of
iterative construction. It can be seen from the figure that
each round of iterative construction includes three stages,
as follows:

A. KNOWLEDGE EXTRACTION
Extract entities, attributes and their relationships from web
pages or data sources with different Internet structures, and
transform them into structured data, such as RDF triples.
It can be seen from the figure that the core of the knowledge
graph of service-oriented discovery is knowledge extrac-
tion, which is divided into two parts: concept extraction and
service extraction.

1) KNOWLEDGE PROCESSING
Including knowledge fusion and knowledge processing.
Knowledge fusion mainly deals with the acquired knowledge
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to eliminate the contradiction and ambiguity between
knowledge. For example, some entities may have different
meanings in different contexts, and a certain relationship
can correspond to multiple entities, etc. Knowledge process-
ing is a new data after audit and fusion. Only after quality
assessment can data be added to the knowledge graph.

2) SERVICE LINK
The corresponding service data should be added to the knowl-
edge graph after the construction of the upper model. Link
services to a knowledge graph based on their capabilities.

The construction of knowledge graph is described in detail
below.

B. KNOWLEDGE EXTRACTION
The knowledge extraction in this paper includes concept
extraction and service extraction.

Concept extraction is divided into two parts: semantic class
extraction and hyponymy extraction.

Semantic class can be understood as the concept of ‘‘class’’
in object-oriented or entity. We get entities by crawling Baidu
Encyclopedia and other websites. For example, the ‘‘Supreme
Court’’, ‘‘high court’’, ‘‘intermediate court’’ and ‘‘basic
court’’ on the judicial website are all legal related entities.

Hyponymy extraction is to extract the hyponymy of a
class or word from a document and generate data pairs.
Because there are parallel or inclusive relationships between
entities. In order to link the extracted knowledge into a large
knowledge network, we also need to extract the relationship
between entities, which is the bridge connecting entities. For
example: high court includes Heilongjiang High People’s
court.

By analyzing the classification of Wikipedia and the open
classification of Baidu Encyclopedia, a series of semantic
classes and upper and lower relations are obtained. As shown
in Figure 2, take the judicial field as an example.

Service extraction includes service’s attribute value extrac-
tion and relationship extraction. The task of attribute value
extraction is to construct attribute list for each service, so as to
form a complete service. Property contains the service name,
access address, input and output, and function of the service.
Taking ‘‘predict legal charges according to crime details’’
service as an example, we define the storage mode of service
data, as shown in TABLE 1.

As can be seen from TABLE 1, service is determined by
five attributes: service name, service input, service output,
service function and service address. As long as one of the
five attributes is different, it is a different service.

C. KNOWLEDGE PROCESSING
Through knowledge extraction, we get entity, relationship
and attribute information from the original structured and
semi-structured data. But the data is still disordered, which
needs to be processed to form structured data in the knowl-
edge base.

Knowledge fusion is the fusion of knowledge extracted
from different sources. Knowledge fusion includes entity

FIGURE 2. A series of semantic classes and upper and lower relations in
judicial field.

TABLE 1. Service data storage mode.

linking and knowledge merging. Entity linking refers to the
operation of linking the entity object to the corresponding
correct entity object in the knowledge graph. For example:
‘‘at the Apple conference in jobs theatre in 2019, the latest
iPhone 11 was launched.’’. A complete entity link includes
the following studies:

(1) To recognize entity references in natural language is
entity recognition. The so-called entity referent is the object
that we want to link to the knowledge graph. For example
(jobs theater, apple, iPhone 11), etc.

(2) For each entity reference, the abstract concepts that it
may point to in the knowledge graph are identified. In the
above example apple may point to abstract concepts such as
fruit to Apple, company to Apple, etc.

(3) Determine the correct category of entity references
according to their context. For example, according to the con-
text of Apple’s jobs theater, mobile phone, iPhone 11, apple
belongs to the category of company, not the movie or fruit.

D. SERVICE LINK
Service link is the proper link of the processed service data
and abstract concept data. Link is to find the most suitable
path node in the knowledge graph according to the function
description of service, and put it under the concept of corre-
sponding path. Syntactic analysis provides us with a solution.
Syntactic analysis tree is to generate a tree according to
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TABLE 2. The parsing tree annotation.

TABLE 3. The service properties of findCase.

FIGURE 3. The generated syntax analysis tree.

the syntactic logic of a sentence. Syntactic analysis includes
syntactic structure analysis and dependency analysis. This
paper only uses syntactic structure analysis. TABLE 2 shows
the commonly used annotation set of parsing trees.

Take the service of finding criminal cases of Chengdu
people’s Procuratorate in the past month as an example,
the structure of the service is shown in the TABLE 3.

According to the service’s structure, the generated syntax
analysis tree is shown in Figure 3.

Through the syntactic analysis tree, we can find the struc-
ture and semantics that are closest to the pattern layer of
knowledge base. The node to be linked by the service must

FIGURE 4. The example of knowledge graph based on syntactic analysis
tree.

be on the longest matching path. As shown in the solid
wireframe in Figure 4, it is a part of the knowledge graph,
and the location of the service linked to the map is the best
location.

IV. CONSTRUCTION OF KNOWLEDGE GRAPH MATCHING
TEMPLATE FOR POLYGON SERVICE DISCOVERY
The construction of knowledge graph query template for ser-
vice discovery focuses on the problem of transforming natural
language questions into knowledge query in combination
with knowledge graph. Figure 5 is the architecture of knowl-
edge graph query template for service discovery. The rounded
rectangular box pointed by the arrow in the figure is the four
steps of service discovery, namely: user intention classifica-
tion, service entity recognition, query template construction
and similarity calculation.

It can be seen from the Figure 5 that after the user inputs a
natural language problem and processes it through different
modules, the relevant results of the problem can be found in
the knowledge graph. The construction of knowledge graph
is described in detail below.

A. CLASSIFY THE USER’S INTENT
The classification of user’s intent is to understand the user’s
problem and classify the user’s requested intent. For exam-
ple: ‘‘Information on luxury hotels in Paris, France’’ is a
tourism issue, and ‘‘Number of cases in Henan Province in
March 2019’’ is a legal issue.

There are two main difficulties in the classification of
user’s intent. First of all, the user input is not standard-
ized, and the input methods are various. The second is that
the query words used by users show multiple intentions.
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FIGURE 5. The architecture of knowledge graph query template for
service discovery.

For example, when users search for ‘‘apple’’, do they mean
mobile phones or fruits? Therefore, we adopt the following
process to solve the above problems.

1) PREPARATION STAGE
Before the classification of user’s intent, we need to process
the natural language input by the user, mainly word segmen-
tation and removing stop words. Since Chinese is not based
on words as in English and there are no spaces between words
as a distinction, the analysis of Chinese natural languagemust
consider the overall semantics.

We use jieba [12] word segmentation tool to segment
natural language. For example: after word segmentation,
‘‘number of cases in Henan Province in March 2019’’ is
converted into ‘‘2019/ March / Henan Province / cases /
number’’.

After word segmentation, natural language needs to be
transformed into word vector, which is mainly completed by
training wiki corpus with word2vec tool. The final word vec-
tor is 200 dimensions. Considering these five words, we use
skip-gram method to generate the vector.

2) TRAINING STAGE
In this paper, we use naive Bayes algorithm to classify user’s
intent. By calculating the frequency of each category in the
training sample, and dividing the conditional probability esti-
mation of each category for each feature attribute, finally
recording the results. In this stage, the input is the feature
attribute and labels of training set, and the output is the trained
classification model.

3) TEST STAGE
The task of this stage is to use the naive Bayes classification
model generated in stage 2 to classify the samples to be tested.
The input is the classification model and test samples, and the

TABLE 4. The service input and output recognition label set.

output is the mapping relationship between the items to be
classified and the categories.

Therefore we can use the trained model to classify user’s
intent.

B. SERVICE ENTITY RECOGNITION
After classification, the user’s intent can be roughly deter-
mined, so the precise query can be performed in a smaller
range. Service entity recognition plays a key role in query.
Entity is an important language unit that carries information
in text. The semantics of a text can be expressed as the asso-
ciation and interaction between entities. Entity recognition is
to recognize the entity with specific meaning in the text.

The section III introduces the attributes of service, includ-
ing name, input, output, function and address. Therefore,
service entity recognition includes service input entity recog-
nition and service output entity recognition. Taking justice
as an example, it includes input table and output table.
TABLE 4 shows examples of service input and output
recognition labels.

With the development of deep learning, more and more
deep learning methods are being used for entity recognition
[13]. Graph LSTM is developed on the basis of LSTM [14].
Graph LSTM performs entity recognition through ‘‘forget
gate’’, ‘‘input gate’’, ‘‘output gate’’ and memory unit. Unlike
LSTM, the logical structure of Graph LSTM is graph-like.
At a certain moment, the current node can learn the infor-
mation of all neighboring nodes connected to the node and
transfer it to the next node. The entity recognition problem
can also be expressed as an inference problem on the local
neighborhood of the graph [15]. Graph LSTM makes it pos-
sible to learn features directly from examples by bypassing
the steps of creating and adjusting inference models [16].

This paper uses Graph LSTM neural network architec-
ture based on LSTM for entity recognition. Graph LSTM
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FIGURE 6. The abstract structure of Graph LSTM.

is developed on the basis of LSTM. Graph LSTM uses
‘‘forgetting gate’’, ‘‘input gate’’, ‘‘output gate’’ and memory
unit for entity recognition. Unlike LSTM, graph LSTM has
a graphical logical structure. At a certain time, the current
node can learn the information of all neighboring nodes, and
pass it to the next node. The problem of entity recognition
can also be expressed as an inferential problem on the local
neighborhood of graph. Graph LSTM makes it possible to
learn features directly from examples, instead of creating and
adjusting reasoning models.

Given a graph structure G(V, E), where V is a set of
vertices and E is a set of edges. Suppose that each vertex v
is labeled with the eigenvector g (v), and the edge repre-
sents the association between the two nodes. L (v) denotes
the category label of vertex v. Figure 6 shows the abstract
structure of Graph LSTM, where each node stores feature
vectors related to sentences. The neighborhood of each node
contains information that allows inference and prediction.
In this paper, the prediction of nodes is generated according
to the characteristics of its neighboring nodes.

In order to identify the category label of entity V, the
graph can be extended to a tree with V as its root and D as
its neighborhood radius. We select node A as the root node
and select the neighborhood radius of 2 to expand the graph
structure into a tree. Because the neighborhood radius is set
to 2, the two paths A-B-C-I and A-B-E-J are not shown in
Figure 7. As shown in Figure 7, the depth of node A is zero,
traverses from bottom to top, and calculates the label of each
parent node according to the characteristics of its child nodes.
Finally, the category label of root a is generated, and the
model output is compared with manually marked categories.

The process of entity recognition consists of two steps:
forward propagation and backpropagation. Forward prop-
agation follows the tree from the bottom to the top.
Figure 8 shows a forward propagation process. As shown in
the figure, taking node I as an example, it represents the word
vector of the current node. Starting from node I, the useful

FIGURE 7. The extended tree structure of Graph LSTM.

FIGURE 8. The forward propagation process of Graph LSTM.

information learned is passed up to node G. It represents the
integration of the useful knowledge left after passing through
the forgetting gate and the input gate. According to the above
process, it is passed layer by layer until the root node A.
finally, the class label of node A is recognized.

After the forward propagation, the state of each node needs
to be recorded to facilitate the back propagation. We also
need to find the parameters to optimize model. In the early
training of the model, the accuracy is generally not high, and
the output results are often different from the expected results.

Therefore, it’s need to calculate the error term value of each
neuron to construct the loss function for model optimization.
Graph LSTM back propagation propagates from the root
node to the leaf node, and uses the gradient descent method
to update the loss function of each node. According to the
gradient guidance of loss function L, the network weight
parameters are updated.We propagate step by step as follows:

δ(ht) =
∂L
∂ht

δ(ct) =
∂L
∂ct

Ct is like a conveyor belt, can control the transmission of
information to the next node. Each node has a hidden state,
which is recorded as ht to store the state information of the
previous node.

We select different nodes as root nodes to expand the
neighborhood tree, which can fully learn the information

VOLUME 8, 2020 138939



L. Guodong et al.: Research on Service Discovery Methods Based on Knowledge Graph

between words and carry out entity recognition. The neighbor
node whose radius is 2 from the target node is selected to
expand into tree, which not only saves the traversal time, but
also improves the accuracy.

C. QUERY TEMPLATE CONSTRUCTION
Template is formed after fixing and standardizing the struc-
tural law of things, which reflects the standardization of
structural form. Query template is constructed after user’s
intent classification and service entity recognition, which can
dynamically build query template and make query template
extensible. For example, ‘‘search for traffic accident cases
in April 2018 in Hunan Province’’, a complete template
generation process includes the following steps.

(1) Eliminate stop words and segmentation. As there is
no stop word in ‘‘search for the traffic accident case in
April 2018 in Hunan Province’’, the sentence is segmented
into: ‘‘find/Hunan Province/2018/April/of/traffic accident
case/’’.

(2) Analyze the user’s query intent to determine problem
category. Analyzing this sentence, we know that it belongs to
case finding service.

(3) Identify the input and output of the service. The user’s
intent in ‘‘Finding the Traffic Accidents in Hunan Province
in April 2018’’ is case finding, and the inputs for the service
are ‘‘Hunan Province’’, ‘‘2018 April’’ and ‘‘traffic accident’’,
besides the output of the service is ‘‘case’’.

(4) Replace the input and output of the identified services
with their corresponding categories. For example: Hunan
Province→<input: location>, April 2018→<input: date>,
traffic accident→<input: case>, <output: case>.
(5) Generate the query template. As follows:
[‘‘MATCH (m:serviceItem) where m.input =

‘{location,date,case}’ and m.output = ‘{case}’ return m’’]
Where ‘‘serviceItem’’ represents the category to which

the user’s query intention belongs, expressed by m. And
‘‘m.output’’ represents the output entity of the service under
a category. Besides ‘‘m.input’’ represents the input entity of
a service under a category. Finally ‘‘return m’’ represents the
service that is finally returned.

As for ‘‘search for the traffic accident case in April 2018 in
Hunan Province’’, through the above process we return a
service named as findTrafficCase which meets user’s intent,
as shown in TABLE 5.

This section mainly introduces the construction process of
knowledge graph query template for service-oriented discov-
ery. Firstly, we classify user’s service query intention and
limit user’s intention to a specific range. Then we identify
the input and output entity. Finally, we can dynamically build
query templates to query the service which meets user’s
intention in the knowledge graph.

V. EXPERIMENT
Earlier we introduced how to build a knowledge graph
for service-oriented discovery and the generation of query
templates based on knowledge graph. In this chapter, the
effectiveness of service discovery is verified by experiments.

TABLE 5. The service properties of find TrafficCase.

TABLE 6. The parameter setting of naïve Bayes algorithm.

A. USER’S INTENT CLASSIFICATION VALIDITY
In this part we use Bayesian naive classification algorithm
and Support Vector Machine algorithm to classify the user’s
intent in judicial query.

The corpus of this experiment was crawled from some
websites such as China’s referee’s website, Baidu encyclo-
pedia, Wikipedia and so on. Some of the data were from
OWLS-TC4-PDDL’s domain knowledge, totaling more than
30000. In order to obtain as much effective information as
possible from the limited data and prevent over fitting, we test
the accuracy of the algorithm by using ten folds cross valida-
tion. The data set is randomly divided into ten parts, nine of
which are used as training sets and the rest as test sets. The
average of the accuracy of the ten results is used to estimate
the accuracy of the algorithm.

The experimental procedures are as follows:
(1) data preprocessing. Jieba Thesaurus is used for word

segmentation.
(2) eliminate stop words, filter out irrelevant punctuation,

mood auxiliary words and so on.
(3) use word2vec tool to convert the text into vectors which

our model can handle with.
(4) divide the dataset into training set and test set. The

classification model learns the features of the training set,
and then uses the test set to test the performance of the
classification model.

The naïve Bayes parameter settings are shown in
TABLE 6.

The prior smoothing factor is set to 1 for adding Laplacian
smoothing to naive Bayesianmodel. If a word does not appear
in the training sample, the probability of the word will be
zero, which is very unreasonable. Laplacian smoothing is to
solve the problem of zero probability. In addition, the prior
probability of each category is considered in the training pro-
cess. If a priori probability is not considered, all the sample

138940 VOLUME 8, 2020



L. Guodong et al.: Research on Service Discovery Methods Based on Knowledge Graph

TABLE 7. The parameter setting of SVM algorithm.

FIGURE 9. The classification of user’s intent.

class outputs have the same class prior probability, which
will affect the accuracy of classification. Although a priori
probability is considered, the prior probability of each cat-
egory is not specified, and the prior probability is obtained
by automatic learning of the model.

The SVM parameter settings are shown in TABLE 7.
The penalty parameter represents the degree of punishment

for classification errors. The larger the penalty parameter is,
the smaller the classification error is not allowed. However,
if the penalty parameter is too large, it may cause over fitting.
kernel function is imported to solve the problem of linear
indivisibility.

This paper verifies the performance of the naïve Bayesian
and SVM algorithm. The experimental results are shown
in Figure 9. The orange cylinder is the accuracy of the
Bayesian algorithm, and the blue part is the accuracy of the
SVMalgorithm. TheX-axis is the number of experiments and
the y-axis is the classification accuracy. Section1-section10 is
the ten experiments performed.

As shown in Figure 9, the average accuracy of SVM
algorithm is 93.53%, and the average accuracy of naïve
Bayesian algorithm is 95.64%. Therefore, the accuracy of
Bayesian algorithm is higher than that of SVM algorithm.

B. ACCURACY OF ENTITY RECOGNITION
The validity of entity recognition using Graph LSTM is then
verified. The experiments are compared from two aspects.
On the one hand, it compares the differences in recognition
accuracy, recall rate, and F value between LSTM and
Graph LSTM. On the other hand, the efficiency of the pro-
posed method is evaluated by comparing the execution time.
Comparison of accuracy of entity recognition. As shown in
Table 3.

TABLE 8. The result of service entity recognition.

The data used in this experiment includes 17 kinds of legal
terms, such as time, place, procuratorial organ, accusation
and so on, which are crawled from judicial website, Baidu
Encyclopedia and Wikipedia, with a total of more than
5000 entities. 70% of them are training set and 30% are
test set.

The Graph LSTM execution process is as follows:
(1) the root node is randomly selected to construct the tree,

the depth is set to 2, and then the propagation is executed
along the tree;

(2) the output contains the final entity category. Update
network parameters after each batch.

The process above was randomly executed 50 times.
In addition, we use SoftMax activation function and adap-

tive learning rate algorithm to improve Stochastic Gradient
Descent(SGD) algorithm instead of manual adjustment of
learning rate. The learning factor of SGD algorithm is set to
1.0, the attenuation parameter is set to 0.95, and the number
of iterations is 2. LSTM algorithm parameter setting: set
the output dimension to 128, batch_ The size is set to 30,
the number of iterations is 20, and the dropout rate is 0.5.

The precision, recall rate and F-measure value were used
to evaluate the performance of the model. The calculation
formula is as follows:

precision(A) =
TP+ TN

TP+ TN+ FN+ FP

recall =
TP

TP+ FN

F-measure =
2p ∗ r

p+ r

where TP: true positive, TN: true negative, FP: false positive,
FN: false negative.

The experiment was compared from two aspects. On the
one hand, the differences of recognition precision, recall rate
and F-measure value between LSTM and graph LSTM are
compared. On the other hand, the efficiency of the proposed
method is evaluated by comparing the execution time.

The service entity recognition result is shown as follows.
The efficiency comparison between LSTM and Graph

LSTM algorithms is shown in Figure 10.
The overall experimental results show that the service

entity recognitionmethod using graph LSTMproposed in this
paper has high computational efficiency and accuracy.

This chapter mainly introduces the experiments involved
in this paper. The first is user intention classification exper-
iment. In this paper, naive Bayesian classification algorithm
is used for classification, and SVM is used as the compar-
ative experiment. The experimental results show that naive

VOLUME 8, 2020 138941



L. Guodong et al.: Research on Service Discovery Methods Based on Knowledge Graph

FIGURE 10. The efficiency comparison between entity recognition
algorithms.

Bayesian algorithm can effectively classify the user’s inten-
tion. And then, the efficiency and accuracy of graph LSTM
and LSTM are compared to verify the effectiveness of the
method.

VI. CONCLUSION
This paper makes in-depth research on the problem of ser-
vice discovery based on knowledge graph matching. This
article discusses how to construct a service knowledge graph,
how to perform service discovery on the service knowledge
graph, and designs a service knowledge graph construction
method and a knowledge graph template matching method.
The experiment proves that the scheme works well.

The contributions of this paper are as follows:
1) BUILDING A SERVICE-BASED KNOWLEDGE GRAPH
Service entities are recognized from structured and semi-
structured data to form the concept layer of knowledge
graph. Then, by analyzing the characteristics of the service,
we extract the input and output parameters, the function and
address of the service. Finally, The service is linked to the
service entities to form a complete knowledge graph.

2) CARRYING OUT SERVICE DISCOVERY THROUGH THE
CONSTRUCTED KNOWLEDGE GRAPH
The knowledge graph is stored in the graph database neo4j.
Neo4j supports cypher, a structured database query language.
Therefore, the process of service discovery in this paper is
to transform the user’s service request (i.e. natural language)
into query language of graph database and query in knowl-
edge graph. This paper constructs a query template, which
can dynamically and real-time build query language query
graph database.

3) DESIGN EXPERIMENTS TO VERIFY THE USABILITY AND
EFFECTIVENESS OF THIS WORK
First, we verify the accuracy of user intention classification.
Experiments show that the accuracy of naive Bayes algorithm
is higher than that of SVM algorithm. Then we verify the
accuracy of entity recognition. Experiments show that graph
LSTMmethod is better than LSTM in recognition in accuracy
and efficiency.

The future work is to expand the application range of
the method proposed in the paper. The knowledge graph

for service-oriented discovery constructed in this article is
mainly for legal services, but there are a variety of services on
the Internet, which are spread across all walks of life. Such as
tourism services, medical services, economic services and so
on. These services are far from legal services. The input, out-
put and functions are also different. How to turn the domain
service knowledge graph into a general service knowledge
graph is a very important research direction.
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