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ABSTRACT For many object tracking systems, how to quickly and efficiently estimate the direction of
arrival (DOA) of radio waves impinging on the antenna array is an urgent task. In this paper, a new efficient
DOA estimation approach based on the deep neural networks (DNN) is proposed, in which a nonlinear
mapping that relates the outputs of the receiving antennas with its associated DOAs is learned by using
the DNN-based network. The novel network architecture is divided into two phases, the detection phase
and the DOA estimation phase. Additional detection network dramatically reduces the size of the training
set and the process of the training data preparation is discussed in detail. After finishing the training phase,
the corresponding DOAs can be identified based on current input data during testing phase. It has been shown
that the proposed method can not only achieve reasonably high DOA estimation accuracy, but also reduce the
computational complexity required by traditional superresolution DOA estimation methods such as multiple
signal classification (MUSIC) and estimation of signal parameters via rotation invariance (ESPRIT). The
computer simulation results are performed to investigate the generalization and effectiveness of the proposed
approach in different scenarios.

INDEX TERMS Deep neural networks (DNN), detection network, direction of arrival (DOA) estimation
network, testing process, training data preparation process.

I. INTRODUCTION
Inmodern electromagnetic research, there has been a growing
research interest in the development of mobile communica-
tion devices [1]–[5]. One of the critical problems associated
with this area is that the number of users that can actually
interact at the same time with the base station is very high.
Therefore, the need to develop efficient methods which are
able to track the desired users is urgent. Massive multiple
input multiple output (MIMO) system seems to be a powerful
solution for theoretically enhancing the capacity of a commu-
nication system and mitigating inter-symbol interference by
simply implementing additional antennas [6]–[10].

Adaptive array technique [11] generates radiation patterns
of the array with maximum values toward the mobiles of
interest while other sources of interference are null and the
system is able to track these mobiles in real time. The first
step in doing this task is the estimation of the direction of
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arrival (DOA) of the radio waves impinging on the antenna.
Other applications of the DOA estimation include satellite
mobile communication systems, astronomical observation
and telemetry. A number of common methods have been
proposed in the literature to solve the DOA estimation prob-
lem. Among them, the maximum likelihood [12] and the
methods exploiting the eigen structure of the correlation
matrix of received signals such as multiple signal classi-
fication (MUSIC) algorithm [13] and estimation of signal
parameters via rotation invariance (ESPRIT) algorithm [14],
[15] have been successfully applied. In particular, thesemeth-
ods although in general require high computational complex-
ity due to the need for the eigenvectors of signal subspace
and noise subspace to be estimated accurately, have been
widely studied because they can be applied to arrays with
arbitrary geometries and provide high resolution for sig-
nals with small angular separation. Meanwhile, many recent
papers have derived different schemes based on the nonlinear
optimization for superresolution DOA estimation [16]–[20].
The formulated optimization problems have generally been
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non-convex, and they are usually solved using techniques
that require a number of iterative computations, as a result,
conventional techniques are not efficient enough to achieve
superresolution DOA estimation. What is more, if a mapping
from signal directions to sensor outputs during data collection
is already known, the aforementioned methods can deal with
the problem of DOA estimation as a inverse mapping from
sensor outputs to signal directions by matching this inverse
mapping with the preciously formed mapping. The consis-
tency between these two mappings has a great influence on
the performance of these methods.

In recent decades, the promising technique called machine
learning (ML) has been proposed as a successful candidate to
solve theDOA estimation problem in several array processing
applications [21]–[26]. For example, methods based on the
use of support vector regression (SVR) [21], [22] and radial
basis function (RBF) [26] have also been efficiently applied
for the problem of DOA estimation by establishing training
data sets of the possible configurations of the impinging
sources first, and then deriving a mapping from array outputs
to signal directions. The derived mapping is then used on test
data to estimate or predict signal directions not included in the
learning phase through generalization. It has been shown that
the RBF- and SVR-based DOA estimation methods have the
capability to reduce the computation complexity, implement
in real-time easily, and perform comparably with the super-
resolution methods in experiments [22]. However, a main
drawback of the aforementioned supervised-based schemes is
that the performance degrades rapidly or even model cannot
work when dealing with unknown configurations, e.g. array
number or source number changing. Therefore, it has to
retrain the model with new data, which is a huge amount of
work. To solve this problem, a generalization of the algorithm
was introduced in [27], in such away that the systemwould be
able to track an arbitrary number of sources with any angular
separation without prior knowledge of the number of sources.
Furthermore, a method which combined the MUSIC algo-
rithm with several ML techniques for the DOA estimation
was also taken into account in [28]. Comparedwith the results
obtained by using theMUSIC on its own, the DOA estimation
performance improved with the help of ML.

Deep learning [29], a typical branch of the machine learn-
ing technique, has been applied to various application fields
along with the fast developing intelligent algorithms, and its
very high capability in solving complex nonlinear problem is
now widely-known. However, the term ‘‘deep learning’’ did
not come into common usage until around 2008. The recent
growing interest has been sparked largely by the success of
big data technique, in which deep learning allows automati-
cally learning multiple levels of representations of the under-
lying distribution of the data to be modeled. More recently,
deep learning which uses deep neural network (DNN) pro-
posed by G. E. Hinton in 2006, has become a promising new
area of work in the field of machine learning [30]. DNN
has many advantages: DNN extracts features layer by layer
and combines low-level features to form high-level features,

which can find distributed expression of data; although the
training of aDNNmay take some time, it is well suited to real-
time operations because a trained DNNmodel with moderate
number of layers can be used with a low computation time.
DNN enters into a flourishing period.

In the past few years, DNN has gradually become a promis-
ing tool in solving difficult wireless communication prob-
lems, such as resource allocation [31], [32], channel decoding
[33], [34], MIMO [35], [36], cognitive radio network (CRN)
[37], and channel estimation [38]–[40]. Furthermore, DNN
algorithms have also been successfully applied to predictive
data analysis and signal processing with many applications in
varied areas of study. For instance, paper [41] applied DNN
to DOA estimation and evaluated the estimation performance
under a scenario where two equal-power and uncorrelated
signals arriving on a uniform linear array. Authors in [42]
combined classification with regression in a single DNN.
Most of the signal processing algorithms have the inherent
capability to solve nonlinear problems such as nonlinear
classification, regression, information retrieval, and so on.
Though DNN has acquired some success, it is still in its
infancy, and many problems have not been solved yet.

In this paper, a novel framework that performs both detec-
tion and DOA estimation, which is based on DNN, is pre-
sented and the design aspects are studied under a scenario
where multiple uncorrelated narrowband signals arriving
from different directions are incident on a uniform linear
array. From the perspective of machine learning, the DOA
estimation problem is dealt with as a nonlinear mapping
that relates the outputs of the receiving antennas with its
associated DOAs by means of the DNN-based network. The
research is not related to a particular application, which
means that no exact performance criteria are specified. The
main contributions of this paper are summarized as follows.

1) In our research, the DOA estimation approach based
on DNN that does not need to provide any additional
information is a combination of the detection network
and the DOA estimation network. Additional detection
network attached in our structure makes it possible to
reduce the size of the training sets and to individually
train several DNNs that correspond to different position
sectors.

2) Starting from the knowledge of several input/output
samples, the internal parameters of the framework
are determined in the offline training phase. After
that, the network yields excellent generalization per-
formance. For example, our approach performs well in
response to input signals that have not been initially
included in the learning phase through generalization
and the DOA estimations of new signals are performed
in a very short time.

3) The results of simulation indicate that the DNN-based
DOA estimation not only has excellent performance on
DOA estimation, but also fast convergence rate. Subse-
quently, the estimation results are compared with those
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obtained by applying other robust algorithms men-
tioned above on the same measurements. The extensive
simulation results and comparison also demonstrate
that the proposed scheme has made a major break-
through in terms of detection accuracy and running
speed.

The remaining sections of this paper are organized as
follows. Section II presents the mathematical formulation of
the received signal model and the DNN structure. Section III
reports the DNN-based DOA estimation system model
design. Section IV describes the training process used in this
proposed algorithm. Section V provides several numerical
simulation results to evaluate the performance of the pro-
posed scheme by comparing with traditional DOA estimation
schemes. Section VI summarizes this paper.

FIGURE 1. Configuration of the antenna array.

II. MATHEMATICAL FORMULATION
A. RECEIVED SIGNAL MODEL
As shown in Fig. 1, a uniform linear array composed by
M elements with inter-element spacing d is used to receive
K electromagnetic waves (which are supposed to be nar-
rowband plane waves with a complex amplitude sk (t) and
a wavelength λ) transmitted by sources located at angles
θk , k = 1, . . . ,K and a time t . The received signal at the
ith array element, i = 1, . . . ,M , can be expressed as

xi(t) =
K∑
k=1

sk (t)e−j
2π
λ
(i−1)dsinθk + ni(t) (1)

where ni(t) is the noise signal received at the ith element of
the array.

Defining aM×K steering matrixAwhose generic element
is given by

ai,k = e−j
2π
λ
(i−1)dsinθk (2)

Using vector notation, we can rewrite (1) as

x(t) = As(t)+ n(t) (3)

where x(t), n(t), and s(t) are given by

x(t) = [x1(t), x2(t), . . . , xM (t)]T (4)

n(t) = [n1(t), n2(t), . . . , nM (t)]T (5)

s(t) = [s1(t), s2(t), . . . , sK (t)]T (6)

In (4)-(6) the superscript [·]T denotes the transpose of the
matrix.

As widely recognized in most of literatures [43], [44],
array processing algorithms do not work directly on the actual
outputs of the array elements for direction of arrival estima-
tion purposes, but they use the correlation matrix. Therefore,
the M ×M spatial correlation matrix of the received signals
can be expressed as

Rx = E
[
x(t)xH (t)

]
= ARsAH + Rn (7)

where E[·] and [·]H indicate the statistical expectation and
the Hermitian transpose, respectively. Rs and Rn are K × K
source signal and M × M noise signal correlation matrices,
respectively, and are given by

Rs = E
[
s(t)sH (t)

]
(8)

Rn = E
[
n(t)nH (t)

]
(9)

The noise signals received at the different array elements
are assumed to be samples from statistically independent
Gaussian white noise with zero mean and variance σ 2 and
also independent of s(t). Thus, we have

Rn = σ 2I (10)

where I is the M ×M identity matrix. Then, we can rewrite
(7) as

Rx = AE
[
s(t)sH (t)

]
AH + σ 2I (11)

In this paper, the correlation matrix Rx properly prepro-
cessed the outputs of the array is used as input of our DNN.

Since the correlation matrix Rx is a Hermitian matrix,
the upper and lower triangular parts have the same infor-
mation. What’s more, it has been found [21] that the upper
triangular part of this matrix is sufficient to estimate the
DOAs of the arrivingwaveswith a quite good accuracy. In our
design, the input vector to the input layer of the DNN is the
elements of Rx belonging to the upper triangular part that
can be organized in an M2–dimensional vector denoted by
y, given by

y = [r1,1, r2,2, . . . , rM ,M ,R(r1,2), I (r1,2),

R(r1,3), I (r1,3), . . . , I (rM−1,M )]T (12)

where rh,k is the (h, k)th element of the correlation matrix
Rx , and R[·] and I [·] denote the real and imaginary parts of a
complex-valued entity, respectively.

Since the neural network does not deal with complex
numbers directly, the each complex-valued entity of Rx is
considered to be two dimensional real values except for the
diagonal elements.

B. DEEP NEURAL NETWORK STRUCTURE
The simplest neural network model is the single layer neural
network that involves J linear combinations of the input
variable c1, . . . , cD in the form

aj =
D∑
i=1

wjici + bj (13)
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FIGURE 2. Architecture of a multiple-layered deep neural network.

where wji, bj, aj are referred to as weight, bias, and activation
respectively. Each of activations is then transformed using an
appropriate activation function h(·) to give a set of network
outputs zj,

zj = h(aj), j = 1, . . . , J (14)

where J is the total number of outputs.
The bias parameters in (13) can be absorbed into the set

of weight parameters by defining an additional input variable
c0 whose value is clamped at c0 = 1, and the corresponding
weight wj0 = bj, so that (13) takes the following formulation

aj =
D∑
i=0

wjici (15)

We can combine these relations to give the overall network
function which takes the form

zj = h

(
D∑
i=0

wjici

)
(16)

Using vector notation, we can rewrite (14) and (15) in a
matrix form as

z = h (a) (17)

a = Wc (18)

where

z = [z1, z2, . . . , zJ ]T (19)

a = [a1, a2, . . . , aJ ]T (20)

c = [1, c1, c2, . . . , cD]T (21)

W =


w1,0 w1,1 . . . w1,D
w2,0 w2,1 . . . w2,D
...

...
...

wJ ,0 wJ ,1 . . . wJ ,D

 (22)

The actual neural network has two or more hidden layers
as shown in Fig. 2, we can similarly absorb the nth layer bias
into the nth layer weights, so that the output of the nth layer
can be expressed as

z(n) = h(n)
(
a(n)

)
(23)

a(n) = W (n)z(n−1) (24)

in which the initial parameter z(0) = c and the overall network
function becomes

z(N )
= h(N )

(
W (N )

(
· · · h(2)

(
W (2)

(
h(1)

(
W (1)c

)))
· · ·

))
(25)

III. PROPOSED DEEP NEURAL NETWORKS-BASED
DIRECTION OF ARRIVAL ESTIMATION SYSTEM DESIGN
In this paper, a comprehensive study is conducted to carry
out the DOA estimation based on the DNNs. The computa-
tional problem of the DOA estimation can be treated from
a different point of view. In this work, a fully connected
DNN architecture is exploited to address the DOA estimation
problem, where the aim is to learn a mapping from the
observed antenna array signals to the DOAs of the impinging
waves. In order to achieve a significant gain, a massively huge
amount of training data is required in general. To overcome
this problem, we introduce a detection network which may
reduce the size of training set. The network architecture is
divided into two phases, the detection phase and the DOA
estimation phase. We will describe the details of our work in
the following section.

A. DETECTION NETWORK
The detection network is used to divide the search area of the
antenna array into different position sectors to detect signals
radiating from sources in each sector. In our case, a Multi-
ple Perception (MLP)-based detection network is considered
because it can handle any dimensional inputs without making
any assumption to the input data distribution. The detection
network structure is composed of three layers, one input
layer (the number of nodes is the same as the input vector
dimension in our case), only one hidden layer, and an output
layer, as shown in Fig. 3.

The elements of correlation matrix belonging to the upper
triangular part of the received signals, y, are directly fed into
the detection network. The weight matrix between input vec-
tor and hidden layer isW (d)

1 ∈ RH×M2
, where H denotes the

number of hidden nodes. For the detection outputs, the MLP-
based detection network aims to make a discrete decision
about the presence of a source in a certain direction. The
outputs h of the hidden layer are processed by using the
weight matrix W (d)

2 ∈ RQ×H , where Q denotes the number
of output nodes, and then output a temporary vector t. After
that, t =

[
tT1 , . . . , t

T
P

]T is divided into P groups in which
the pth group is tp = [t1p , . . . , t

q
p ]T . In order to follow the

additive rule, the activation functions are both defined as
identity functions. The above description can be expressed
using the following equations{

h = W (d)
1 y+ b(d)1 ,

t = W (d)
2 h+ b(d)2

(26)

where b(d)1 ∈ RH×1 and b(d)2 ∈ RQ×1 represent bias vectors
at input layer and hidden layer, respectively.
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FIGURE 3. Block diagram of the considered DNN-based DOA estimation algorithm with detection network and DOA estimation
network.

B. DOA ESTIMATION NETWORK
Once the detection process is accomplished, the correspond-
ing DOA estimation networks can be activated in order to
estimate the DOAs of the signals. The problem of DOA
estimation is formulated as a K -class classification problem,
where each class corresponds to a possible DOA value in the
set θ = {θ1, . . . , θK }.
The structure of the DNN-based DOA classifier is shown

in Fig. 3. The input of the DOA estimation network is formed
by aligning the detection part outputs as a column vector, and
it has the same number of nodes as the detection part output
nodes in our case. The number of output nodes of the DOA
estimation network depends on the array geometry, a required
angle resolution and search range. Each output corresponds to
a certain unique angle within the search range. For example,
for an uniform linear array the DOA range lies between
[θmin, θmax], and with an angle resolution of 1θ , the total
number of output nodes is Z = (θmax − θmin) /1θ + 1.
Supposing the DOA estimation network has L − 1 fully feed
forward connected hidden layers from one layer to the next
layer, L = {0, . . . ,L} represents the set of layers, where
l = 0 and l = L denote the input layer and output layer
respectively. The number of nodes of each layer l ∈ L is
denoted by nl , and we have n0 = Q and nL = Z . For each
hidden layer, the output ol ∈ Rnl×1 is calculated as follows

ol =

ReLU
(
W (e)

l t+b(e)l
)
, l = 1

ReLU
(
W (e)

l ol−1+b
(e)
l

)
, l ∈ {2, . . . ,L − 1}

(27)

where ol−1 ∈ Rnl−1×1 is the output of the (l − 1)th layer,
W (e)

l ∈ Rnl×nl−1 and b(e)l ∈ Rnl×1 are respectively the weight
matrix and bias vector at layer l. The activation function
at the output of each hidden layer is the Rectified Linear
Unit function, ReLU (x) = max (x, 0), which introduces
nonlinearity to the network in order to estimate more than
one DOAs for a given position sector. However, the output
layer has a softmax activation function at the end, namely
oL = softmax

(
W (e)

L oL−1 + b
(e)
L

)
. It is worth noting that the

transformation from the input space to the hidden-unit space
is nonlinear, whereas the transformation from the hidden
layer to the output space is linear.

In conclusion, the array outputs are preprocessed to serve
as the input vectors for the detection phase. The vectors pro-
cessed during the detection phase are sent to the estimation
phase which can reproduce the DOA estimate values. Note
that the weights and bias vectors are represented in different
forms just to make them easier to distinguish.

IV. SUPERVISED LEARNING POLICY OF THE PROPOSED
ALGORITHM
Unlike the existing methods which mainly rely on the array
geometry, the proposed DNN-based framework uses a set of
given samples of the input/output values to learn the rela-
tionship between the received signals and the DOAs of radio
waves as well as possible. It should be mentioned here that
the optimal training scheme can be obtained by exhaustively
enumerating all possible combinations of angles of arrival.
However, this naive design causes the number of training data
patterns to increase in proportion to O(MK ). To avoid this

140692 VOLUME 8, 2020



M. Chen et al.: DNN for Estimation of DOA With Antenna Array

problem, we introduce the detection network and divide the
DOA estimation network into multiple DNNs, which makes
the estimated value of the DOA closer to the hypothesis value
in a smaller position sector. In the following section, detec-
tion network training strategy and DOA estimation network
training strategy will be described in details.

A. DETECTION NETWORK TRAINING POLICY
In this part, we consider the learning scheme for training the
detection network and the parameters required for detection
process are determined during the training phase. After the
training phase, the network based on DNN is performed on
the testing phase online. The training pairs consist of a set
of given samples of the input/output values of the detection
network, which are created by

8 =
{
y
(
θφ
)
, t
(
θφ
)}θmax
θφ=θmin

(28)

where θφ is assumed to be uniformly distributed in the range
[θmin, θmax] and y

(
θφ
)
is its corresponding correlation vector

which can be calculated according to (11) and (12). When the
signal from direction θφ belonging to the pth group is incident
on the antenna array, the output of the detection network,
t
(
θφ
)
, is expressed as

t
(
θφ
)
=

{
tT1 , . . . t

T
p . . . , t

T
P

}T
=

[0, . . . , 0]︸ ︷︷ ︸
q

, . . . y
(
θφ
)T
. . . , [0, . . . , 0]︸ ︷︷ ︸

q


T

(29)

that is to say, the pth group output of the detection network
is expected to be y

(
θφ
)
, while the outputs of the other groups

expected to be 0 = [0, . . . , 0]T ∈ Rq×1.
Starting from these training sample pairs, the weight matri-

ces W (d) and bias vectors b(d) of the detection network are
determined during the training phase by minimizing the loss
function which can be defined as the difference between the
hypothesis output and its predicted value, that is

R
(
θφ
)
=

1
N

N∑
n=1

‖t
(
θφ
)
− t̂

(
θφ
)
‖
2

(30)

where N is noted as the number of samples at each direction,
and t̂

(
θφ
)
is the predicted value. It is possible to evaluate the

gradients of the error function R
(
θφ
)
efficiently by means of

the background procedure. In order to make the formulations
look more compact, we omit the contants.

∂R
(
θφ
)

∂W (d)
1

=

N∑
n=1

W (d)
2

[
t
(
θφ
)
− t̂

(
θφ
)]
y
(
θφ
)

∂R
(
θφ
)

∂W (d)
2

=

N∑
n=1

W (d)
1

[
t
(
θφ
)
− t̂

(
θφ
)] [

y
(
θφ
)
+ b(d)1

]
∂R
(
θφ
)

∂b(d)1

=

N∑
n=1

W (d)
2

[
t
(
θφ
)
− t̂

(
θφ
)]

∂R
(
θφ
)

∂b(d)2

=

N∑
n=1

[
t
(
θφ
)
− t̂

(
θφ
)]

(31)

The sequential gradient descent is adopted to use the
obtained gradients information, that is

W (τ+1)
= W (τ )

− η
h

W
‖t
(
θφ
)
− t̂

(
θφ
)
‖
2

b(τ+1) = b(τ ) − η
h

b
‖t
(
θφ
)
− t̂

(
θφ
)
‖
2

(32)

where the parameter η>0 is known as the learning rate and the
τ labels the iteration step. After each such update, the gradi-
ents are re-evaluated for the new weight matricesW (τ+1) and
new bias vectors b(τ+1) and the process repeated.
Once training process of the detection network is com-

pleted, the testing phase can be constructed by giving a
specific received signal correlation vector and the estimated
detection output can be obtained without requiring iterations.

B. DOA ESTIMATION NETWORK TRAINING POLICY
In this part, we would like to investigate how to use a set
of training data to achieve reliable DOA estimation. In the
training phase, a DOA classifier, namely a DNN in our case,
is trained from sets of G training pairs, given by

�(θk) =
{
t
(
θ
g
k

)
, θ

g
k

}G−1
g=0 (33)

where θgk is the training angle of θk , k = 1, . . . ,K cor-
responding to the gth sample and t

(
θ
g
k

)
is its detection

output vector. Therefore, the nonlinear relationship between
the detection network output and the corresponding DOA
can be learned by training the DOA estimation network.
In order to generalize the estimation capabilities of the DNN
to unknown angular separations, in the learning phase, differ-
ent angular separations between the training angles are con-
sidered. Because the detection network which can divide the
search area of antenna array into smaller position sectors to
reduce the training angles combinations has been introduced,
we only consider two impinging signals (θ1 and θ2) with
one angular separation (1θ12 = θ2 − θ1) in each classifier.
Therefore, �(θk) can be defined by the following angles of
incidence

θ
g
1 = θmin + δθ g

π

180

θ
g
2 = θmin + δθ g

π

180
+1θ12 (34)

where δθ is the angle distance between two adjacent DOAs
of the training set. The DOA estimation network training is
divided into two stages:

The first stage, forward propagation stage: taking an input
vector t

(
θ
g
k

)
from the training sample set, passing forward it

through the network, and calculating the output of each layer.
The second stage, back propagation stage: through calcu-

lating the difference between the above network output θ̂gk
and the desired output θgk , successively utilizing the back-
ground propagation algorithm to find the error derivatives
of all the network parameters, and consequently updating
the weights and biases values of the interconnections based
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on the sequential gradient descent method. The gradients of
all the network parameters, which are needed for the back
propagation based learning, can be obtained following the
same calculation process as the detection network training.

The above training process continually adjusts all network
parameters to minimize the value of loss function until con-
vergence. The mean square error (MSE) loss function is taken
into account during the training, which is defined as

E
(
θ
g
k

)
=

1
N

N∑
n=1

‖θ
g
k − θ̂

g
k ‖

2
(35)

During testing, the detection network output vector is fed
into the trained DNN-based DOA estimation network, which
returns evaluated DOA values, from which the DOAs can be
obtained. Our proposed scheme can also be used when the
angular separations are not included in training set.

It is worth noting that after the training phase (performed
offline), the real-time determination of DOA is less time
consuming and the memory space is saved because only the
coefficients of the DNNs need to be stored. The training
process of the proposed algorithm is supervised and steps can
be summarized in appendix.

V. SIMULATION RESULT AND ANALYSIS
In this section, the estimation performance of the proposed
method has been evaluated by means of several computer
simulations. The powerful Tensorflow [45] is introduced to
design and process the DNN. All the computer simulations
are performed in a PC equipped with 3.6 GHz processor and
RAM of 8 GB.

A. SIMULATION SETUP
In the following simulations, a uniform linear array composed
by M = 10 elements with half wavelength inter-element
spacing was employed to receive signals from multiple
sources. The center frequency was set to 2 GHz. Simulation
data used for training and testing the proposed framework is
created using the data model (3), as no real-world measure-
ments were conducted within this paper. The received signals
were supposed to be uncorrelated narrowband signals and had
equal signal-to-noise ratio (SNR) of 10 dB. The correlation
matrix was calculated from 400 snapshots of received signals.

For the detection neural network, the dimension of the
input layer was set to 100 nodes, and that of the hidden
layer was 50 nodes. The number of output layer units was
the same as that of the input layer. The DOAs used for
training were random variables of the uniformly distribution
in the range [−60◦, +60◦] with a sampling interval of 1◦

and the corresponding correlation matrices were computed
according to (11). The search range of DOA was divided
into P = 2 position sectors with equal spatial regions.
Next, the training pairs which composed by the calculated
correlation vectors and detection network outputs were used
to train this neural network to detect the presence of signals
in each spatial region. As the neural network was trained

by considering 1000 samples per direction, the training set
comprised 121000 samples in the simulations.

For the DOA estimation network, the dimension of the
input layer was the same as the output layer size of the
detection neural network because the signals processed by the
detection neural network were subsequently presented to the
DOA estimation network to estimate the DOA. The number
of hidden layers was two where the first hidden layer had
50 nodes and the number of nodes on the second hidden layer
was 30 in each classifier. It was assumed that the DOA of each
plane wave fell within the range of [−60◦, +60◦], and the
required angle resolution was set to 1◦. Therefore, the number
of output layer nodes was 121. In each classifier, the training
samples were created by considering two signals separated
by 1 = 2◦ where the DOAs of the first signal (denoted by
θ ) were generated by uniformly sampling in the search range
[−30◦,+28◦] with a sampling interval of 1◦, and the DOAs of
the second signal were θ+1. For both networks, the learning
rate was set to 0.001 while the batch size was 16.

B. DOA ESTIMATION
In this section, the simulation results confirm the generaliza-
tion capabilities of the proposed method in several different
cases by comparison with classical DOA estimation methods.

FIGURE 4. Comparison between the actual and estimated DOA values of
two signals separated by 1 = 10◦ (not included in the training set). (a)
DNN-based estimation approach. (b) Mean errors on the DNN-based
estimation approach. (c) SVR-based estimation approach. (d)
MUSIC-based estimation approach.

As described before, the each DOA estimation network
was trained with two uniformly distributed random variables
separated by 1 = 2◦ in the search range [−60◦,+60◦].
However, in the first experiment, the trained network has been
tested with two uncorrelated narrowband signals arriving on
the antenna array with an angular separation given by 1 =
10◦ (not included in the training set) where the DOAs are
assumed to be uniformly distributed from−30◦ with a step of
1◦ to+30◦. Both signals have equal SNR of 10 dB. In Fig. 4,
we use dashed lines to represent theoretical angles of arrival,
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and symbols to indicate their estimated data. Note that the
abscissa in Fig. 4 refers to the number of samples not for the
training phase but for the estimation one. The above two rules
are true for Figs. 5-9 as well. As can be seen from Fig. 4(a),
the estimated DOA values of our proposed method and the
true values are very close. The results obtained from the
MUSIC and SVR algorithms in the same scenarios are also
shown in Fig. 4(c) and (d). The training data set of the SVR
is the same as our defined classifiers. Also, Fig. 4(b) shows
the behavior of mean errors versus the number of samples
for assessing the accuracy of the DOA estimation and each
reported simulation result is averaged over 200 Monte Carlo
trials. It is evident that our proposed algorithm is able to
estimate the DOAs, which are not included in the learning
phase, with a quite good accuracy. Fig. 4 shows that the
performance of our proposed method approaches that of the
MUSIC and SVR algorithms and most of the mean square
errors are lower than 0.5◦.

FIGURE 5. Comparison between the actual and estimated DOA values of
three signals separated by 1 = 7.5◦ (not included in the training set).
(a) DNN-based estimation approach. (b) Mean errors on the DNN-based
estimation approach. (c) SVR-based estimation approach. (d)
MUSIC-based estimation approach.

In the second experiment, Fig. 5 reports the estimated DOA
values when the network is tested with three uncorrelated
narrowband signals which are uniformly distributed random
variables in the position sector [−30◦, +30◦] with the same
angular separation 1 = 7.5◦ and same SNR. The actual
values are also reported. From the result, we note that our
approach provides very good DOA estimates and the esti-
mation accuracy can be comparable with those drawn by
the high resolution MUSIC algorithm without requiring the
critical information of the number of active signals. However,
the SVR algorithm does not work well when the number
of signals is unknown in advance in the simulations. It is
supposed that the SVR in general requires a good estimate
of the number of active sources, which is often unavail-
able or difficult to obtain. Otherwise, the model has to be
retrained overall to get the accurate DOA estimates.

FIGURE 6. Comparison between the actual and estimated DOA values of
twelve signals (larger than the number of array elements) separated by
2◦. For clarity, only show the first and the last signals. (a) DNN-based
estimation approach. (b) Mean errors on the DNN-based estimation
approach. (c) SVR-based estimation approach. (d) MUSIC-based
estimation approach.

In the third experiment, Fig. 6 shows a comparison between
the estimated and true values for this array receiving twelve
uncorrelated narrowband sources uniformly distributed in the
sector [−30◦,+30◦] with the same 2◦ angular separation and
same SNR. In this experiment, for clarity, we only show
the first signal and the last signal. As can be seen from
this figure, the MUSIC algorithm has a poor performance
when the number of array elements is less than the num-
ber of sources, and significant errors occur. In comparison,
the proposed network is basically able to resolve the DOAs
of multiple sources although the results are a little bit of
fluctuation. This behavior can be attributed to the fact that the
MUSIC algorithm is based on signal subspace decomposition
and it needs a full-rank estimate of the correlation matrix.
Therefore, the maximum number of signals that an array can
resolve is bounded by the number of its elements. The DNN-
based approach is fully data-driven, therefore may not be
puzzled by such problem.

It can be concluded from Figs. 4-6 that the proposed net-
work is able to successfully retrieve the DOAs of the sources
(not included in the training phase) with a quite good accuracy
through generalization and yield satisfactory results without
any extra information or any need to adopt a mathematical
method. Meanwhile, the simulation results also illustrate that
the proposed method provides better performance than tradi-
tional DOA estimation methods and other machine learning
methods, especially when dealing with unknown configura-
tions.

To study the effect of noise on the performance of the
neural network, for comparison, the root mean square error
(RMSE) of the DOA estimates of four kinds of algorithms
(which are the standard MUSIC algorithm, SVR-based DOA
estimation algorithm, RBF-based DOA estimation algorithm,
and our proposed DNN-based DOA estimation algorithm)
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FIGURE 7. RMSE in DOA estimation (degrees) of the proposed
DNN-based DOA estimation algorithm, standard MUSIC algorithm,
SVR-based DOA estimation algorithm, and RBF-based DOA estimation
algorithm as a function of SNR.

FIGURE 8. Comparison between the actual and estimated DOA values
with smaller SNR values compared with the training settings. (a)
SNR=-8 dB. (b) SNR=-4 dB.

trained and tested with different sets of SNR is shown
in Fig. 7. TheDNN-basedDOAestimation algorithm is called
DNN-DOA for short in this figure. The RMSE is defined as

RMSE =

√√√√ 1
KN

K∑
k=1

N∑
n=1

(
θ̂k,n − θk

)2
(36)

whereN denotes the number of trials and θ̂k,n is the estimated
value of the θk of the nth Monte Carlo trial for the kth
electromagnetic wave. In order to observe the performance of
our proposed DNN-based DOA estimation algorithm under
small SNR in a more detailed way, the specific estimation
results of our algorithm are also given in Fig. 8. In particular,
the range of SNR is set from −10 dB to 10 dB in Fig. 7,
and the estimation results obtained by DNN-DOA algorithm
when the SNR = −8 dB and SNR = −4 dB are shown
in Fig. 8. The other training settings are the same as the
first experiment. From the results, the RMSE of all the DOA
estimation algorithms reduces significantly as SNR increases.
Fig. 7 clearly indicates that the MUSIC algorithm achieves a
slightly higher estimation accuracy when SNR>-4 dB, but
when SNR becomes small, the performances of the learning-
based DOA estimation methods are much better. As can be
seen in Fig. 8, although there was a slight fluctuation when
SNR = −8 dB, the estimation results have been greatly
improved when SNR=−4 dB. It can be observed from these
figures that our proposed method shows a good robustness

against noise even at low SNR and the results obtained by our
proposed approach are also comparable with those provided
by the MUSIC algorithm at the SNR of 10 dB. It is worth
noting that the RMSE of the DOA estimates of all these
algorithms is tending to be stable when SNR is higher than
2 dB.

FIGURE 9. Computational time required by the learning-based DOA
estimation algorithms and the standard MUSIC algorithm versus sample
numbers.

C. COMPUTATIONAL COMPLEXITY
Finally, the computational time during the testing phase
required by above mentioned four kinds of DOA esti-
mation algorithms versus the sample numbers is plotted
in Fig. 9. Note that, our proposed scheme requires an aver-
age of 2.5 minutes to train the detection network and about
5 minutes to train the DOA estimation network. After the
training phase, the computation time to estimate a new DOA
value is measured at 0.015 seconds which is sufficiently low
to be used in practice. As reported in [21], the CPU time
of the SVR-based method is 0.025 seconds which can be
comparable with our approach. As can be seen from Fig. 9,
the CPU time required by the MUSIC algorithm for DOA
simulation is about 85 seconds when the number of samples
is equal to 50, which is much longer than that of learning-
based schemes. These learning-based schemes need less than
a second in the same case. That is to say, the learning-based
DOA estimation methods dramatically reduce the computa-
tional complexity and the memory space. Simulation results
for run time and precision show that our DNN-based DOA
estimation approach has made a major breakthrough in both
detection accuracy and running speed.

VI. CONCLUSION
In this paper, we have presented a new approach based on
DNNs for detecting and estimating the DOAs of radio waves.
The network architecture has been constructed to address the
DOA estimation problem by learning a mapping that relates
the observed antenna array signals with its associated DOAs
of the impinging waves. The detection network divided the
search area of the antenna array into several sectors to detect
signals radiating from sources in each sector, each of which
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Algorithm 1 Training Steps in the Detection Stage:
• Step 1: Generate the set of DOAs which is uniformly
distributed in the range [−60◦, +60◦];

• Step 2: Calculate the observed signals using (1), esti-
mate the correlation matrices of the array output vectors
using (11), and form the detection network input vectors
using (12);

• Step 3: Present input vectors to the detection network
and evaluate the detection network outputs using (26);

• Step 4: Form detection network training pairs using
(28);

• Step 5: The background propagation algorithm is used
to evaluate the gradients of the error function using (31);

• Step 6: Update the weights and biases by the sequential
gradient descent algorithm;

• Step 7: The weights and biases are determined by mini-
mizing the error function.

Algorithm 2 Training Steps in the DOA Estimation Stage:
• Step 1: Generate the set of DOAs using (34);
• Step 2: Calculate the detection network output vectors
by passing the set of DOAs through the detection net-
work;

• Step 3: Form the DOA estimation network training pairs
using (33);

• Step 4: Calculate the DOA estimation network outputs
by forward propagation;

• Step 5: Through the above network outputs, the back-
ground propagation algorithm is used to find the error
derivatives of the network parameters;

• Step 6: Update the weights and biases by the sequential
gradient descent algorithm;

• Step 7: The weights and biases are determined by mini-
mizing the error function.

corresponded to one DOA estimation network. According
to the detection results, one or more DOA estimation net-
works could be activated to perform the DOA estimation. The
detection network introduced in our architecture dramatically
reduced the size of the training set. Starting from the knowl-
edge of several input/output samples, the internal parameters
of the framework were determined in the offline training
phase, and then the corresponding DOA output values could
be obtained based on the current input data during testing
phase. The performance of this approach has been compared
with the conventional DOA estimation algorithms in a couple
of different scenarios. The simulation results have shown high
estimation accuracy and the excellent generalization capabil-
ities of our approach. The main advantage of the proposed
approach was that it greatly reduced the computation time for
the DOA estimation, which further verified its efficiency. The
framework was evaluated on synthetically generated uncor-
related narrowband data, and a scenario with two correlated
signals impinging on the array showed that the performance

of the framework decreased gradually. Further research is
required to determine whether alternative learning algorithms
and advanced techniques can handle this problem.

APPENDIX A
TRAINING STEPS IN THE DETECTION STAGE
See Algorithm 1.

APPENDIX B
TRAINING STEPS IN THE DOA ESTIMATION STAGE
See Algorithm 2.
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