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ABSTRACT The exponential growth of the Web documents has constituted the need for automatic document
summarization. In this context, extractive document summarization, i.e., that task of extracting the most
relevant information, removing redundancy and presenting the remained data in a coherent and cohesive
structure, is a challenging task. In this article, we propose a novel intelligent approach, namely ExDoS,
that harvests benefits of both supervised and unsupervised algorithms simultaneously. To the best of our
knowledge, ExDoS is the first approach to combine both supervised and unsupervised algorithms in a single
framework and an interpretable manner for document summarization purpose. ExDoS iteratively minimizes
the error rate of the classifier in each cluster with the help of dynamic local feature weighting. Moreover,
this approach specifies the contribution of features to discriminate each class, which is a challenging issue
in the summarization task. Therefore, in addition to summarizing text, ExDoS is also able to measure the
importance of each feature in the summarization process. We evaluate our model both automatically (in
terms of ROUGE factor) and empirically (human analysis) on the benchmark datasets: the DUC2002 and
CNN/DailyMail. Results show that our model obtains higher ROUGE scores comparing to most state-of-
the-art models. The human evaluation also demonstrates that our model is capable of generating informative

and readable summaries.

INDEX TERMS
multi-document summarization.

I. INTRODUCTION

The expansion of Internet and Web applications, followed
by the growing influence of smart-phones on every aspect
of our lives, induced an everyday growth of textual infor-
mation. This eruption in data generation not only makes it
impossible for humans to summarize, but also even machines
are unable to process this massive amount of generated
data that is producing in different technologies, applications,
and organizations. Analyzing large amounts of data that are
mostly unstructured is quite challenging, if not impossible.
This explosion of documents necessitates automated docu-
ment summarization, which aims to create a shorter version
of documents while preserving their essential information.
Therefore, for any decision making and gaining insights from
data, a summarization technique is essential. Hence, text
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Automatic text summarization, extractive summarization, feature weighting,

summarization is becoming one of the most useful techniques
in today’s fast-growing world.

Summarization can help to gain insights from data and
facilitate decision making. For instance, social media applica-
tions such as Twitter' and Facebook” are now being utilized
for personal purposes as well as for marketing and political
purposes. Nowadays, the majority of political campaigns all
over the world use social media as their main apparatus to
reach out to their supporters [1]. Thus, extracting textual
information can be vital to successful marketing and politi-
cal strategies. The real-world applications of automatic text
summarization are not limited to marketing or political cam-
paigns. For instance, text summarization is also employed
for compressed descriptions of the search results in search
engines as well as in keyword directed subscriptions to

1 https://twitter.com/
2https://WWW.facebook.com/
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FIGURE 1. An overview of the proposed approach (ExDoS): (A) A simple dataset with two classes, (B) Each instance is a
sentence. We combine both surface and linguistic features (extracted from the semantic graph) to make a unified feature
set, and (C) The final output is groups of similar samples where features are locally weighted in each group.

news [2]. Furthermore, an effective text summarization of
social media content can maintain the trust of users, based
on user navigation between different contents [3].

Although text summarization is an old challenge and the
first attempts return back to the 1950s, where they used fea-
tures such as word and phrase frequency to extract important
sentences, it still is a demand research field due to its applica-
bility. A good summary should keep the main content while
helping users to understand large volumes of information
quickly. The first definition of text summarization is to extract
the most informative parts as a compressed version for a
particular user or task. A summary is also defined as a shorter
version of a document that is generated by a machine to draw
the most significant information in a shorter form and without
any human assistance [4]. However, a more recent definition
is given by Radev et al. [5] as “‘a text that is produced from
one or more documents, which conveys the important infor-
mation in the original text, and usually significantly less than
that”. According to this definition, three important issues
should be considered: (i) summaries can be produced from
single or multiple documents; (ii) summaries should preserve
the important parts of the original text; and (iii) summaries
have to reduce the original text by at least 50%.

There exist various categorizations for document sum-
marization. However, automatic summarization models are
mainly divided into two categories: extractive and abstractive.
Abstractive approaches understand the text profoundly and
then represent the text in another shorter structure. On the
other hand, the goal of extractive methods is to select the
most informative units. Since it is quite hard for the machine
to produce a summary that is smooth and understandable by
humans, in practice, extractive approaches are mostly used.

Among different categories for extractive summarization
approaches, recently, machine learning approaches have been
widely used in the extractive summarization problem. Extrac-
tive summarization can be either unsupervised or supervised.
In unsupervised approaches, the goal is to find represen-
tative sentences while in supervised methods, the problem
is considered as a binary classification task where classes
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defined as being/not being included in the summary [6], [7].
In this article, we present a novel intelligent approach for
summarization, called ExDoS, which benefits from using
both supervised and unsupervised algorithms simultaneously
and in an interpretable manner. ExDoS has the following
novel characteristics:

« We combine the clustering and classification algorithm
into a single objective function. Clustering aims to dis-
cover the underlying structure of data and then feeds this
information to the classification stage through a single
objective function. Hence, it improves the performance
of the summarization algorithm.

o Features are dynamically weighted through the opti-
mization process in each cluster. These weights repre-
sent the role of each feature in discriminating each label
individually while summarizing documents.

« Sentences are selected in a way that produced summaries
are coherent and non-redundant. The most crucial sen-
tence will be at the top, and then other sentences are
chosen in a way that covers all critical information while
not being redundant.

The proposed approach obviates the need for feature engi-
neering in the summarization task. Although the most critical
phase in machine learning algorithms is feature extraction,
prior work mostly focused on the sentence selection process.
Recently, some attempts have been made to find an optimum
feature set for the summarization process. These approaches
consider the relevance of each feature as a binary problem,
i.e., whether a feature is included in the feature set or not [8].
The empirical results show that ExDoS can efficiently capture
the important pattern of features. An overview of ExDoS is
illustrated in Figure 1, where a sample is a sentence modeled
as a vector of features. The final output is groups of similar
samples where features are locally weighted in each group.
The weights of features illustrate the importance of each fea-
ture in sub-spaces (clusters). In the summarization problem,
these spaces represent being or not being in summary. Our
main contributions can be summarized as follows:
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o We introduce and formalize a theoretically grounded
method, based on the idea of combining supervised and
unsupervised learning. We employ this novel idea in
the task of document summarization. This architecture
allows us to develop clusters of sentences that can help
to select summaries. Specifically, we designed a ranking
measure that determines whether a document sentence
matches a highlight and should be labeled with “1”
(must be in summary) or “0” otherwise.

o ExDoS is capable of measuring the role of features in
discriminating each class individually through the sum-
marization process by making various feature spaces.

o We provide evidence in the form of experiments in
which the model is trained to illustrate that ExDoS
obtains state-of-the-art performance while the impor-
tance of all features for discriminating different classes
on different datasets is reported.

o We perform a human evaluation experiment to assess
summaries from the viewpoint of the human experts
as ground truth. This proves that summaries created by
ExDoS are less redundant and more informative than
summaries created by competing approaches.

« In addition to being a state-of-the-art performer, ExXDoS
has an additional advantage, which is being very inter-
pretable. The clearly separated terms in the optimization
process allow us to track the output summary. Such
visualization is especially useful to explain decisions
made by the system to the end-user.

Il. RESEARCH OBIJECTIVE

The problem of document summarization has been widely
studied before due to its real-world applications. In this
problem, the input is a set of documents where the output
is a human-readable summary. In this article, we propose
an extractive multi-document summarization. The novelty
of this article is to propose a general framework that ben-
efits from both supervised and unsupervised techniques in
a single algorithm to reveal the hidden structure of data.
Our rationale behind this is to harvest the advantages of
both classification and clustering algorithms simultaneously.
While classification uses the knowledge of labels, clustering
extracts the hidden information based on features. Therefore,
combining these two approaches can lead to many advantages
in different problems [9], [10]. ExDos approach iteratively
minimizes the error rate of the classifier in each cluster with
the help of dynamic local feature weighting in one objective
function. In addition to summarizing the documents, ExDoS
can measure the importance of different features with the
help of local feature weighting. The local weights of features
indicate how each feature contributes to making each cluster.
We provide a detailed technical description of the proposed
summarization system throughout the article and illustrate its
functionality using a working example. Besides, we evaluate
our model both automatically (in terms of ROUGE factor)
and empirically (human analysis) on benchmark datasets:
the DUC2002 and CNN/DailyMail dataset. The accuracy of
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the approach, the importance of features, the effect of local
feature weighting, the complexity of the method, and the
parameter are all evaluated in this article.

Ill. RELATED WORK

Producing a summary is a complicated task even for a
domain-expert person who has the knowledge of words and
concepts, and yet it can be even more difficult for machines.
The machine should have the ability of natural language
processing and producing a human-understandable summary,
in addition to the background knowledge. There exist differ-
ent categories for document summarization. For instance, one
is based on the goal of the summarization task, which includes
generic, domain-based (topic-focused) [11], or query-based
summarization algorithm [12].

We also have other categories for document summarization
which is based on the application of summarization such as
article summarization [13], review summarization [14], news
summarization [15], and also summarization for anomaly
detection [16].

One main categorization is considering the process and
output type of the summarization algorithm, which are extrac-
tive and abstractive approaches. Abstractive summaries are
generated by interpreting the main concepts of a docu-
ment and then stating those contents in a clear natural lan-
guage [6]. Abstraction techniques are a substitute for the
original documents rather than a part of it. Therefore, abstrac-
tive approaches require deep natural language processing
such as semantic representation, and inference. However,
they are challenging to produce and yet have not arrived
at a mature stage. Today’s systems or computing devices
cannot provide semantic representation, inference, and nat-
ural language to such a level that is equivalent to humans.
Abstractive summarization approaches are classified into two
groups: structure-based and semantic-based approaches [17].
Structure-based approaches aim to find a schema that can
describe the document, which includes template-based meth-
ods, rule-based methods, ontology-based, and tree-based pro-
cedures. Figure 2 illustrates the main categories of document
summarization.

‘ Document Summarization

v ¥ ¥ ¥

Document Type

Output Type

Single-document

‘ Generic ‘ ’ Texual ‘ ’ Abstractive ‘

Multi-document

Domain-based ‘ ’ Multi-media ‘ ’ Extractive ‘

FIGURE 2. Categorization of document summarization techniques.

Extractive document summarization has been widely stud-
ied in the past. Since the proposed approach in this article
is an extractive approach, we analyze the extractive methods
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in more detail. Extractive text summarization selects some
sentences as the representative of the original documents.
These sentences are then concatenated into a shorter text
to produce a meaningful and coherent summary [18]. An
extractive approach usually contains three steps: i) Represen-
tation of the original text document; ii) Sentence scoring; iii)
Selecting high scores sentences in summary. Generally, based
on these three steps, extractive approaches can be classified
into three groups: surface or statistical methods, entity-level,
and discourse-level methods. Surface-level approaches were
the most popular methods since the 1950s, which process the
documents based on shallow features such as frequency of
words, sentence position, words in the title, or presence of
cue phrases in the text. The entity-level methods focus on
modeling semantic, syntactic, and logical relations between
entities in the document. The relations between entities are
based on similarity, proximity, and cohesion. Similarity refers
to words in the text that have a similar stem (e.g., white
and whiteness). In contrast, proximity refers to the distance
between the text units in which the entity occurs. Further-
more, cohesion refers to the connection between relevant
units of the text, which contain entities strongly connected
into a semantic structure. Cohesion provides mechanical con-
nections on the language level and ensures that the text makes
sense as a whole. Connections between sections, sentences,
and phrases are made with the grammatical and lexical links.
Finally, the discourse-level methods refer to the modeling of
the global text structure, which models the document’s global
structure and its relation to the communicative goals, taking
into account the rhetorical structure of the text (argumentation
and/or narrative structure) [2].

We also can divide the approaches based on the dif-
ferent representation models. The first category is the
graph-based approaches, which are used for both single and
multi-document summarization [4], [19]-[21]. In this cate-
gory, each sentence is treated as a node. Two nodes or specifi-
cally, two sentences are connected with an edge if the two sen-
tences have some similarities. The graph-based approaches
depend on the sentence centrality and centroid [21]. Other
approaches to find similarity measures between the nodes
are discounting, cumulative sum method [19], and position
weight [21].

The second category is clustering-based approaches that
are suitable for both single document and multi-document
summarization [19]. Similar documents and passages are
clustered together so that the related information remains in
the clusters. After clustering, sentences are ranked within
each cluster, then their salience scores are calculated. Sen-
tences with high scores in each cluster are extracted to make
the summary.

The third category is the lexical chaining approaches. Lexi-
cal chains are basically defined as semantically related words
spread over the entire document. Each chain of words shows
the semantically related cluster of words [22], [23]. Words
from the document are grouped into meaningful clusters
to identify various themes within a document. Then, these
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clusters are arranged systematically to form a binary tree
structure.

The fourth category is frequent-term approaches [24].
These methods check for the terms which are frequent and
semantically similar. For the calculation of semantic similar-
ity, they check the length of the path linking the terms, the
position of the terms, the difference of information content,
and the similarity between the terms. After this, summarizer
filters the sentences having the most frequent, semantically
related terms and extracts them for a summary.

The fifth category is the information retrieval approaches
[19] that is very similar to the graph-based and lexical chain-
ing approaches. These approaches are an enhancement of the
two graphical methods, LexRank (threshold) and LexRank
(continuous). In these methods, the main feature is logical
closeness, i.e., how two sentences are logically related to each
other rather than just the topical closeness. Besides, sentences
must be coherent in a sense. Finally, more related sentences
are picked up in a chain to produce a logical summary.

The sixth category is machine-learning approaches.
Different machine learning approaches are used for this pur-
pose, such as naive-bayes, decision trees, log-linear, Hid-
den Markov Model, neural networks, and reinforcement
learning [4], [20]. Recently, the focus is mainly on neural
network-based and deep reinforcement learning methods,
which could demonstrate promising results. They employ
word embedding [25] to represent words at the input level.
Then, feed this information to the network to gain the output
summary. These models mainly use a convolutional neu-
ral network [6], [26], a recurrent neural network [27], [28]
or a combination of these two [29], [30]. Although these
approaches could gain outstanding results in terms of perfor-
mance, they are not efficient and interpretable. None of them
could estimate the role of each feature in the summarization
task and for each class separately. A few approaches predicted
the general importance of features using various combina-
tions of features [8], [31]. It is clear that as the number of
features increases, these approaches are not practical. In other
attempts, authors considered a summarization approach as
a combinational optimization problem. Although, in these
approaches, features are weighted, the goal is to select sen-
tences that optimize the objective functions. Therefore, these
weights aim to measure the importance of sentences, not
features [32], [33]. The leading methods in each group are
considered as baselines for evaluating ExDoS.

IV. THE PROPOSED APPROACH (ExDoS)

To tackle the summarization problem, previous approaches
used supervised or unsupervised methods [34]. Although
supervised approaches used to gain better results when data
are labeled, nowadays, unsupervised methods could out-
perform supervised methods in some cases [35]. Besides,
extracted features play a significant role in both categories.
ExDoS considers all these properties to improve the accuracy
of the summaries while measuring the function of each fea-
ture in the output summary.
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FIGURE 3. A) The architecture of ExDoS: the weights of features in each cluster are updated iteratively in a way
that brings similar samples closer to each other in the new feature spaces by minimizing the error of classifiers in

clusters. B) The architecture of state-of-the-art approaches.
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where the weights (Alpha and Beta) are updated in a way that similar samples are close to each other. The

details of this transformation are illustrated in Figure 5.

ExDoS benefits from using both supervised and unsuper-
vised approaches. A clustering algorithm is used to under-
stand the underlying structure of data. Then, in an iterative
process, the classification error in each cluster is minimized.
To reach this goal, ExDoS transforms the feature space into
a new feature space by weighting features locally in each
cluster. This feature-weighting process aims to close up the
same-label samples and push different-label samples fur-
ther. Since the algorithm performs in an iterative process
using gradient descent, the simplest clustering (k-means)
and classification (KNN) algorithms are used to support
efficiency. However, K-means is one of the most reliable
and most widely used clustering algorithms. In addition, the
K-nearest neighbor (NN) classifier has been successfully
used in many pattern-recognition applications. It has been
statistically proven that when K = 1 (INN), the probable
error of INN would be less than twice the Bayes classi-
fier error. This proof states that 1NN is capable of generat-
ing near-optimal results. Figure 3 shows the architecture of
ExDoS and how supervised and unsupervised approaches are
combined to make new feature spaces. As from the picture
can be seen, weights of features in each cluster are updated
iteratively in a way that brings similar samples more close to
each other in the new feature spaces by minimizing the error
of classifier in clusters. To explain this process, a synthetic
example of the ExDoS is illustrated in Figure 4 and 5. In
Figure 4, the distribution of a synthetic two-dimensional data
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(2-class) is depicted. The output of the ExDoS is two new fea-
ture spaces where the weights (Alpha and Beta) are updated
in a way that similar samples are close to each other. The
details of this transformation and how the output is derived
are illustrated step by step in Figure 5.

1) PROBLEM STATEMENT

In this section, we formally define the summarization tasks
considered in this article. The input is a set of docu-
ments {Dy, Dy, ..., D,} while each document consists of a
sequence of sentences S = [s1, s2,..., sy]. Each sentence
si € R is a sample vector corresponding to the i-th sentence
and d is the number of features. Y = [Y7, Y»] is the class
labels with two possible values of ““1”” (being in the summary)
and “0” (not being in the summary). K is the number of
clusters, and cluster centroids are denoted by C where Ci
is the center of k-th cluster. The sample s— is the closest
sample with the same class label, and the sample s is the
closest sample with a different class label, and d,, is the
weighted Euclidean distance. Then, the goal is to learn a
function f : § — Y which is defined on a given dataset

{(Sls }’1), (S2, y2)s MRS (sm7 )’m)}

2) FEATURE EXTRACTION

We explore a broad range of features that are commonly used
for summarization. Two feature sets are defined to represent
documents: surface-level and linguistic-level. The first sets
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are extracted directly from the document. However, for the
latter, the document is transformed into a semantic graph
which is described below:

o Surface Features: It contains frequency-based fea-
tures (TF-IDF, RIDF, gain and word co-occurrence),
word-based features (uppercase word and signature
words), similarity-based features (Word2Vec and Jac-
card measure), sentence-level features (position, length
cut off and length) and Named Entity. The detail struc-
ture of these features is presented in [8].

« Linguistic Features: It is based on the semantic graph as
described below: a) Semantic graph: For each sentence,
aparse tree is constructed using the NLP Stanford library
tool [36] Each sentence is summarized in a sub-graph,
which is a triple form. To make the triples, we used
an algorithm that extracts triples in the form of subject,
predicate, and object [37]. Sub-graphs are connected to
each other, where edges are annotated with similarity
weights. Similar or synonymous verbs (using Wordnet)
are merged, and subjects are concatenated. Then weights
update as the average weights of two merged sentences.
b) Linguistic Features: Linguistic features are made of
the average weights of connected edges, the merge status
of a sentence as a binary feature, the number of sentences
merged with a sentence, and finally, the number of sen-
tences connected with a sentence.

3) THE PROPOSED METHODOLOGY

ExDoS aims to discover the underlying structure of the data
in the clustering phase and then feed this information to the
classification stage, in an iterative manner. Therefore, a con-
tinuous objective function is defined for analytically optimiz-
ing both clustering and classification stages by incorporating
anew local feature weighting technique. The error rate of the
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nearest neighbor classifier is minimized using weighted dis-
tance, which overcomes the deficiency of popular Euclidean
distance. Moreover, the captured space for decision making
(in INN) by the Euclidean distance is a hyper-sphere. The
overall objective function is defined as:

JW,C) =N1(W,C)+ (W) ey

where the first term (J1) is the estimation error of clustering,
and the second term (J>) is the summation of the classification
errors over the K clusters expanded below, and Nj is the
number of samples in k-th cluster.

K [Nkl K [Nk (i, 5 =)

JW,C) =Y " disi, C)+ — ZZS W(S” >
k=1 i=1 k=1 i=1 dy(si.

(2

To estimate the error of 1NN, the following approximation
function is used [38]:

_Z w(SS ))

3
dy(s, 5£) ©

The sample s— is the nearest same-class sample, and the
sample s is the nearest different-class sample to the input
sample s. Respectively d,, is the weighted Euclidean dis-
tance, and Sg is the Sigmoid function. Two parameters are
optimized in this objective function. The feature-dependent
weights associated with the sample s are trained to make the
s— closer to s while making the sample s further. Then,
cluster centers update using the learned weighted distance.
Since this function is differentiable, we can analytically use
gradient descent, guaranteeing convergence, for estimating
the matrix W as well as centers. The iterative optimization
of learning parameters are given below, where o and y are

139089



IEEE Access

S. Ghodratnama et al.: Extractive Document Summarization Based on Dynamic Feature Space Mapping

learning parameters:

J(W, C)

Wt+1 Wl 4 4
A G ) “
JW,C)
Cl-‘rl — Ct _ TN 5
¥( 5(C) ) )
To simplify the formula, the function R(x) is defined as:
dw(si1 Si :)
R(si) = (502 ©)
T d(si i)

The partial derivative of J(W, C) with respect to W is
calculated by:

[Nic| [Nk
R(s;)

~Zzwko(xl Co’+ Zsﬂ(R(o)—
™

8J(W, C)
SWy

where © is the inner product and ‘SR(X‘ is:

SR(s;) 1 1 2
= ( Wi © (xs; — si,=)
Wi de(s,‘, i) R(s;)

—R(s)Wi © (si — si,2)")  (8)

The derivative of Sg(z) is defined as:
85p(2)
8z (14 ef1-2)2

And the partial derivative of J(W, C) with respect to C is
calculated as:

Igeﬂ(l—z)

Sp) = ©)

[Nk |

=) 2wl o —Cr) (10)
i=1

J(W 0 o
5Ck

Since we need to optimize the weight of features for cluster
samples along with the center of clusters, we first update W
in each cluster, and then we update centers (C).

A. GENERATING SUMMARY

Having the model trained, we define three measures, includ-
ing coverage, coherence, and redundancy, to generate sum-
maries:

1) COVERAGE
The coverage of sentences based on the proposed architecture
is defined as:

Cov(si) =| dw(cy, si) — dwlc—, 5) | Y

For each sentence, its weighted distance to cluster centers is
estimated. The coverage is defined as the difference between
data points and two cluster centers. ¢4 is the cluster where
the majority of samples belong to the positive class (being
in summary) and (c_) is the cluster where samples mostly
belong to the negative class (not being in summary). This
concept can be generalized when we have a multi-class prob-
lem. The coverage of a summary is the sum of coverage of all
sentences in the summary.
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2) COHERENCE

A critical aspect of a good summary is the coherence and the
order of a summary. For this purpose, we use G-Flow [39]°
which is a graph model for selection and ordering that bal-
ance coverage and coherence. It relies on the approximate
discourse graph (ADG) where each node is a sentence, and
edges indicate whether a sentence follows the other in a
coherent way. The indicators include co-reference, discourse
cues, deverbal nouns, and more. The coherence is defined as
the sum of the edge weights between successive summary
sentences defined as below:

Coh(s;) = w1 (si, Siy1) + we—(5i, Sit1) (12)

where wgy represents positive edges and wg— represents
negative edges. Since it considers the coherence between
adjacent sentences, the produced summary may lack topic
coherence compared to human-generated summaries. How-
ever, the outcome of the experiments does not indicate this
problem. The coherence of a summary is the sum of the
coherence of all sentences in summary.

3) REDUNDANCY

The redundancy measure of a sentence is defined as the
combination of embedding similarity of a sentence with the
previously selected sentences. The overall score of each sen-
tence is defined as:

Red(s)= Y sim(si,s) (13)

seSummary

4) OBJECTIVE FUNCTION

We make our objective function to balance these criteria by
having all coverage, coherence, and redundancy and the limit
size (B).

maximize : Score(S) £ Cov(S) + LCoh(S) — ¢pRed(S)
s.t. Z length(s) < B (14)

seSummary

For solving this objective function, we need to use a local
search to reach an approximation of the optimum value.
For this purpose, we use a hill-climbing algorithm with a
random start [40]. Adding, removing, or replacing a sentence
is permitted in each step, and the parameters are trained in the
process.

V. EXPERIMENTS AND EVALUATION

In this section, we present our experimental setup for assess-
ing the performance of our summarization model. We discuss
the dataset, give implementation details, and explain how
system output was evaluated.

A. DATASET
To compare the performance of ExDoS with the existing
leading approaches, experiments on two benchmark datasets,

3 http://knowitall.cs.washington.edu/gtlow/
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DUC2002* and CNN/Daily Mail [41]° are performed. We
set the experimental setting similar to the state-of-the-art
approaches [42]. In this setting, 75% of the data in DUC2002
is used for training, and the rest for the evaluation. In
CNN/DailyMail, 286,722 documents are set for training and
11,480 for testing.

B. EVALUATION METHODS
1) AUTOMATIC EVALUATION
We evaluate the quality of summaries using ROUGE mea-
sure [43]° defined below.
ROUGE,
. ZSE{ReferenceSummaries} ngmneS Countmatc/’l(gramn)

ZS e{ReferenceSummaries} Z gramp €S Count (g ram”)

(15)

The three variants of ROUGE (ROUGE-1, ROUGE-2, and
ROUGE-L) are used. ROUGE-1 and ROUGE-2 are used to
evaluate informativeness, and ROUGE-L (longest common
subsequence) is used to assess the fluency. We used the
limited length ROUGE recall-only evaluation (75 words)
for comparison of DUC to avoid being biased. Besides,
the full-length F1 score is used for the evaluation of the
CNN/DailyMail dataset. We used this measure to compare
the produced summary with state-of-the-art approaches and
to analyze the effect of local feature weighting in the same
approach.

2) HUMAN EVALUATION

While ROUGE serves as a rough measure of coverage, it only
compares the n-gram units. Therefore, we conducted a human
experiment to evaluate the model based on other criteria such
as informativeness, redundancy, and overall quality using
twenty randomly samples DUC2002 test documents. Twenty-
five participants attended the task, without any specific prior
background, using Amazon Mechanical Turk. Participants
were presented with a news article and summaries generated
by different approaches. The output of these systems was
shown to them, and they were asked to rank them based on
the mentioned criteria.

C. BASELINES

We compared ExDoS to various previously published models
known to their significant performance on the datasets. These
approaches are briefly explained below:

o Two significant approaches among early approaches
include Leading sentences (Lead-3), which selects the
three leading sentences as the summary and Phrase-
based ILP model [44], which is based on a linear pro-
gramming formulation that learns to combine phrases

4Produced by the National Institute of Standards and Technology
(https://duc.nist.gov/)

5 https://github.com/abisee/cnn-dailymail

5We run ROUGE 1.5.5: http://www.berouge.com/Pages/defailt.aspx with
parameters -n 2 -m -u -¢ 95 -r 1000 -f A -p 0.5 -t 0

VOLUME 8, 2020

considering features such as coverage, length, and gram-
mar constraints. Although these approaches rely on shal-
low features, these two approaches still report promising
results.

o TGRAPH [45], and URANK [46] are significant
approaches in graph-based approaches that use graph
model and ranking scores for each sentence obtained in
a unified ranking process.

« Among neural network models NN-SE [27] is a neural
network model composed of a hierarchical document
encoder and an attention-based extractor. SummerRuN-
Ner [28] is recurrent neural network model (RNN).
HSSAS [47] is a neural network model with a hierarchi-
cal structured self-attention mechanism to create the sen-
tence and document embedding. BANDITSUM [42] is a
neural network model that considers summarization as a
contextual bandit (CB) problem. It receives a document
and chooses a sequence of sentences to include in the
summary. The policy here is to maximize the ROUGE
score.

D. RESULTS

We evaluated the proposed method from various perspectives,
including automatic accuracy evaluation of the results, human
preference evaluation, the effect of local feature weighting,
parameter analysis, and efficiency analysis of the proposed
approach, as described below. The initial number of clusters is
set to the best value estimated by the silhouette approach [48].

TABLE 1. ROUGE score (%) comparison on DUC-2002 dataset.

Model Rouge-1 Score | Rouge-2 Score | Rouge-L Score
Lead-3 43.6 21.0 40.2
ILP 45.4 21.3 40.3
TGRAPH’ 48.1 243 N/A
URANK 48.5 21.5 N/A
NN-SE 47.4 23.0 435
SummaRuNNer 46.6 23.1 43.03
HSSAS 52.1 24.5 48.8
ExDoS 52.5 24.1 48.8

1) AUTOMATIC EVALUATION

The ROUGE results are illustrated in Table 1 and Table 2.
According to Table 1 (DUC2002 dataset), ExDoS outper-
forms most state-of-the-art approaches, while competes with
HSSAS. Results on CNN/Daily dataset follow the same trend
as DUC2002. Note that the score is generally lower compared
to DUC2002. This is due to the fact that the gold standards
summaries are included paraphrasing. HSSAS [47] is a neural
network model that has a hierarchical structured self-attention
mechanism to create the sentence and document embedding;
and BANDITSUM [42] is a neural network model that con-
siders summarization as a contextual bandit (CB) problem.
It receives a document and chooses a sequence of sentences
to include in the summary where the policy is to maximize
the ROUGE score. Our model is a simple, efficient model

7Rouge—L results for TGRAPH and URANK are not reported.
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Topic: How historic California drought affects rest
of nation, often for the worse

Summary

It's more than just one state's internal problem JJllg

[B8. That's because California is a breadbasket to the

nation. California is growing more than a third of its

HUfS] Here's why we should heed the ongoing
drought in the most populous state. It is a slowly
expanding natural disaster now in its fourth year that

A) The historic California drought hurts the
rest of the union, too.

B) The historic California drought hurts the
rest of the union, too. California is growing
more than a third of its vegetables and
nearly two-thirds of its fruits and nuts.

this week prompted Gov.

$1.89.Grapes by 64 cents a pound to $3.06

Bilie8) Prices rose last year for these items on your
kitchen table: Broccoli by 11 cents per pound to

C) The historic California drought hurts the
rest of the union, too. California is growing
more than a third of its vegetables and
nearly two-thirds of its fruits and nuts. Jerry
Brown to announce a mandatory 25%
cutback in water consumption in all cities.

FIGURE 6. Visualization of the summarization process for a CNN article about “California Drought”8. The left side is the
original text, while the right one is the summarization process (three iterations). To visualize the sentence score,

we divide the ranks of an iteration into four portions, each colored differently (darkest color shows the most important
one). However, it should be noticed that ranks are changed in each iteration.

TABLE 2. ROUGE score (%) comparison on CNN/DailyMail using F1
variant of ROUGE.

Model Rouge-1 Score | Rouge-2 Score | Rouge-L Score
LEAD-3 39.2 15.7 355
NN-SE 354 13.3 32.6
SummaRuNNer 39.9 16.3 35.1
HSSAS 42.3 17.8 37.6
BANDITSUM 41.5 18.7 37.6
ExDoS 42.1 18.9 37.17

that achieves better results in terms of ROUGE score in most
cases as well as other benefits such as interpretability, which
are discussed in the following. We performed an ANOVA
test to evaluate the significant supremacy of our approach
statistically. Results show ExDoS outperforms the baselines,
including ILP, TGRAPH, URANK, NN-SE, with a signifi-
cant margin (p < 0.01), while competing with HSSAS and
BANDITSUM.

TABLE 3. Human evaluation result.

Model Informativeness | Non-redundancy | Overall
LEAD-3 13% 21% 20%
SummaRuNNer 17% 19% 16%
HSSAS 20% 16% 21%
BANDITSUM 23% 22% 18%
ExDoS 27% 22% 25%

2) HUMAN EVALUATION

Human results reported in Table 3 represent the voting
percentage of participants for each approach (ties are not
allowed). ExDoS performs better than most state-of-the-art
methods in all measures. However, in the redundancy aspect,
ExDoS competes with  BANDITSUM. Overall, ExDoS
achieved significant performance. This is an interesting result
showing that ExDoS performs well while using only the
information of clustering without sophisticated constraint

8http://www.cnn.com/ZO15/04/03/us/californial-drought/
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optimization (ILP, TGRAPH) or the complex architecture of
the neural network (HSSAS and BANDITSUM).

TABLE 4. Estimation of features importance.

Feature Freq Word | Similarity | Position | Linguistic
set based | based based based based
O | Sum 0.39 0.06 0.35 0.51 0.22
2 | Notsum | 021 | 0.09 025 0.42 0.20
Z | Sum 0.33 0.04 0.46 0.31 0.29
% | NotSum | 024 | 0.01 037 038 0.44

3) FEATURE IMPORTANCE

In addition to being state-of-the-art, ExDoS is also capable
of learning the relevance of features, separately for each
class, which are reported in Table 4. The reported weights
are the average weights in each feature set. Based on obser-
vations, we concluded that in DUC2002, the position-based
features play a major role in selecting summaries. Then
frequency-based features for the class of summary and sim-
ilarity feature for the class of not summary are the most
important features. In CNN/DailyMail the similarity-based
feature has a major impact on discriminating both classes,
probably due to the paraphrased standard summaries.

TABLE 5. The effects of dynamic local feature weighting.

DUC2002- | DUC2002- | CNN/Mail- | CNN/Mail-
ROUGEI1 ROUGE2 ROUGEI1 ROUGE2
ExDoS +
Weighting 51.7 24.7 41.1 18.5
ExDoS -
Weighting 433 20.1 38.7 14.3

4) EFFECT OF LOCAL FEATURE WEIGHTING

To evaluate the effect of local feature weighting, we conduct
an ablation study to compare results to the global weight-
ing of the same procedure, and the results are reported in
Table 5. Table 5 shows that local feature weighting signifi-
cantly affects the summarization result in both datasets.
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DUC2002 Dataset

B
©
ROUGE-1
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CNN\DailyMail Dataset
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FIGURE 7. The image shows learning parameters(«, y) and the corresponding ROUGE-1.
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FIGURE 8. The image shows learning parameters(¢, 1) and the corresponding score value.

DUC2002 Dataset

0.8 1

0.6 1
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FIGURE 9. The image shows number of iterations versus score in both datasets.

5) EFFICIENCY

ExDoS is an efficient approach in terms of complexity.
The computational complexity of ExDoS is determined as
O(K x Ny x1I),where K is the number of clusters, Ny is the
number of samples in the most populated cluster (Max = N),
and [ represents the maximum number of iterations where
I < Ng. In Figure 9, the numbers of iterations versus score
value are reported to illustrate the efficiency of ExDoS based
on the number of iterations needed to converge the algorithm.

6) PARAMETER ANALYSIS

As in other parametric models, ExDoS has some hyper-
parameters that are needed to be tuned. The learning-rate
parameters of weights and centers (&, y) control the speed
of convergence in the gradient-descent algorithm. When the
learning-rate is sufficiently small, the algorithm achieves

VOLUME 8, 2020

linear convergence. A large value of the learning rate
decreases the probability of converging to a suitable local
optimum. B is another key hyper-parameter which regulates
the slope of the Sigmoid function, where Sg(R(s)) = 1/(1 +
e(ﬂ(l_R(“)))). For small values of g, the Sigmoid derivative
is almost constant. On the other hand, for large values of
B, learning happens when the distance ratio (R(s)) is close
to 1. Two other parameters are ¢ and A, which control the
coherency and redundancy in producing the summaries.

To find the best parameters, we have tested different
combinations of learning rates («, y). These combinations
and also the corresponding evaluation metric (ROUGE-1)
are reported in Figure 7. It is noteworthy to say that the
gradient-descent based learning schemes always converge to
a local optimum. By running the algorithm, we empirically
observed that it has a convincing convergence rate. The two
other parameters (¢, A) have also been tested by different
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values and reported in Figure 8. Since these two parameters
control the coherency and redundancy, they do not have a
significant effect on ROUGE. Therefore, the combination of
these variables is reported in terms of score value.

VI. CONCLUSION AND FUTURE WORK

In this article, a general-purpose extractive approach for sum-
marizing documents is proposed. The algorithm achieved
better results than most state-of-the-art methods in terms of
efficiency and performance. Besides, the post-trained weights
represent the importance of each feature in discriminating
against each class. To understand the role of local feature
weighting and new feature spaces, we consider the perfor-
mance of ExDoS by locally weighing and without weighting.
Learning the importance of features is a start for summariza-
tion task. As our future work, we aim to use the knowledge
of the crowd to update the weights in addition to the weights
learned by the system. In this way, we consider the preference
of users in making summaries implicitly.
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