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ABSTRACT The classical belief rule-based (BRB) systems are usually constructed by arranging and
combining referential values of antecedent attributes or by setting special fixed values, which can lead to
overly large size of BRB systems in complex problems. This paper combines the decision tree classification
method to analyze the information of data and extract the rules. Based on this, a new rule representation
method with referential interval is proposed and the rule base is constructed according to the support degree
and belief degree of the data. In the newly proposed method, the introduction of decision tree ensures that the
size of the rule base is reasonable. Moreover, the rule parameters trained by the differential evolution (DE)
algorithm are optimized and adjusted to further improve the system performance. The experiments are
conducted on several commonly used public classification datasets. And the proposed algorithm can achieve
better accuracy results comparedwith classical classificationmethods and the existing classificationmethods
of BRB systems on average. The experimental results validate the reasonableness and effectiveness of the
BRB construction method proposed in this paper.

INDEX TERMS Intelligent decision, belief rule-based system, decision tree, parameter learning.

I. INTRODUCTION
With the deepening of informatization in various fields,
a large amount of raw data has emerged. With the arrival
of the era of big data, the scale and dimension of data have
become two aspects that must be considered in the research
process. How to obtain the related information from the mas-
sive data and analyze it has become the main research object
of data mining. As an important field in data mining, data
classification uses known classification label data to classify
unknown classification label data by extracting data features
for commonality and difference analysis [1]. At present,
the existing classification algorithmsmostly use classical data
mining methods, such as Bayesian algorithm, support vector
machine (SVM) classifier, rough set algorithm, and neural
network to construct the classifiers, which cannot effectively
handle uncertain information and fuzzy information in data.
At the same time, based on the background of big data, it is
difficult to explain the classification rules for the case of
large-scale parameters in complex classification problems.
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Therefore, it is difficult to adjust the specific parameters
through logic analysis to improve the performance of the
classifier.

At present, D-S evidence theory [2], [3], decision
theory [4], fuzzy theory [5], and classical IF-THEN rule
base [6] have provided a good theoretical basis for solving
multi-attribute decision-making problems. However, for the
data with a large number of uncertain information problems,
it still requires a decision-making method that can effectively
deal with uncertain information. Therefore, based on the
theories above, Yang et al. [7] proposed BRB system based on
the BRB inference methodology using the evidential reason-
ing (RIMER) approach in 2006. Compared with the classical
IF-THEN rule base, BRB is a new method proposed to deal
with fuzzy information based on the classical processing of
uncertain information. Themethod embeds belief distribution
in the consequent term of each rule. The method also calcu-
lates the rule activation weights by matching the antecedent
attributes in reasoning. The model trained by this method is
more in line with the human way of thinking and has a strong
explanatory. This method has been successfully applied in
the engineering fields of graphite component detection [7],

138046 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 8, 2020

https://orcid.org/0000-0002-8507-9189
https://orcid.org/0000-0002-3221-1561
https://orcid.org/0000-0003-0404-8733
https://orcid.org/0000-0003-3075-7584
https://orcid.org/0000-0002-3099-4371
https://orcid.org/0000-0001-8768-9709


Y. Fu et al.: Construction and Reasoning Approach of Belief Rule-Base

oil pipeline leak detection [8], fault diagnosis of flight con-
trol system [9], intension identification in air defence [10],
and so on.

Although BRB has a strong ability to handle fuzzy and
uncertain information, it is only suitable for classification
problems with a small number of antecedent attributes.
If there are a large number of antecedent attributes, to cover
all possible cases, the number of rules in this system is bound
to increase exponentially. Based on this problem,many schol-
ars have researched and improved the method of selecting
rules and building the rule base. For example, Jiao et al. [11]
proposed BRB classification system (BRBCS) through fuzzy
rule-based classification systems [12]–[14]. The BRBCS rule
represents the antecedent term of BRB as a fuzzy array,
so the number of rules in the BRBCS is limited by the
number of fuzzy intervals and the amount of sample data.
For the large number of parameters in BRBCS, Liu et al. [15]
trained it by DE algorithm to improve system performance.
However, for the classification problem with a large number
of antecedent attributes and high data dimension, the num-
ber of rules constructed by dividing the fuzzy intervals
will increase exponentially in BRBCS, and the massive
parameters will be difficult to train and adjust. Therefore,
Ye et al. [16] proposed a method of directly setting the
number of rules in the rule base according to the number of
classes of the classification result. The referential values of
attributes of the rules are linearly combined to limit the size
of the rule base to the range that can be adjusted for param-
eter training. However, if the value range of the antecedent
attribute does not have a simple linear relationship with the
result of classification, an obvious error will occur in this
method.

To solve the problem described above effectively, we pro-
pose a new constructing and reasoning approach of BRB.
The main contribution of this paper can be summarized as
follows.

1) We combine C4.5 decision tree algorithm to deter-
mine the number of rules and the scope of antecedent
attributes. This method can effectively reduce the num-
ber of rules in BRB. And it also provides a reasonable
reference for the origin of the rule.

2) Based on C4.5 algorithm, a new rule representation
method with referential interval of BRB system is pro-
posed and the rule base is constructed according to the
support degree and belief degree of data.Wemodify the
representation of BRB so that the referential value of
antecedent attriture is replaced by referential interval.
Based on this, we propose a new individual matching
method and a setting method of belief distribution.
DE algorithm is combined to optimize the parameters
of BRB system.

3) We compare the newly proposed method with some
classical classification methods and existing clas-
sification methods of BRB system. We test sev-
eral commonly used public classification datasets
from the University of California at Irvine (UCI).

The reasonableness, effectiveness, and superiority in
the accuracy of the proposed method are all validated.

The remainder of the paper is organized as follows.
Section II introduces the knowledge of BRB theory and
the classificationmethod of BRB system and expounds on the
problems in the rule construction. Section III introduces the
C4.5 decision tree algorithm and the classification BRB con-
struction and reasoning method based on the rules extract-
ing from the decision tree. To prove the good performance
of the proposed method, several comparisons on common
classification datasets are presented in Section IV. Section V
concludes this paper.

II. INTRODUCTION OF BRB SYSTEM
The BRB system proposed by Yang et al. [7] contains two
aspects: the BRB representation and the BRB inference
methodology using the evidential reasoning approach. The
section briefly introduces the relevant theoretical knowledge
of BRB system.

A. REPRESENTATION OF BRB
To express the uncertainty information, Yang et al. [7] intro-
duced the belief distribution of consequent term based on the
classical IF-THEN rule, and added the antecedent attribute
weight and the rule weight to reflect the importance of the
attribute and the rule. In the rule base, the kth (k = 1, . . . ,L)
rule can be expressed as follows:

Rk : if xi is Aki i = 1, 2, . . . ,Tk
then {(Dj, βkj ); j = 1, 2, . . . ,N }

with rule weight θk and attribute weight δki (1)

where L represents the number of rules in the system. Aki rep-
resents the referential value of the ith antecedent attribute in
the kth rule. Tk represents the number of antecedent attributes
in the antecedent term of the kth rule. Dj represents the jth
referential value of the consequent attribute. βkj denotes the
belief degree to Dj in the kth rule. N represents the number
of referential values of consequent attribute. θk and δki denote
the weight of the kth rule and the weight of the ith antecedent
attribute in the kth rule, respectively.

B. BRB INFERENCE METHODOLOGY USING THE
EVIDENTIAL REASONING APPROACH
The BRB inference methodology using the evidential reason-
ing approach is the core of BRB system. It mainly consists of
two parts: activation of rules and synthesis of activated rules.

1) ACTIVATION WEIGHT CALCULATION AND BELIEF
CORRECTION
For an input sample for the system X (x1, x2, . . . , xTk ),
the activation weight of kth rule is as follows:

ωk =
θk
∏Tk

i=1

(
αki

)δki∑L
l=1

[
θl ×

∏Tk
i=1

(
αli

)δli ] (2)
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Among them, the weight of the antecedent attributes is nor-

malized as: δki =
δki

maxi=
{
δki |i=1,...,Tk

} . αki represents the indi-

vidualmatching degree of the input sampleX (x1, x2, . . . , xTk )
for the ith antecedent attribute, and the calculation equation
is as follows:

αki =


Ai(c+1) − xi
Ai(c+1) − Ai(c)

Aki = Ai(c),Ai(c) ≤ xi ≤ Ai(c+1)

xi − Ai(c)
Ai(c+1) − Ai(c)

Aki =Ai(c+1),Ai(c)≤xi≤Ai(c+1)

0 otherwise
(3)

where Ai(c) represents the cth referential value of the ith
antecedent attribute.

When
∑N

j=1 β
k
j = 1, the rule is called complete.

Conversely, when
∑N

j=1 β
k
j < 1, the belief distribution of

consequent term needs to be corrected as follows:

βkj = β
k
j

∑Tk
t=1

(
τ (t, k)

∑|At |
i=1 αt,i

)
∑Tk

t=1 τ (t, k)

Among them, τ (t, k) =

{
1 Ut ∈Rk , t=1,. . ., Tk
0 otherwise

(4)

2) RULE SYNTHESIS
For the activated rules, the Evidential Reasoning (ER)
algorithm [7] is used for synthesis.

First, convert the resulting belief distribution to the proba-
bility mass for ER synthesis:

mkj = ωkβ
k
j (5)

m̃kD = ωk

1−
N∑
j=1

βkj

 (6)

mkD = 1− ωk (7)

where mkj represents the credibility of the jth referential

value of consequent attritube of the kth rule. m̃kD denotes
the credibility of the kth rule that is not assigned to any
referential value of consequent attritube due to incomplete
belief distribution. mkD denotes the credibility of the kth rule
that is not assigned to any referential value of consequent
attritube due to activation weights.

For probability mass, the ER analytical formulas [17] is
used to synthesize the activation rules:

Cj = k

[
L∏
l=1

(
mlj + m̃

l
D + m

l
D

)
−

L∏
l=1

(
mlD + m̃

l
D

)]
(8)

C̃D = k

[
L∏
l=1

(
m̃lD + m

l
D

)
−

L∏
l=1

mlD

]
(9)

CD = k
L∏
l=1

mlD (10)

k−1 =
N∑
j=1

L∏
l=1

(
mlj + m̃

l
D+m

l
D

)
−(N − 1)

L∏
l=1

(
m̃lD+m

l
D

)
(11)

According to the rule synthesis results, the belief distri-
bution of each referential value of consequent attritube is
obtained:

βj =
Cj

1− CD
(12)

βD =
C̃D

1− CD
(13)

where βj presents the belief of the system inference for the
jth referential value of consequent attritube Dj. βD indicates
the belief not assigned to any referential value of consequent
attritube.

According to the belief distribution of consequent term and
utility value µ = {µ1, µ2, . . . , µN }, we can get the result
utility:

µmin = (β1 + βD) µ1 +

N∑
j=2

βjµj (14)

µmax = (βN + βD) µN +

N−1∑
j=1

βjµj (15)

µavg =
µmin + µmax

2
(16)

C. BRB PARAMETER TRAINING MODEL
When solving the complex decision problems, it is difficult
for experts to give accurate system parameter values based
on historical experience. Therefore, Yang et al. [18] proposed
to use the prediction results of BRB system compared with
the actual values to correct the system parameters, train the
obtained belief degree βkj , rule weights θk , and antecedent
attribute weights δi of BRB system. Chen et al. [19] proposed
a global parameter optimizationmodel by considering the ref-
erential values Ai of antecedent attritubes as parameters based
on [18]. Based on the parameter optimization model in [19],
the models of [20] and [21] also included the antecedent
attribute weights, referential values of antecedent attributes,
and referential values of consequent attributes into parame-
ter training, and constructed a new parameter optimization
model as shown in Figure 1.

FIGURE 1. Global parameter optimization training model.
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D. QUESTION PUTTING FORWARD
In the classical classification method of BRB, the combi-
natorial explosion problem of the state space is tricky. This
question refers to the fact that when the size of the data
is large, the combination of antecedent attributes will then
increase exponentially. For example, when the dataset has
5 antecedent attributes and each antecedent attribute has 5 ref-
erential values, a total of 3125 rules are required to ensure
that the BRB system covers all possible situations. If an
antecedent attribute is added on this basis, and there are also
5 referential values, 15625 rules are required. The number
of rules will increase extremely rapidly. This problem will
become a time bottleneck in constructing BRB system, and
will seriously slow down the efficiency of parameter training,
and must be properly resolved.

In the current classification method of BRB,
Jiao et al. [11] proposed that BRBCS, using fuzzy arrays
to skip the selection step of the attribute referential set, and
make the rule selection more objective, and eliminate the
impact of the size of the attribute referential set on the rule
base. However, this method only sets the relevant weight
coefficients based on support degree and belief degree of
data for the rule. It relies heavily on the quality of the
dataset. For the complex parameter settings, it is difficult to
fit the actual situation through intuitive weight calculation.
The combinatorial explosion of the state space still exists.
Ye et al. [16] proposed a linear combination of the refer-
ential values of antecedent attributes instead of the original
Cartesian product combination. This method sets the number
of rules according to the number of classification results that
it is no longer limited by the number of attributes. However,
when the method deals with complex classification problems,
or when the value range of the antecedent attribute does not
have a simple linear relationship with the type of the result,
the method will cause obvious errors. And there are also
certain subjective factors in the setting of the number of rules.

To this end, this paper proposes a new method for con-
structing BRB system with referential interval for classifica-
tion on decision trees. The method extracts rule according
to the classification result of the decision tree. Then using
DE algorithm, the weights set by the data support degree
and the belief degree are further trained during the con-
struction of BRB system. While reducing the size of the
system, the method also reasonably determines the scope of
antecedent attributes. The new system can effectively avoid
the influence of subjective factors, and thus improve the
accuracy of the system.

III. THE PROPOSED METHOD FOR CONSTRUCTING
CLASSIFICATION BRB BASED ON DECISION TREE
In this section, we will introduce the new proposed methods,
including

1) Introduction of decision tree algorithms.
2) Introduction of improved BRB method based on deci-

sion tree algorithm. And the setting of related initial
parameters.

3) Introduction of DE algorithm for parameter learning.

A. REPRESENTATION OF DECISION TREE
The decision tree model classifies the samples by using
the probability information of the sample attributes and the
branching strategy of the nodes. And the nodes in the tree rep-
resent partial samples, while the branches are represented as
attribute partitions. The attribute value range of each leaf node
corresponds to the interval of the attribute divided by the path
from the root node to the leaf node. The whole tree reflects
the intuitive relationship between attributes and classification
results [22]. For each leaf node in the tree, the division of path
from the root node to itself can extract a BRB rule. The range
of referential value range of each antecedent attribute can be
got on this division. The proposed method can also provide
the relevant membership information for rule matching in
inference.

Suppose an antecedent attribute Ai (i = 1, . . .T ), the data
sample value interval is [ai, bi], and the attribute division
point set after the discretization of the antecedent attribute is
Qi =

{
qi1, q

i
2, . . . q

i
Ni

}
. The decision tree algorithm needs to

select an antecedent attribute and a value to split the data. It’s
usually determined by information entropy in ID3 algorithm
or information gain rate in C4.5 algorithm. The decision tree
construction algorithm can be expressed in Figure 2.

FIGURE 2. The algorithm flow chart of decision tree construction
algorithm.

When constructing the decision tree from top to bottom,
the C4.5 decision tree replaces the attribute with the attribute
division point for the continuous antecedent attribute.
It improves the split information of the ID3 decision tree
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using the information entropy as the branch strategy. The
information gain rate to represent the split information of the
attribute split point on the current node qig is calculated as
follow:

GainRatio
(
qig
)
=

Gain
(
qig
)

SplitInfo
(
qig
) (17)

where Gain
(
qig
)
is the same as calculated in ID3 algorithm.

It is represented by the difference between the category infor-
mation entropy Info (U) of the current node and the informa-
tion entropy Infoqig (U) of the attribute division point q

i
g.

Gain
(
qig
)
= Info (U)− Infoqig (U) (18)

The category information entropy is calculated by

Info (U) = −
m∑
i=1

pi log2 (pi) (19)

where m is the current number of node categories, and pi is
the probability that the ith category is in the node.

Information entropy of attribute division point qig is calcu-
lated by

Infoqig (U) =
2∑

d=1

(
|Ud |
|U |
× Info (Ud )

)
(20)

The split information SplitInfo
(
qig
)
represents the breadth

and uniformity of the split sample set according to the
attribute qig. It is defined as follows:

SplitInfo
(
qig
)
= −

2∑
d=1

(
|Ud |
|U |
× log

|Ud |
|U |

)
(21)

The naive ID3 algorithm can only handle discrete attributes
and tends to select the attribute with more referential values
as the splitting attribute. Compared with the ID3 decision
tree, the C4.5 decision tree can handle non-discrete feature
data and effectively avoid the disadvantage in ID3 through
the information gain rate. Decision tree algorithm provides a
theoretical basis for the generation of BRB rules in the newly
proposed method.

B. CONSTRUCTION METHOD OF BRB WITH REFERENTIAL
INTERVAL
Based on the classification results and the characteristics of
the decision tree, a new rule representation and the setting
methods of parameters such as rule weight and belief distri-
bution of consequent term are proposed in this paper. And
then, a method for constructing classification BRB based on
decision tree is proposed.

1) NEW PROPOSED RULE REPRESENTATION METHOD
According to the C4.5 decision tree constructed by training
set U , each branch from the root node to a leaf node is
taken to construct a rule in BRB. The single referential value
of antecedent attribute Ai is replaced by a interval, which
corresponds to the value range of leaf node attribute Ai in the
decision tree branch [aki , b

k
i ). The rule representation method

of BRB system is modified as follows:

Rk : if xi ∈ [aki , b
k
i ); i = 1, 2, . . . ,Tk

then {(Dj, βkj ); j = 1, 2, . . . ,N }

with rule weight θk and attribute weight δki (22)

where aki represents the lower bound of the ith attribute
referential value interval of the kth rule, bki represents the
upper bound of the ith attribute referential value interval of
the kth rule, and the definition of other parameters is the same
as those in (1).

2) NEW PROPOSED RULE MATCHING METHOD
According to the newly proposed rule representation method,
the similarity between the sample and the rule is measured
by calculating the membership degree of the sample data and
the range of the rule antecedent attribute value range. And
then a new individual matching method is proposed. Suppose
sample X

(
x1, x2, . . . , xTk

)
, the equation for calculating the

matching degree of the ith antecedent attribute corresponding
to the kth rule is expressed by the usual symmetric member-
ship function as follows:

µki (xi) =
1

1+ e−dis
k
i (xi)

(23)

where diski (xi) represents the distance from xi to ith
antecedent attribute in the kth rule.
This function is similar to the sigmoid function, whose

function expression is f (x) = 1
1+e−x . The graph of the

sigmoid function is shown in Figure 3.

FIGURE 3. The graph of the sigmoid function.

As shown in the graph of the sigmoid function, we can
know that this function is symmetrical about the point (0,0.5).
In the process of x changes from 0 to positive infinity,
the slope of the function becomes smaller and smaller.
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The advantage of this property is related to the rules generated
by the decision tree. In the decision tree algorithm, the influ-
ence of boundaries is considerable. As long as an item of
data crosses the boundary, the data may be classified into
other classes. In BRB, we reduce this effect by calculating
the individual matching degree. But this effect cannot be
completely eliminated. So this function was introduced in the
newly proposed method.

The range of diski (xi) described below is [-1,1], which
cannot cover the domain of the sigmoid function. So, it is
necessary to expand diski (xi) proportionally so that the range
of values for this function can be more close to (0,1).

The distance from xi to the kth rule in the ith antecedent
attribute can be calculated as the following equation:

diski (xi) =



−λ
∣∣xi − aki ∣∣ lowMidki ≤ xi < aki

λ
∣∣xi − aki ∣∣ aki ≤ xi < midki

λ
∣∣xi − bki ∣∣ midki ≤ xi < bki
−λ

∣∣xi − bki ∣∣ bki ≤ xi < upMidki
−∞ otherwise

(24)

where i = 1, . . .Tk , and k = 1, . . . ,L. The membership
function parameter λ is calculated according to the antecedent
attribute division interval:

λ =



1

aki − lowMid
k
i

lowMidki ≤ xi < aki

1

midki − a
k
i

aki ≤ xi < bki

1

upMidki − b
k
i

bki ≤ xi < upMidki

(25)

where midki is the intermediate value of the ith antecedent
attribute referential value interval of the kth rule. After the
referential value interval is divided according to the decision
tree classification, we can get several adjacent continuous
intervals on each antecedent attribute. lowMidki represents
the intermediate values of the last interval adjacent to the
ith antecedent attribute referential value interval of the kth
rule. upMidki represents the intermediate values of the next
interval adjacent to the ith antecedent attribute referential
value interval of the kth rule.
Therefore, the total matching degree µk (X) of the sample

X
(
x1, x2, . . . , xTk

)
for the kth rule is

µk (X) =
Tk∏
i=1

µki (xi) (26)

The activation weight of the sample X
(
x1, x2, . . . , xTk

)
corresponding to the kth rule is calculated according to the
individual matching degree of the antecedent attribute:

ωk = µ
k (X) θk (27)

where θk is the rule weight of the kth rule.

3) NEW PROPOSED BELIEF DISTRIBUTION OF
CONSEQUENT TERM SETTING METHOD
The belief distribution of each consequent term in a rule is
determined by the data samples supporting the rule. To utilize
the ambiguity and uncertainty of the information in BRB,
the support degree is based on the consistency and inconsis-
tency of related data samples. According to [11], the belief
distribution of the kth rule is set, and the number of conse-
quent terms is equal to the number of classification classes:

βkm =
1

1− K k

1−
∏
Xi∈Rkm

(
1− µk (Xi)

)
×

∏
r 6=m

∏
Xi∈R

q
r

(
1− µk (Xi)

)
, m=1,. . .,M (28)

βk� =
1

1− K k

M∏
r=1

∏
Xi∈Rkr

(
1− µk (Xi)

)
(29)

Rkm represents the subset of data supporting the kth rule in
the sample dataset Rk . Moreover, the classification result of
this subset of data is m. µk (Xi) denotes the matching degree
of the sample Xi data calculated according to (26) for the kth
rule, and M is the number of classification classes.
K k represents the mass of the conflict probability about the

sample dataset supporting the rule k relative to rule k . It is
calculated as follows:

K k
= 1+ (M − 1)

M∏
r=1

∏
Xi∈Rkr

(
1− µk (Xi)

)

−

M∑
m=1

∏
r 6=m

∏
Xi∈Rkr

(
1− µk (Xi)

)
(30)

4) NEW RULE WEIGHT SETTING METHOD
The rule is derived from the corresponding branch of the
decision tree. Therefore, when it is used to balance the impor-
tance degree of the rule in the classification, it should be
determined by the support degree and the belief degree of the
corresponding data belonging to the branch of the rule [11],
which is calculated as follows:

θk ∝ c
(
Rk
)
◦ s
(
Rk
)
, k = 1, . . . ,L; (31)

where c
(
Rk
)
represents the belief degree of the dataset Rk

supporting the kth rule on the rule: c
(
Rk
)
= 1 − K k . K k

represents the average conflict factor, which is calculated as
follows:

K k



0
∣∣Rk ∣∣ = 1

1∣∣Rk ∣∣ (∣∣Rk ∣∣− 1
)

×

Xi,Xj∈Rk∑
c(Xi)6=c(Xj)

µki (Xi) µ
k
j
(
Xj
)

otherwise

(32)
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where Rk represents the size of the sample dataset supporting
the rule k . s

(
Rk
)
represents the support degree of the dataset

Rk supporting the kth rule: s
(
Rk
)
=

∣∣Rk ∣∣
N , where N is the total

number of data samples. c(Xi) represents the class label of ith
data.

When the rule has a higher support degree, it can repre-
sent more data features and should have a higher weight.
At the same time, to avoid the influence of the classifica-
tion error of the decision tree on the system performance
of BRB, the weight of the rule is positively correlated with
the corresponding belief degree of the data. The equation
for calculating the weight of the rule according to [11] is as
follows:

θk =
c
(
Rk
)
× s

(
Rk
)

max
{
c
(
Rk
)
× s

(
Rk
)} (33)

C. DE ALGORITHM FOR PARAMETER TRAINING METHOD
After determining the BRB model and initial parameters,
we need to train the parameters so that it can better fit the
distribution of the dataset.

DE algorithm is a heuristic global optimization technology
based on population. This algorithm is mainly used to solve
real number optimization problems. As a genetic algorithm,
the DE algorithm is also an optimization algorithm based
on modern intelligence theory, which guides the direction
of optimization search through the swarm intelligence gen-
erated by cooperation and competition among individuals
within the swarm. We explain the algorithm flow of the DE
algorithm through the parameter optimization problem in
this paper. According to the definition of (22), a parameter
model for new proposed BRB can be formally represented as
follows:

Q =< θ, δ, β > (34)

where Q represents the parameter vector, θ is the vector of
rule weights, δ is the vector of attributes weights, and β is the
vector of given belief degrees. Other intermediate parameters
are directly calculated by Q.
Then the parameter training will become the following

optimization problems that need to be solved:

min f (Q,A,U )

s.t. 0 ≤ βkj ≤ 1; j = 1, 2, . . . ,N ; k = 1, 2, . . . ,L;
N∑
j=1

βkj = 1

0 ≤ θk ≤ 1; k = 1, 2, . . . ,L;

0 ≤ δki ≤ 1; i = 1, 2, . . . ,Tk ; k = 1, 2, . . . ,L;

(35)

where f represents the objective function for parameter opti-
mization, A is the vector of referential values of antecedent
attributes, and U is the vector of referential values of con-
sequent attributes. For the definition of other variables,
see (22).

The flow of the DE algorithm is as follows:
1) Initialize population. In theDE algorithm, each individ-

ual in the population is a feasible solution for parame-
ters. We can treat it as aD-dimensional solution vector.
D represents the number of parameters. For each ele-
ment in the vector, we randomly assign a value to it:

xj = xLj + rand(0, 1)× (xUj − x
L
j ) (36)

where xj represents the j-th element in each individ-
ual. xUj represents the upper bound of the jth element.
xLj represents the lower bound of the j-th element.
rand(0, 1) represents a random number between
0 and 1.

2) Mutation. DE algorithm realizes individual mutation
through difference strategy. A common difference
strategy is to select two different individuals and scale
their vector difference with the individual to bemutated
for vector synthesis:

vg+1i =xga+F×(x
g
b−x

g
c ), i 6=a 6=b 6=c (37)

where vg+1i represents the i-th individual of the
(g+ 1)-th population. xga represents the a-th individual
of the g-th population. xgb and x

g
c are the same. F is the

scaling factor.
When an element of the solution vector in the mutation
process is out of range. This element will be randomly
generated again by the initialization step.

3) Cross operation. Perform individual cross operations
on the gth generation population and the (g + 1)th
generation population resulting from mutation:

ug+1i =

{
vg+1i if rand(0, 1) ≤ CR or j = jrand
xgi otherwise

(38)

where CR is the cross probability. jrand is a random
integer between 1 and D. The meaning of jrand is to
ensure that at least one of the mutated elements can be
saved to the next generation population.

4) Selection.We use greedy strategies to select individuals
of the next generation:

xg+1i =

{
ug+1i if f (ug+1i ,A,U ) < f (xgi ,A,U )
xgi otherwise

(39)

Through the iteration of the above method, we get the best
solution vector as our final BRB system parameters.

D. ALGORITHM FLOW
The rules extracted from the decision tree are used to con-
struct the initial rules according to the above parameter set-
ting method. Combined with the new rule matching method,
the parameters are optimized by using the DE algorithm.
Then the final classification BRB is constructed by the
method described above.
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The algorithm flow chart of the rule building method
of classification BRB based on decision tree is shown in
Figure 4.

FIGURE 4. Algorithm flow chart of classification BRB based on
C4.5 decision tree.

IV. EXPERIMENTAL RESULTS
In this section, we introduce the experimental part with three
subsections. The first subsection introduces our experimental
environment and the datasets we used. The second subsec-
tion introduces the effect of rule reduction in the new pro-
posed BRB construction method. The third subsection intro-
duces the accuracy comparison effect of the newly proposed
method and other classification methods and summarizes the
experiments.

A. EXPERIMENTAL ENVIRONMENT
The experiment runs on Intel(R) Core(TM) i7-6700 @
3.40GHz CPU, 16GB RAM, Windows10 operating system
environment. We write the algorithm in R and C++ lan-
guage. In the parameter training, the DE algorithm is selected
to train the parameters. The population of DE algorithm is
100 and the iteration number is 300.

The experimental dataset uses ten common classification
datasets from UCI [23] (University of California at Irvin)
website. Table 1 lists the number of antecedent attributes in

TABLE 1. Information of experimental datasets.

the ten datasets, the number of classes, and the size of the
dataset.

In the experiment, the correctness and robustness of the
algorithm are verified by ten-fold cross-validation, which
runs by randomly selecting 90% of the data set as the training
data, and the remaining 10% as the testing data.

B. RULE REDUCTION EFFECT COMPARED WITH OTHER
RULE-BASED SYSTEMS
The size of the BRB constructed by BRBCS and divided
fuzzy sets proposed in [11] is affected by the number of
divisions and the number of features in the dataset. Even if
the number of divisions of the original text is small, when the
number of features is large, the number of rules in BRBCS
will still produce a combinatorial explosion of the state space.

Since the training data is different in the ten-fold cross-
validation, the training trees constructed by the ten-fold
cross-validation are different. The node division attributes
will change, and the tree shape and the number of leaf nodes
will also be slightly different. The average values for the
number of rules are reflected in Table 2.

TABLE 2. Comparison of average rule quantities of BRBCS.

In extreme cases, some classes with few samples will be
removed from the model due to the pruning process in the
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decision tree algorithm. For example, in some datasets, there
is only one sample of a class, and then this data will be
regarded as noise by the decision tree algorithm. The corre-
sponding decision tree node will be deleted due to pruning.
So the class will disappear in the model.

To prevent this issue, We oversampled the data of each
class. It can ensure that the number of samples in each class
is consistent. After that, we can use C4.5 algorithm to build
the decision tree.

As can be seen from Table 2, in dataset Wine, when the
number of attributes is 13, and the number of rules in BRBCS
has exploded to 1594323. Under the condition of no attribute
reduction, it is very difficult to train massive parameters. The
size of the BRB built by the method mentioned above does
not have satisfactory efficiency in both parameter training and
testing. Besides, the excess rules produced by combinatorial
states explosion can not be trained by swarm intelligence to
improve the performance of the system. And most of the
excessive rules do not have the support of data samples and
are rarely activated in the final reasoning synthesis. However,
this still costs matching operations when data matching rules,
whichwastes a lot of running time. Few of them are supported
by very small samples, which may result in the conflict
between rules and others because of very small noise data.
And then, it affects the accuracy of the rules that are supported
by a large number of data samples.

In this paper, the value range of rule number and antecedent
attributes are divided by the decision tree. Under the premise
of a large reduction of the rule base, the influence of rules
conflict caused by individual noise or edge data on system
performance can be avoided. And the efficiency of parameter
training and the overall decision accuracy of the system are
improved.

To verify the rule reduction effect of the new method,
we compare it with the rule generationmethods of some exist-
ing rule-based systems, including extended belief rule-based
(EBRB) system [24], and fuzzy rule-based classification sys-
tem (FRBCS) [25].

According to the results of Table 3, we can know that in the
above data set, the number of rules by themethod described in
this paper is less than the other two methods in general. This
method greatly reduces the number of rules in BRB system.
The another advantage is that, in the decision tree algorithm,
we can flexibly adjust the number of rules in the rule base by

TABLE 3. Comparison of rules quantities of BRB.

modifying the pruning threshold to meet our various needs
for BRB system.

C. ANALYSIS OF EXPERIMENTAL RESULTS
1) SELECTION OF PARAMETER TRAINING ALGORITHM
To ensure the smooth progress of parameter training, we need
to define a loss function to evaluate the fitness of the model.
In classification problems, the cross-entropy loss function is
a commonly used loss function, which is defined as follows:

L =
1
N

N∑
i=1

−

M∑
c=1

yiclog(pic) (40)

where N represents the number of samples. L represents the
values of the function. M represents the class quantity of
samples. yic is the indicator variable. When c equal to class
of the ith sample, yic is 1 and 0 otherwise. pic represents the
referential value that the model judges that ith sample belongs
to class c.

In the choice of parameter training algorithm, we com-
pared the three algorithms: DE algorithm, artificial bee
colony (ABC) algorithm, and particle swarm optimiza-
tion (PSO) algorithm. The classification accuracy is listed
in Table 6. And an example of the loss function changes with
the number of iterations on dataset Iris was given in Figure 5.

FIGURE 5. The loss function changes with the number of iterations on Iris
dataset.

According to Figure 5, we find that when the accuracy is
same, the convergence efficiency of PSO algorithm is worse
than that of the other two algorithms. According to Table 6,
we find that the accuracy of DE algorithm is better than that of
ABC algorithm. So in the subsequent experiments, we choose
DE algorithm for parameter training.

2) COMPARISON WITH CLASSICAL METHODS
To further verify the performance of the proposed BRB
learning method, the performance of this paper is compared
with the performance of the classical algorithms. K-nearest
neighbour (KNN), naive Bayes (NB), C4.5, and support vec-
tor machine (SVM) are used to be compared in this paper.
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TABLE 4. Comparison of the average accuracy for different classical classification methods.

TABLE 5. Comparison of the average accuracy for novel BRB methods.

TABLE 6. Comparison of the average accuracy for different parameter
training algorithms.

The comparison results are listed in Table 4. Among them,
the experimental results of C4.5 are obtained through our
experiments. Other experimental results are cited from [26].

According to Table 4, the proposed algorithm has shown
the highest accuracy on the Mammograohic, Seeds, and
Glass. In the dataset with dense data distribution and little
difference in antecedent attribute values, since the dataset
is more complicated, there is no simple linear correlation
between the antecedent attribute and the classification result.

Therefore, there is a certain difference in accuracy by the
linear combination algorithm [16]. On the other side, the pro-
posed algorithm extracts the antecedent attribute interval
from the decision tree to construct the rules, which effectively
improves the accuracy of the BRB system in the classifi-
cation. In the dataset with a large number of antecedent
attribute, both the algorithm in [11] and the algorithm in [15]
need to divide the fuzzy interval construction rules due to the
expansion of the attribute scale. It is difficult to construct
effective parameter training for the massive rules. In this
paper, the rule constructed by the decision tree reduces most
of the useless rules under the data clustering of the decision
tree, and then improves the efficiency of parameter training
and the performance of the classification BRB effectively.

3) COMPARISON WITH NOVEL BRB SYSTEMS
To further prove the effectiveness of the proposed method,
the results of the proposed method are also compared with
several novel BRB systems. Those approaches for com-
parison are EBRB [24], SRA-EBRB [27], VP-EBRB [28]
and BA-EBRB [29]. The comparison results were listed
in Table 5.

Although the proposed method cannot achieve the best
accuracy in most datasets, its ranking in comparison is rel-
atively stable, and the average ranking is also the best among
them. But compared with the number of rules of EBRB,
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the number of rules generated by the proposed method is
greatly reduced. And the proposed method still does not fail
in accuracy. The results of the experiment can show that the
proposed method is a powerful method that can effectively
optimize the size of BRB system. However, the accuracy of
BRB system generated based on the decision tree is more
dependent on the distribution of the datasets.

V. CONCLUSION
This paper proposes a method for building a BRB system
based on the decision tree and modifies the classical BRB
so that the antecedent attritubes of rule can be expressed by
intervals instead of a single value. On this basis, the regular
individual matching method is improved, and the sigmoid
function is introduced to the method for calculating indi-
vidual matching degree, making it closer to the meaning
of the model. After that, we appropriately select the other
parameters of the rule base. By comparing the efficiency of
the three swarm intelligent algorithms in the proposed BRB
system, the DE algorithm is used to optimize the initial set
of rule parameters most effectively. The performance of the
proposed algorithm is verified on the several UCI public
classification datasets, and the superiority of the algorithm
is verified by comparing with other existing classification
methods.

BRB has advantages in dealing with fuzzy and uncertain
information. It can effectively use fuzzy information and
uncertain information that cannot be used by other classical
classification algorithms. Therefore, the proposed method
can improve the performance of the classifier when solving
classification problems. But it is also directly affected by the
data, a small number of noise data and edge data may have
a significant impact on the overall accuracy of the system.
Therefore, the important direction of future research includes:

1) How to deal with the influence of the noise data and the
edge data on the system in the classification problem?

2) Is there a better parameter learning algorithm?
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