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ABSTRACT A pulse-coupled neural network (PCNN) is a promising image segmentation approach that
requires no training. However, it is challenging to successfully apply a PCNN tomedical image segmentation
due to common but difficult scenarios such as irregular object shapes, blurred boundaries, and intensity
inhomogeneity. To improve this situation, a novel framework incorporating fuzzy connectedness (FC) is
proposed. First, a comparative study of the traditional PCNNmodels is carried out to analyze the framework
and firing mechanism. Then, the characteristic matrix of fuzzy connectedness (CMFC) is presented for
the first time. The CMFC can provide more intensity information and spatial relationships at the pixel
level, which is helpful for producing a more reasonable firing mechanism in the PCNN models. Third,
by integrating the CMFC into the PCNN framework models, a construction scheme of FC-PCNN models
is designed. To illustrate this concept, a general solution that can be applied to different PCNN models
is developed. Next, the segmentation performances of the proposed FC-PCNN models are evaluated by
comparison with the traditional PCNN models, the traditional segmentation methods, and deep learning
methods. The test images include synthetic and real medical images from the Internet and three public
medical image datasets. The quantitative and visual comparative analysis demonstrates that the proposed
FC-PCNN models outperform the traditional PCNN models and the traditional segmentation methods and
achieve competitive performance to the deep learning methods. In addition, the proposed FC-PCNN models
have favorable capability to eliminate inference from surrounding artifacts.

INDEX TERMS Medical image segmentation, pulse-coupled neural network, fuzzy connectedness, charac-
teristic matrix.

I. INTRODUCTION
Medical image segmentation aims to delineate substructure
or organ boundaries and assign each original pixel or voxel
to a specific class [1]. Currently, it has important clinical
applications, such as image-guided treatment, surgical plan-
ning, localization of the human body, organ labeling and
lesion recognition [2], [3]. Abundant approaches for medical
image segmentation are being proposed in the literature [4].
However, it is still a challenging problem due to the follow-
ing factors. First, anatomical structures of the human body
are complex and variable. It is hard to deal with similar
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intensities between objects and the background or statistical
variability in biological tissue [5]. Second, medical image
segmentation is a specified problem that heavily depends on
idiosyncrasies of imaging modalities, e.g., ultrasound, MRI,
PET-CT images [6], or segmenting targets, e.g., the chest
and blood vessels [7]. Third, various medical data dimen-
sions require efficient algorithms and strong computational
capabilities [8].

In terms of the new trend in recent years, we divide
medical image segmentation methods into five categories:
region-based methods, edge-based methods, model-based
methods, artificial neural networks and deep learning meth-
ods. Region-based methods assign pixels to a region accord-
ing to intensity similarity or region homogeneity. The most
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popular region-based method is the thresholding approach,
which focuses on how to obtain appropriate threshold
values based on the statistical information of an image
(e.g., gray-level histogram or minimum cross-entropy) [9].
The region growing, watershed algorithm, fuzzy connect-
edness and graph-based approaches are important variants
of thresholding that have been applied widely in medical
image segmentation [10]. Moreover, typical unsupervised
machine learning methods, such as k-means clustering, mean
shift clustering, expectation maximization, are considered a
branch of the region-based method [11]. The atlas-guided
method is a powerful tool for medical image segmenta-
tion. It aims to find a one-to-one transformation that maps
a presegmented atlas image to the target image. However,
the atlas-guided method has difficulty when dealing with
multiple substructures with complex backgrounds or moving
objects [12]. Edge-based methods obtain object boundaries
according to the changes in image appearance [13]. Parallel
differential operators or serial detecting operators, the Canny
edge detector [14], and Live-wire [15] are typical edge-based
methods that have been extensively used in medical image
segmentation. In addition, more efforts have been made to
develop hybridmethods by combining a region-basedmethod
with an edge-based method to mitigate the deficiencies of
the individual approaches [16]. Model-based methods, such
as active shape models (ASMs) [17] or active appearance
models (APMs) [18], are attractive branches in the computer
vision and image analysis community. The deformable model
is also an effective model-based technique for extracting
anatomical structures, which has the capability to accom-
modate the variability in biological structures over time
and across individuals [19]. Parametric deformable models
(e.g., snake [20]) and geometric deformable models (e.g.,
level set [21], [22]) are traditional active contour models
that have been widely used in medical image segmenta-
tion [23]. In addition, artificial neural networks (ANNs) are
an important tool in medical image segmentation [24]. Var-
ious ANN models are employed to classify pixels or gray
levels directly [25] and optimize the engine parameters for
nodules [26]. In this method, a training procedure is neces-
sary to determine the weights assigned to the connections
between nodes of a massive parallel network. The trained
ANN is then used to segment test data. Deep learning meth-
ods have recently been highlighted. Benefiting from their
powerful identification and classification capabilities, deep
learning methods have been introduced into medical image
segmentation given a large volume of training data or labeling
samples [27]. U-Net is a typical deep learning method that
adopts a U-type structure and skip connection in the architec-
ture [28],[29]. Subsequently, various variants of U-Net, such
as U-Net-DL [30] and U-Net-GAN [31], have been proposed
and applied.

Traditional artificial neural networks and deep learning
methods are heavily dependent on the dataset and training
procedure. By contrast, a pulse-coupled neural network is
a single-layer, two-dimensional, laterally connected network

that does not require training [32], [33]. Although PCNNs
have been widely used in image processing fields such as
image signature recognition, image segmentation and image
enhancement, there are two main limitations when applying
them in medical image segmentation [34]. First, the seg-
mentation is easily affected by the external contours of false
targets. This phenomenon is due to the firing mechanism of
this method taking only intensity information into account.
Second, the optimal values of the model parameters, such
as controlling parameters and threshold values, are difficult
to determine. In this paper, we propose to take advantage of
the fuzzy connectedness (FC) strength, which is capable of
overcoming the limitations of PCNNs. There are three main
contributions in this work: 1) A systematic comparison and
analysis of the representative PCNN models is carried out.
2) The FC-PCNN models are further developed by introduc-
ing the characteristic matrix of fuzzy connectedness (CMFC)
into the PCNN framework. The results show that the CMFC
can provide the spatial distance information of fuzzy objects,
which is helpful for addressing complex medical images.
3) A general strategy of parameter tuning and seed point
selection of the proposed FC-PCNN models is given as a
demanded guide in practical applications.

The main contents of the paper are organized as follows.
Section 2 briefly describes the traditional PCNN models and
the FC algorithm. Section 3 presents details of the proposed
FC-PCNN models. The experimental results and comparison
analysis are shown in Section 4. The discussion and conclu-
sion are given in Section 5 and Section 6, respectively.

II. RELATED WORK
A. THE PULSE-COUPLED NEURAL NETWORKS
The architecture of PCNN models is a two-dimensional con-
nected lateral networkwith a single layer of integrate-and-fire
neurons. Each neuron is considered a modified version of
Eckhorn’s cortical neuron [35].

The PCNNmodels consists of feeding input, linking input,
modulating field and a pulse generator. The neuron receives
signals from the feeding inputs and linking inputs. The feed-
ing inputs receive signals from the neighboring pixels, while
the linking inputs receive signals from the laterally connected
neighboring neurons. Usually, the response of the linking
inputs is faster. The synchronous stimulus and global coupled
mechanism are essential features of PCNN models.

A standard discrete PCNN (Full-PCNN) can be expressed
by the following iterative process [36]:

Fi,j [m]= e−αFFi,j [m− 1]

+VF
∑

k,l
ωi,j,k,lYk,l [m− 1]+ Si,j (1)

Li,j [m]= e−αLLi,j [m−1]+VL
∑

k,l
ψi,j,k,lYk,l [m−1] (2)

Ui,j [m]=Fi,j [m]
(
1+ β1Li,j [m]

)
(3)

Yi,j [m]=

{
1, Ui,j [m] > Ti,j [m]
0, otherwise

(4)

Ti,j [m]= e−αT Ti,j [m− 1]+ VTYi,j [m] (5)
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where Fi,j[m] represents the feedback input of the neuron in
the (i,j) position and Li,j[m] is the linking term that represents
the influence from the surrounding neurons. Only Fi,j[m]
receives the input stimulus Si,j, which represents the gray
intensity of the image pixels in the (i,j) position. Ui,j[m] is
the internal activity of the neuron, and Ti,j[m] is the dynamic
threshold. Yi,j[m] represents the binary output of a neuron,
which is determined by comparing the internal element with
a monotonically decreasing dynamic threshold. VF , VL , and
VT denote the inherent potential of the feeding input, linking
input and dynamic threshold, respectively. αF , αL , and αT
denote the decay rate of the feeding input, linking input and
dynamic threshold, respectively. ω and ψ are the synaptic
weight coefficients of the feeding and linking inputs, respec-
tively. β1 is a linking coefficient that reflects the linking
strength between two neurons.

The advantages of PCNNmodels is that they do not require
any training and have a simple architecture. However, appro-
priate selection of the model parameters is still a difficult
problem at present [37]. One solution is to simplify the
architecture of the Full-PCNN; examples of PCNNs with
simplified Full-PCNN architectures are SPN [38], ICM [39],
SCM [40], UL-PCNN [41], and SPCNN [42]. Alternatively,
setting the parameters automatically is another direction [43].
Therefore, it might be a good choice to combine the two
strategies [44]. Table 1 lists the formulae of five representa-
tive PCNNs. The Full-PCNNmodel has themost complicated
architecture, which is expressed by five formulae and seven
parameters. The linking part, also called the internal activity,
is obtained by multiplying the linking input with the offset
β and the feeding input. A comparison operation between
the internal activity and a dynamic threshold value is used
to determine whether the pixel is firing. An SPN, which is
described by three formulae and four parameters, is one sim-
plified model with adoption of a combined internal activity
Ui,j[m]. Ui,j[m] is updated by a constant-threshold strategy.
The simplified architecture of SCMs and SPCNNs is very
similar to that of SPNs. Their internal activity employs a
dynamic threshold strategy. Similar to SPNs, SCM models
also consist of three formulae and four parameters (γ is
usually set to 1). When the sigmoid function of an SCM is
replaced by a traditional firing condition, the SCM becomes
an SPCNN, which is expressed by three formulae and three
parameters. The ICM is the only model that retains the feed-
ing input, pulse generator, and dynamic thresholding. It is
described by three formulae and three parameters.

B. FUZZY CONNECTEDNESS
Images produced by any imaging device are inherently
fuzzy [45]. Fuzzy approaches are usually employed to handle
the uncertainties and intensity gradations of digital images.
Fuzzy connectedness (FC) is an important notion describing
how image elements connect. It aims to address the geometric
and topological variation directly on the given image and
handle the uncertainties and intensity gradations in images as
realistically as possible [46]. It is worth noting that the results

TABLE 1. Formulae, parameters and number of five representative
PCNNs.

of using fuzzy connectedness alone are easily disturbed by
noise in medical images. In recent research, fuzzy connect-
edness has usually been integrated with other segmentation
methods [47]. Both the local and global phenomena of imag-
ing procedures are considered. That is, through a local fuzzy
relation on image elements called affinity and a global fuzzy
relation called fuzzy connectedness, the geometric and topo-
logical variations in a fuzzy object can be captured effectively.
The affinity not only takes the spatial adjacency of every
pair of pixels or spels (elements in 3-dimensional space) into
account but also the similarity of the intensity values of the
image elements.

The principle of FC is illustrated in Fig. 1. Assume that
there are three object regions, namely, O1, O2, and O3,
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FIGURE 1. Illustration of the idea of underlying generalized fuzzy
connectedness [46].

and a backgroundO4 in a gray-level image. Let c and d denote
any two elements belonging to O1, and let (c, d) denote a
grid pair. P1 and P2 are two paths (a sequence of nearby
elements) between elements c and d . Usually, there are two
criteria to determine the strength of affinity. First, the closer
the points are, the more adjacent the image elements are to
each other. Second, the more similar the intensities of the
image elements are, the greater the affinity between them.
Therefore, the strength of a path is the smallest affinity of
pairwise elements along the path. Contrary to the affinity,
fuzzy connectedness tries to describe a global fuzzy relation
between any two elements. Its strength is the strongest of
all possible paths between pairwise elements. Taking the
example of the affinity relation between elements c and d
inO1, it is expected that path P1 has a higher strength than P2,
which traverses multiple object regions.

The critical notations of fuzzy connectedness in a fuzzy
digital space (Zn, ε) can be defined mathematically based on
fuzzy subset theory. Here, Zn represents an integer set that
is a subset of n-dimensional Euclidean space Rn, c and d are
two spels in Zn, ε is the fuzzy spel adjacency. An example of
fuzzy spel adjacency can be defined as follows [45]:

µω (c, d)

=


1

1+ α
√∑n

i=1
(ci − di)2

, if
∑n

i=1
|ci − di| ≤ n

0, otherwise
(6)

where α is a nonnegative constant and n denotes the spatial
dimension. The fuzzy spel adjacency is reflexive and sym-
metric, and it is desirable that it be a nonincreasing function.
Let (C , f ) represent a scene over (Zn, ε) where C is called the
scene domain (c∈C , d∈C), and f is a function whose domain
is C . The fuzzy spel affinities can be expressed as follows:

µk (c, d) =
µω (c, d)

1+ β2 |f (c)− f (d)|
(7)

where β2 is a nonnegative constant.
Let pcd represent a nonempty path in (C, f ) from spel c to

d , i.e., a sequence < c (1) , c (2) , . . . ,c (ζ ) > of ζ ≥ 2 spels,
Pcd represents the set of all paths from c to d including the
empty and nonempty paths. Then, for all p∈P(C,f ), a fuzzy

subset called the fuzzy k-net N can be defined as follows:

µN (p) = min[µk
(
c(1), c(2)

)
, µk

(
c(2), c(3)

)
,

. . . , µk

(
c(ζ−1), c(ζ )

)
] (8a)

µN (<>) = 0 (8b)

The fuzzy k-connectedness K representing a fuzzy relation
in (C, f ) can be defined as follows:

µK (c, d) = max
p∈Pcd

[µN (p)] (9)

For any θ ⊂ [0, 1] and (c, d) ∈C , a binary relation Kθ in
C can be defined as follows:

µKθ (c, d) =

{
1, if µK (c, d) ∈ θ
0, otherwise

(10)

Finally, a fuzzy Kθx -object of (C, f ) is a fuzzy k-
component of strength θx , which can be defined by a mem-
bership function as follows:

µOθx (o) (c) =

{
f (c), if c ∈ [o]θx
0, otherwise

(11)

where θx = [x, 1] for 0 ≤ x≤ 1. [o]θx denotes the equivalence
class of Kθx that contains o for any o ∈ C . The process of
finding the fuzzy Kθx -object can be considered an extraction
of n-fuzzy objects problem. By applying a simple threshold-
ing operation in the Ko-scene at an appropriate strength of
connectedness, the extraction of the n-fuzzy object becomes
naturally n-segmented to find the connecting spels.

III. THE PROPOSED FC-PCNN MODEL
PCNN models are attractive due to their simple architecture
and lack of training requirements. However, they often fail
when handling scenarios involving irregular objects or back-
ground clutter in medical image segmentation. Therefore,
a novel and general strategy to complement the strength of
PCNN models and FC is presented. By integrating prior
knowledge of fuzzy objects into the PCNNmodel framework,
the proposed FC-PCNN model can achieve robust and accu-
rate segmentation.

First, a characteristic matrix of fuzzy connectedness
(CMFC) providing spatial information of the adjacent pixels
is computed. Let I represent a given digital image with L
lines and J columns. The size or number of pixels is D =
L × J . Let i (i ∈ L) denote the line number and j (j ∈ J )
denote the column number. Given a set S of the selected
seed pixels, the fuzzy k-connectedness µK (ϑ, s) is computed
for every pixel. ϑ ∈ [1,D] denotes the index of the fuzzy
k-connectedness. The total of fuzzy k-connectedness is D,
which is equal to the image size. A strategy of searching
for an optimal path is applied during the process of com-
puting the FC matrix of image pixels relative to the seed
points. Starting from the seed point s, the optimal path is
determined by searching the neighborhood range step by
step. s is constantly optimized and replaced in the iterative
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procedure when traversing the image, and the largest FC
value, which reflects the optimal path between non-seed point
pixels and seed pixels, will be found. Then, the CMFC (the
final FC matrix) will be obtained by configuring the fuzzy
k-connectedness as follows:

CMFCϑ,s

=


µK (1, s) µK (L + 1, s) µK (D− L, s)
µK (i, s) . . . µK (D− L + 1, s)

... . . .
...

µK (L, s) µK (2× L − 1, s) µK (D, s)


(12)

Second, the FC matrix CMFCϑ,s is employed to play the
same role as Si,j in the original PCNN models. This opera-
tion is feasible due to the same dynamic range and size of
CMFCϑ,s and Si,j, whose values are both between 0 and 1.
The primary advantage of CMFCϑ,s is that it optimizes the
firing mechanism of the PCNN models. In the traditional
PCNN models, the pixels with the greatest response at dif-
ferent places in the whole image are fired first. However, this
mechanism may lead to pixels in the region of noise or false
targets being fired. By adopting CMFCϑ,s, the FC-PCNN
models fire the pixels with the greatest response in the range
limited by the FC matrix. Thus, the interference of noise
or artifacts can be reduced effectively. The flow chart of
the PCNN and the proposed FC-PCNN models is illustrated
in Fig. 2. The calculation process of the PCNN models is
shown in the dotted box on the left and that of the FC method
is shown in the dotted box on the right. The bold solid line
denotes the connecting relationship between the two blocks
that reflect the procedure of inputting the FC matrix into
the PCNN model. It should be noted that this is a general
integrated solution.

FIGURE 2. Flow chart of the PCNN and proposed FC-PCNN models.

IV. EXPERIMENTS AND RESULTS
Segmentation experiments on test images from the bench-
mark and medical images from three public datasets

are used to evaluate the performance of the proposed
FC-PCNN models. The Public Domain Database for Com-
putational Anatomy (PCCDA) is provided by Harvard Med-
ical School (http: //www.imagenglab.com/newsite/pddca/).
It contains 48 labeled volumetric CT scans with a scan
range from head to chest. The TCGA-LIHC dataset
http://doi.org/10.7937/K9/TCIA.2016.IMMQW8UQ) is pro-
vided by The Cancer Genome Atlas (TCGA) and contains
125,397 images from 97 patients. The 3D-IRCADb-
01 dataset (https://www.ircad.fr/research/3d-ircadb-01/) is
composed of the 3D CT scans of 10 women and 10 men with
hepatic tumors in 75% of cases. Segmentation experiments
of 232 images from these three datasets and 16 single images
were carried out in our study; only part of the segmentation
results is shown in this section considering the space. All the
experiments are implemented in MATLAB R2016a on a PC
equipped with Intel Core i5-520 CPU 2.67 GHz and 8 GB
RAM. The operating system is Windows 7 Service Pack 1.

FIGURE 3. Comparison of the segmentation results from the five
representative FC-PCNN models and the corresponding PCNN models.
The two test images are synthetic images. (a1) T-shape.bmp.
(c1) ThreeObj.bmp. (b1) and (d1) show the ground-truth images. (a2)-(a6)
and (c2)-(c6) present segmentation results of the FULL-PCNN, SPN, ICM,
SCM, SPCNN models, respectively. (b2)-(b6), and (d2)-(d6) present
segmentation results of the corresponding FC-PCNN models, respectively.

A. COMPARISON WITH THE TRADITIONAL PCNN MODELS
To confirm that our framework is a general solution for
different PCNN models, a comparison of five representative
FC-PCNN models, i.e., FC-Full-PCNN, FC-SPN, FC-ICM,
FC-SCM, and FC-SPCNNwith the corresponding traditional
PCNNmodels are carried out in this section. Fig. 3 illustrates
the segmentation results of two synthetic images. Evaluating
the performance is easy since the target is known. Fig. 3(a1)
and Fig. 3(c1) show the original images T-shape.bmp and
ThreeObj.bmp, respectively. Fig. 3(b1) and Fig. 3(d1) show
the manual segmentation results, which will be used as
ground-truth images to compute quantitative indices.

The segmentation results of the FULL-PCNN, SPN,
ICM, SCM, and SPCNN models are shown in the first
and third rows from the 2nd column to the 6th column,
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respectively (Figs. 3(a2)-(a6), Figs. 3(c2)-(c6)). The cor-
responding segmentation results of the FC-FULL-PCNN,
FC-SPN, FC-ICM, FC-SCM, FC-SPCNN models are shown
in the second and fourth rows from the 2nd column to the
6th column, respectively (Figs. 3(b2)-(b6), (d2)-(d6)). It can
be clearly observed that the proposed FC-PCNN models out-
perform the corresponding PCNN models. The phenomena
of incomplete target structure and serious pseudotargets can
be observed in the segmentation results of all five traditional
PCNNmodels to different degrees, whereas all the FC-PCNN
models obtain satisfactory segmentation results by adopting
the CMFC. As the spatial information of adjacent pixels
is exploited, the proposed FC-PCNN models show better
capability of target localization, noise reduction, and handling
intensity inhomogeneity.

Fig. 4 illustrates the segmentation results of five real med-
ical images, namely, Liver_A.jpg, Liver_B.png, Brain.bmp,
Lung.png, and Kidney.png, with the five traditional PCNN
models and the corresponding FC-PCNN models similarly.
Liver_A.jpg and Brain.bmp are selected from the benchmark
in the related studies. Brain.bmp is an MR image, and the
othermedical images are CT images. Live_B.png comes from
the TCGA-LIHC dataset, Lung.png comes from the PCCDA
dataset, and Kidney.png comes from the 3D-IRCADb-01
dataset. Figs. 4(a1), (c1), (e1), (g1), and (i1) show the orig-
inal images. Figs. 4(b1), (d1), (f1), (h1), and (j1) illustrate
the manual segmentation results. Figs. 4(a2)-(a6), (c2)-(c6),
(e2)-(e6), (g2)-(g6), and (i2)-(i6) show the segmentation
results of the FULL-PCNN, SPN, ICM, SCM, and SPCNN
models, respectively. The segmentation results of the corre-
sponding FC-PCNN models are shown in Figs. 4(b2)-(b6),
(d2)-(d6), (f2)-(f6), (h2)-(h6), and (j2)-(j6).

Similar to Fig. 3, all five PCNN models obtain unac-
ceptable results. They cannot ignore the influence of sur-
rounding artifacts to obtain correct object contours, e.g.,
the CT scanning bed in Fig. 4(g1) or the skull boundary
in Fig. 4(c1). In contrast, the proposed FC-PCNN models
achieve satisfactory results for all five test images. This
finding indicates that only considering intensity information
is not enough to extract targets from complex backgrounds.
By providing spatial information of adjacent pixels as well
as considering the fuzzy properties of the detected objects,
the proposed FC-PCNN models are better at object localiza-
tion and small target detection than the traditional models.
As shown in Figs. 4(b2)-(b6), the FC-PCNN models detect
the small vessel or biliary duct well, which are hard to identify
manually. A quantitative comparison is also conducted. The
Dice coefficient is a popular index that reflects how similar
the segmented image is to the ground truth. However, the Dice
coefficient has difficulty evaluating the segmentation per-
formance if identifying the local error segmented region
is difficult. Therefore, we adopt five quantitative indices:
Dice coefficient, accuracy, precision, specificity, and sensi-
tivity [43]. The formulae of the five metrics are as follows:

Dice =
2TP

(TP+ FP)+ (TP+ FN )
(13-1)

FIGURE 4. Comparison of the segmentation results between the five
FC-PCNN models and the corresponding PCNN models using five medical
images. (a1), (c1), (e1), (g1), and (i1) are the original images; (b1), (d1),
(f1), (h1), and (j1) are the ground-truth images; (a2)-(a6), (c2)-(c6),
(e2)-(e6), (g2)-(g6), and (i2)-(i6) are the segmentation results of the
FULL-PCNN, SPN, ICM, SCM, and SPCNN models, respectively; (b2)-(b6),
(d2)-(d6), (f2)-(f6), (h2)-(h6), and (j2)-(j6) segmentation results of the
corresponding FC-PCNN models, respectively.

Accuracy =
TP+ TN

TP+ FP+ TN + FN
(13-2)

Precision =
TP

TP+ FP
(13-3)

Specificity =
TN

FP+ TN
(13-4)

Sensitivity =
TP

TP+ FN
(13-5)

where TP means the number of true positives (correctly seg-
mented object pixels),FPmeans the number of false positives
(incorrectly segmented object pixels), FN means the number
of false negatives (incorrectly segmented nonobject pixels),
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TABLE 2. Comparison of the Dice coefficients of the segmentation results of the PCNNs (Fig. 3 and Fig. 4).

and TN means the number of true negatives (correctly seg-
mented nonobject pixels).

Table 2 lists the Dice coefficients of the segmentation
results in Fig. 3 and Fig. 4. The Dice coefficients obtained
from the FC-PCNN models increase markedly in almost
all the test images except for the Brain image. The rel-
atively small increase for the Brain image (ranging from
2.6% to 14.7%) is due to the complex structure of cerebral
white matter. However, the segmentation results are visually
acceptable. The average Dice coefficient of the proposed
FC-PCNN models is 0.96, which is 41.87% higher than that
of the corresponding PCNN models. For further clarifica-
tion, a statistical analysis over all the test images for this
observation is conducted. Each P value from the Wilcoxon
signed-rank tests for the five PCNN models vs the represen-
tative FC-FULL-PCNN model is 0.01563. This finding indi-
cates that the proposed FC-PCNN models can significantly
improve the segmentation accuracy (p<0.05).

Fig. 5 shows the other four indices of the segmentation
results in Fig. 3 and Fig. 4 obtained by the FC-PCNNmodels.
The performances of the five FC-PCNNmodels are stable for
almost all the test images. Most values of the four indices are
greater than 0.90. This finding indicates that the percentage
of correct results with respect to all the results, the percent-
age of the accurately identified regions with respect to all
regions, the percentage of the accurately identified regions
with respect to all regions, and the capability of not detect-
ing the unwanted regions are satisfactory. A larger index
fluctuation for the Brain image implies that the quantitative
indices may be unreliable when dealing with complex shapes.
In this case, it is best to combine visual observation with
quantitative analysis. In addition, the area under the curve
(AUC) value of the segmentation results is also computed.
The average values of the AUC for the five PCNNmodels and
the corresponding FC-PCNN models are (0.8391, 0.8411,
0.8347, 0.8791, 0.8622) and (0.9513, 0.9794, 0.9324, 0.9398,
0.9330), respectively. These values mean that the pixel classi-
fication accuracy of the FC-PCNN models is higher than that
of the PCNN models.

In addition, we compare the results considering the fuzzy
connectedness alone and the proposed FC-PCNN method on
seven test images. The first and second rows of Fig. 6 show
the original images and manual segmentation results, respec-
tively. The third and fourth rows present the segmentation
results considering the FC alone and the FC-SPN, respec-
tively. It can be observed that the FC-SPN performs better
than the FC for almost all the test images. Only for the
T-shaped image, which has clear and simple object contours,
do both methods show similar performance.

B. COMPARISON WITH TRADITIONAL
SEGMENTATION METHODS
With the above test images, we compare the FC-SPN model
with five traditional segmentation methods whose principle
is similar to that of PCNNs or FC to some degree. The five
methods are the region growing, thresholding, local adap-
tive thresholding [48], mean shift [49], and fully connected
conditional random field (FCCRF) [50] methods. Region
growing and thresholding methods are traditional methods
widely used in medical image segmentation. Local adaptive
thresholding is a typical nonparametric method. Mean shift is
an unsupervised clustering method. FCCRF is a probabilistic
and nonparametric method. The parameters of each compar-
ison method are tuned carefully to obtain satisfactory results.

Fig. 7 demonstrates the comparison results of the seven
test images. The first and second columns show the orig-
inal images and manual segmentation results, respectively.
The segmentation results of the five traditional methods
and the FC-SPN are illustrated in columns from the 3rd
column to the 8th column. The FC-SPN obtains acceptable
segmentation results for all the test images. The region grow-
ing method works well for four images, but it is ineffective
for T-shape, ThreeObj, and Brain images. The local adaptive
thresholding method is only valid for the T-shape image.
All the other segmentations are inferior. Similar to the obser-
vations in Fig. 3 and Fig. 4, the traditional methods have diffi-
culty reducing the interference of surrounding artifacts, heavy
noise or severe intensity inhomogeneity. The FC-SPN not
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FIGURE 5. Four evaluation indices for the segmentation results in
Fig. 3 and Fig. 4, which are obtained by using the FC-FULL-PCNN, FC-SPN,
FC-ICM, FC-SCM, and FC-SPCNN models. (a) accuracy, (b) precision,
(c) specificity, and (d) sensitivity.

only takes intensity information into consideration (global
information) but also considers the spatial information and
fuzzy property of adjacent pixels (local information), which

FIGURE 6. Segmentation results of the seven test images obtained from
the FC and the FC-SPN methods. The first row to fourth row show the
original image, ground truth, FC segmentation results and FC-SPN
segmentation results, respectively.

FIGURE 7. Segmentation results of the seven test images obtained from
the five traditional segmentation methods and the FC-SPN model. The
name of each method is marked at the bottom of the figure. The first
and second columns show the original images and ground truth,
respectively. In the 3rd column to the 8th column, the segmentation
results of the six comparison methods are illustrated.

is why it outperforms the other methods. Although mean shift
and local adaptive thresholding also consider local informa-
tion, it seems that their robustness, generality, and accuracy
cannot be guaranteed.

C. COMPARISON WITH DEEP LEARNING METHODS
Deep learning methods have been a hot topic in the field of
artificial intelligence and computer vision since 2012 [51].
In recent years, it has been introduced into medical image
segmentation as well. In this section, a comparison between
deep learning methods and the proposed FC-PCNN model is
carried out to further confirm the effectiveness and general-
ity of the proposed model. Although deep learning method
have different principles and mechanisms from those of the
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FC-SPN model, it has no effect on the results and con-
clusion. Here, popular deep learning networks, FCN [52]
and U-Net [28], [29], are chosen for comparison because
of their powerful performance in medical image segmen-
tation. The first step is preparing the training data. Here,
the PCCDA dataset from the ‘‘Medical Image Computing
and Computer Assisted Interventions (MICCAI) Challenge
2015’’ is employed. First, 10 randomly selected scan slices
of pulmonary space from 16 randomly selected CT volumes
are extracted. Then, the 160 lung CT slices are used as the
training set of the FCN and U-Net. The other 24 pulmonary
space slices extracted from two volumetric CT scan datasets
(i.e., C0017 and C0806) are used as the test set. The FCN
transforms the fully connected layers in a traditional CNN
into convolution layers one by one. First, multiple convo-
lution and pooling operations are conducted to obtain the
feature map. Then, 3 deconvolution operations are used to
expand the pixels, and the final segmentation results are
finally output. U-Net is a 9-layer deep network that adopts
an encoder-decoder network and skip connections. The size
of the input images and output images is 512 × 512 pixels.
The training parameters, e.g., steps per epoch and number of
epochs, are set to 300 and 1, respectively.

Fig. 8 displays representative results. The first and sec-
ond columns illustrate the original images and ground truth,
respectively. The third to fifth columns present the segmenta-
tion results of the FCN, U-Net and FC-SPN models, respec-
tively. It is obvious that the FCN, U-Net and FC-SPN models
all capture the exact outline of the left and right lungs. The
main difference occurs in small targets, such as pulmonary
microvessels, which are hard to identify.

By visual inspection and quantitative comparison, the
results of the FC-SPNmodel seem closest to the ground truth.
The average values of the five indices for the FCN, U-Net and
FC-SPN for the 11 CT images are (0.9907, 0.9808, 0.9978,
0.9295, 0.9542), (0.9933, 0.9890, 0.9988, 0.9463, 0.9671)
and (0.9940, 0.9552, 0.9945, 0.9890, 0.9717), respectively.
These findings imply that the FC-SPN, FCN and U-Net all
perform well. However, the FCN and U-Net might not work
well and might not be practical when training data are not
easy to acquire. Therefore, the FC-SPN model is a good
choice when there are few available samples.

V. DISCUSSION
A. PARAMETER SELECTION FOR THE FC-PCNN MODELS
An open problem of the PCNNmodels is how to optimize and
select the model parameters. Most of the traditional PCNN
models requires the tuning of at least 3 parameters when
segmenting different images. Only the SPN model needs
to tune only one parameter (γ1) for dealing with different
images. Fortunately, the proposed FC-PCNN models can
simplify the parameter tuning process. Research has shown
that all FC-PCNN models simply need to tune one parameter
since the CMFC can provide more useful information. This
improvement can be observed in Table 3.

FIGURE 8. Segmentation results for the 11 CT lung slices extracted from
C0017 in the PDDCA dataset using the FCN, U-Net and FC-SPN models.
The first column shows the original images. The second column shows
manual segmentation results. The third to fifth columns present the
segmentation results of the FCN, U-Net and FC-SPN models, respectively.

From Table 3, we can see that the FC-FULL-PCNN only
needs to tune parameter VT , which is highlighted in bold
and italic font, when segmenting different images. Similarly,
γ1 of the FC-SPN model and h of the FC-ICM, FC-SCM
and FC-SPCNN models are the only parameters that must
be tuned when dealing with different images. However, it is
still difficult to select the optimal value of a single tuning
parameter in practical applications. To solve this problem,
we present a general tuning strategy in terms of the dynamic
range of the parameters. Simply, dichotomization using the
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TABLE 3. The tuned parameter values of the FC-PCNN models in Fig. 3 and Fig. 4.

median value is adopted to test the value of the parameters
with dynamic ranges of [0,1] or [0, 255]. In this way, the opti-
mal value will be found quickly. In addition, experiential
values can also be used to support the parameter selection
process. Medical images collected from the same imaging
modality have similar distributions of gray levels and noise
patterns; hence, the parameters can be set to similar values.
Determining the optimal values based on prior knowledge or
the suggested values in the literature is a convenient method.

FIGURE 9. Segmentation results of the T-shape image using the FC-SPN
model with different seed points. The first row shows six cases with
different sizes, locations and numbers of seed points. The second row
shows the segmentation results. The red arrow marks the subtle
differences in the segmentation results.

B. SEED POINT SELECTION FOR FC
Seed point selection is a key step in FC, and it directly
affects the performance of the proposed FC-SPN models.
Here, two aspects of seed point selection are discussed. First,
the influence of seed point placement is analyzed based on
the experiment. Fig. 9 demonstrates the segmentation results
of the T-shape image using the FC-SPN model with different
seed points. The seed points are highlighted with a red rect-
angle surrounded by green lines. Different sizes, locations,
and numbers of seed points have similar segmentation results
(the second column to the fifth column). This finding means
that the influence of seed point selection on the final segmen-
tation results is very limited.

Second, attention is paid to the general seed point selection
strategy. The study found that seed point selection is heavily
dependent on the number and connectivity of the target to
be divided. If the image has only one target (for instance,
the T-shaped object in the T-shape image), one seed point

in the target is enough to obtain acceptable segmentation
results. However, regarding the images with multiple targets
(e.g., three objects in the ThreeObj image), at least one seed
point needs to be placed in each target region. Therefore,
the general strategy for seed point selection is to arrange at
least one seed point into each separated target region in the
images. Placing more seed points has no obvious influence
on the performance of the FC-PCNN models.

VI. CONCLUSIONS
A novel strategy for improving the performance of the PCNN
models in medical image segmentation is proposed. Consid-
ering that digital images are fuzzy by nature, a character-
istic matrix of fuzzy connectedness is introduced into the
iterative procedure of the PCNN models for the first time.
Then, a general solution for constructing the framework of
FC-PCNN models is presented. Benefitting from the inten-
sity information and spatial relationship provided by the
CMFC, the FC-PCNN models show great capacity to handle
difficult medical image segmentation problems; traditional
PCNN models often fail when encountering these medical
image segmentation tasks. Compared with classic neural net-
work and deep learning methods, much compute time and
labor costs are reduced since the proposed FC-PCNNmodels
do not require training. In addition, the pattern of single-
parameter tuning in the FC-PCNN models reveals the poten-
tial to develop an automatic parameter selection scheme,
which is desirable in practical applications. This will be the
topic of our next work.
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