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ABSTRACT A new workflow is proposed to update the intraoperative electron radiotherapy (IOERT)
planning refreshing the position and orientation (pose) of a virtual applicator with respect to the preoperative
computed tomography (CT) with the actual pose during surgery. The workflow proposed relies on a robust
registration of the preoperative CT and intraoperative projection radiographs acquired with a C-arm system.
The workflow initially performs a geometric calibration of the C-arm using fiducials placed on the applicator.
In the next step, a point-based 2D–3D registration based on fiducials positioned on the patient’s skin is
performed, followed by an intensity-based registration that refines the point-based registration result. The
performance of the workflow has been evaluated using a realistic physical phantom consisting of a pig
lower limb and its corresponding CT and 7 C-arm projections at different poses. The accuracy has been
measured with respect to the applicator origin and axis before and after the registration refinement process.
A feasibility study with human data is also included. Error analysis revealed angular accuracy of 0.9 ±
0.7 degrees and translational accuracy of 1.9 ± 1 mm. Our experiments demonstrated that the proposed
workflow can achieve subdegree angular accuracy in locating the applicator with respect to the preoperative
CT to update and supervise the IOERT planning right before radiation delivery. The proposed workflow
could be easily implementable in a routine, corresponding to a significant improvement in quality assurance
during IOERT procedures.

INDEX TERMS 3D-2D registration, IGIOERT, image guided intra operative electron radiotherapy, IOERT,
IORT.

I. INTRODUCTION
Radiotherapy has a long history since X-rays were discovered
in 1895 [1]. With gradual progress, in the standard practices
of radiotherapy procedures, cancer patients would need to
undergo radiation therapy for five days a week for up to
three to six weeks after surgery. With the advancement of
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radiation devices, delivering radiation at the time of surgery
was attempted for the first time after 1960 [2]. Since then,
the surgeons started delivering radiation directly to the tumor
bed where the tumor has just been removed while the area
is exposed during surgery to destroy any lingering micro-
scopic cancer cells during the procedure. This procedure is
called intraoperative radiotherapy (IORT). IORT is usually
delivered in combination with external-beam radiation ther-
apy with/without chemotherapy. IORT is typically performed
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without image-based treatment planning. The current stan-
dard of care shows that delivering high doses of radiation
precisely to the tumor bed with minimal exposure to the
surrounding healthy tissues is possible with IORT based
on the experience of the radiation oncologist, being guided
by the surgery itself and his or her vision and touch [3], [4].
The collaboration with biomedical engineering could benefit
the technique by providing innovative solutions based on
image-based approaches for preplanning, intraplanning, and
documenting of the procedure [3], [5].

Several methods can be used to deliver IORT. IORT can
be delivered using electron beams (IOERT), orthovoltage
(250–300 kV) X-rays (X-ray IORT), high-dose-rate
brachytherapy (HDR-IORT), or low-energy (50 kV) X-rays
(low-energy IORT). Because of a more uniform dose dis-
tribution of the electron beam, limited depth of penetration
directly to the target volume, and short treatment time, IOERT
has become more popular than the other techniques [6].
IOERT applies a single-fraction high dose of electron beam
radiation directly to the target volume through an applicator
that is fixed between the linear accelerator (LINAC) and the
target location of the patient. The applicator size provides
safe coverage of the target volume at the delivered dose
by considering the cross-sectional profiles at the selected
electron energy.

The applicators used for IOERT have a cylindrical shape
with a diameter varying between 3 cm and 12 cm. These are
made of sterilizable polymethyl methacrylate with a thick-
ness of 5 mm or anodized aluminum cylindrical tubes. The
length of the applicator varies from 32 cm to 100 cm [7].
The applicator may have a bevel for cases in which the tumor
bed presents at some angle to the horizontal that is not within
the LINAC’s range of motion. The bevel helps the applica-
tor adjust better to the resected area and be placed in the
accurate position and orientation (pose) for yielding the best
dose delivery [8], [9]. The base angle of this bevel changes
between 0◦ and 45◦. Alternative applicator designs have been
proposed in [10], [11]. They follow the recommendations and
design of commercial applicators but include modifications
to improve the positioning in a soft-docking accelerator [10]
or to increase the dose homogeneity by using a scattering
foil [11].

Treatment parameters such as applicator dimension, bevel
angle, pose, or beam energy are planned before the surgery
by interacting with a virtual environment using preoperative
images while considering the surgical scenario and clinical
experience of the radiation oncologists [12]. The radiation
oncologists need to modify the original plan during surgery
to minimize the risk of irradiating critical structures and
to ensure the target radiation in the proper location. The
retraction of structures and removal of the cancerous tissues
of the targeted organ produces geometrical and anatomical
modifications. Several software tools exist [13]–[15] that can
be used for IOERT planning before surgery where the appli-
cator can be virtually positioned on a CT image to maximize
the dose delivered to the target volume and minimize its

effect on the organs at risk, typically using Monte Carlo dose
estimations.

The general method to ensure correct patient placement
and treatment verification for many image-guided surgery
procedures is to register preoperative images to intraoperative
images using fiducial markers on the patient skin or the
different structures in the surgery room. Typically, 3D CT
data are considered as preoperative images. Intraoperative
3D CT or 3D fluoroscopy could mean an advantage in
complex surgical procedures as these methods can provide
improved accuracy and reliability [16] because of the 3D
nature of the data and their better contrast between structures.
However, 3D CT or fluoroscopy systems are rarely available
in surgery rooms and imply longer procedures and higher
radiation exposure. Meanwhile the 2D projection C-arm sys-
tem [17] is typically available and used as intraoperative data.
Current research on image-guided surgery uses intraopera-
tive 2D projections for planning, guidance and verification
because they provide an accurate depiction of the internal
structures, anatomical deformation, and resection within the
region of interest, as well as the required instrumentation dur-
ing the procedure [18]–[20](Markelj, Tomazvic et al. 2012).
However, to represent the 3D coordinate reference system
properly, multiple views are needed [21]. For this purpose,
specifically, designed fiducial markers are used for estimating
the C-arm pose from intraoperative 2D C-arm radiograph
images [22], [23].

As an alternative, researchers have shown that the C-arm
pose and the positions of surgical tools can be estimated
using external tracking systems such as optical measurement
devices these methods have been recently applied to locate
the applicator in IOERT [24], [25]. However, this approach
has several limitations related to the size of the optical
tracking systems and the potential line-of-sight occlusions
between the tracking device and the optical tracker during
the procedure.Moreover, some external tracking systems take
a long time to calibrate. Electromagnetic tracking [26], [27]
could also be used during IOERT because it does not have
the disadvantage of the line-of-sight, but on the other hand,
the presence of any electronic devices may produce signifi-
cant interferences and disturb the process [28]. In both cases,
the tradeoff between system accuracy and working volume
may be another consideration that may present limitations.

Given its potential advantages regarding usability and pro-
viding information about the internal structures, we believe
that the intraoperative 2D image guidance of the IOERT pro-
cedure could enable proper therapy surveillance of radiother-
apy delivery during surgery. Our work focuses on providing
proper localization of the applicator with respect to the target
while tackling the following specific issues: 1) problems
arising from the use of external trackers, 2) inaccuracies in
reaching the target, 3) registering the applicator position at
radiation delivery and updating the planning enabling dose
accumulation computation at organs at risk. To our knowl-
edge, there is no previous workflow that has solved all these
issues together.
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The alignment process of the 2D intraoperative and the
3D preoperative image should be approached following
a 2D–3D registration framework. 2D–3D medical image
registration methods have been used for the last decades
in other image-guided scenarios and can be divided into
three types: feature-based [29], gradient-based [30]–[32] and
intensity-based [33], [34]. Feature-based methods depend on
the segmentation of anatomical structures, and this segmen-
tation is a challenging task to perform fully automatically.
Gradient-based methods are usually driven by attenuation
coefficient gradients found in the edge of bony structures in
preoperative CT that point to intensity gradients of intraop-
erative X-ray images. They rely on the fact that the strong
intensity gradients in X-ray images correspond to boundaries
of bony structures in the CT, but they also have a very nar-
row convergence. Intensity-based registration requires less
complex preprocessing but requires a good initialization to
avoid local minima. Three 2D–3D approaches are followed
based on the image dimensions and spatial correspondences:
(a) projecting 3D images into 2D space for 2D–2D reg-
istration, (b) back-projection of 2D points to 3D space,
and (c) reconstruction of 3D images from 2D projections
for 3D–3D registration [35]. Most image-guided procedures
lean toward intensity-based 2D to 3D projective registration
because it requires less projection and is less computationally
expensive.

For 2D–3D intensity-based registration, a similarity mea-
sure must be defined. Comparative studies [36], [37] show
that metrics based on local intensity correspondence tend to
outperform those based on global intensity. Otake et al. [38]
initially proposed the use of the gradient correlation (GC)
similarity metric because it is independent of the image
dynamic range, and they later concluded that gradient dif-
ference (GD) and pattern intensity (PI) are the most accu-
rate and robust metrics against outliers [21]. According to
Wu et al. [30], normalized cross-correlation (NCC) and
normalized mutual information are robust methods for mega-
voltage imaging, whereas PI, GD, and GC are the most accu-
rate. These authors also reported that NCC is both accurate
and robust for kV X-ray imaging. Gendrin et al. [39] and
Otake et al. [40] concluded that in the presence of soft tissues
and deformations, gradient-based metrics are more accurate
and robust.

II. CONTRIBUTIONS OF THIS PAPER
In this work, we propose a complete protocol and image
processing workflow to update the IOERT spatial planning
during surgery to ensure an accurate estimation of dose dis-
tribution and treatment verification without using an external
tracking system. To achieve this goal, we calculate the rela-
tive pose between the intraoperative C-arm radiographs and
the preoperative CT image used for the IOERT planning to
finally position a virtual applicator in the preoperative CT,
mimicking the actual position during surgery.

We use a set of radiopaque fiducials attached to the
patient’s skin around the area of interest and onto the IOERT

applicator, and these fiducials are automatically detected in
the C-arm intraoperative radiographs to provide an initial
pose estimation. Later, a robust refinement process based
on 2D–3D intensity-based registration between the C-arm
radiographs and the preoperative CT image’s digitally recon-
structed radiographs (DRRs) provides a more accurate solu-
tion that uses the point-based registration using fiducial
markers as a robust initialization.

To assess the feasibility, we performed experiments using
a realistic physical phantom made using a pig lower limb.
We investigated the accuracy of 3D localization and the
required angular separation between projection image pairs
to be used in the workflow. An experiment conducted using
patient data has also been performed as a proof of concept of
the proposed workflow in the clinical scenario.

III. METHODS
A. PROBLEM DEFINITION AND PROPOSED WORKFLOW
The proposed protocol updates the IOERT planning during
surgery performed using exclusively a preoperative CT scan
and the 2D radiographs obtained with a C-arm system in
the intraoperative scenario. With the premise that a suitable
system should minimize the use of additional calibration pro-
cedures or external tracking devices, the proposed protocol
uses only an applicator with fiducials and fiducials on the
patient’s skin both during preoperative and intraoperative
acquisitions.

The image-guided IOERT navigation protocol has the fol-
lowing steps: (a) radiopaque landmarks are placed on the
patient’s skin and on the applicator; (b) a preoperative CT
of the patient’s ROI is acquired; (c) the OR intraoperative
fluoroscopic projections are acquired; (d) the segmentation
of fiducials in all 3D and 2D images is performed; (e) the
surgery is performed, removing the cancerous tumor; (f) the
LINAC and the attached applicator are placed in an initial
position; (g) the image processing workflow follows to find
the transformation between IOERT applicator and patient.
This helps to track the applicator in the real scenario and dis-
play over the preoperative CT scan; (h) the updated position
and orientation of the applicator are assessed with respect
to the prescribed treatment plan and the dose distribution
is calculated; (i) LINAC delivers the prescribed dose to the
target volume through the applicator. The image processing
workflow for the presented IGIOERT protocol is defined
using the following steps: (a) the pose estimation of the C-arm
intraoperative radiographs, relative to the IOERT applicator,
taken as a common reference; (b) initial pose estimation of
a virtual applicator in the preoperative scenario using point-
based registration; (c) refinement of this initial result using
a 2D–3D intensity-based registration of the intraoperative
C-arm radiographs and the preoperative CT image.

This workflow guides the oncologists to accurately posi-
tion the virtual applicator in the preoperative CT according to
the actual situation during the intraoperative scenario, allow-
ing the updating of the radiation planning and the verification

VOLUME 8, 2020 137503



S. S. Goswami et al.: New Workflow for Image-Guided IOERT Using Projection-Based Pose Tracking

of the IOERT treatment without using an external tracking
system. The proposed protocol is described in Fig. 1.

FIGURE 1. Our aim is to place a virtual applicator on preoperative CT to
update the IOERT planning through registration of intraoperative
projection images and preoperative CT. The proposed protocol includes
fiducials on the skin and fiducials on the applicator.

The workflow implies finding rigid transformations
between different reference frames denoted fa for the appli-
cator, fi for the patient in the intraoperative scenario, fp for
the preoperative CT, fc(1), fc(2),fc(3), . . . , fc(n) for the n camera
frames of the intraoperative projections. The corresponding
C-arm radiographs’ coordinate reference frames are defined
as fr(1), fr(2), . . . , fr(n)
Using homogeneous coordinates, the rigid transformation

between reference frames can be expressed by 4 × 4 matri-
ces. paM corresponds to the transformation from applicator
reference frame (fa) to the preoperative CT reference frame
(fp). This rigid transformation is the desired solution of the
workflow and places the virtual applicator in the preoperative
CT for updating the surgical plan.

In a similar way, we define the 4 × 4 matrix c(n)
a M as

the rigid transformation from the applicator frame (fa) to the
camera frame of a certain pose n of the C-arm system fc(n)
that expresses the extrinsic camera matrix.

We denote the 3 × 4 matrix r(n)
c(n)M as the intrinsic matrix

that transforms 3D coordinates from the camera frame (fc(n))
to the 2D C-arm radiograph image frame (fr(n)).

B. C-ARM POSE ESTIMATION
In the first step of our workflow, we use a fiducial-based
approach for the pose recovery of the C-arm, c(n)a M , i.e., the
external calibration, for every camera reference. Radiopaque
metallic beads, attached to uniquely identify the fiducials in
the projections, are used to relate each camera view frame
(fc(n)) with the applicator reference frame (fa).
Complex designs involving ellipses, lines [22], [41], and

helical lines or two coplanar ellipses [22] have been proposed
to guarantee robust segmentation and minimal error when
fiducial constellations are used as markers. The following

subsections detail the methods to derive each of these trans-
formations from the input information.

In our protocol, we propose to modify a standard cylin-
drical methacrylate applicator by attaching or embedding
metallic spherical beads into the external surface along a
helical shape. One bead is of a different size to distinguish
it as the first bead in order. The distance between consecutive
applicator fiducial markers (AFMs) is varied to avoid pos-
sible mistakes identifying fiducials because of geometrical
symmetries, while the helix minimizes the risk of occlusions
between markers in lateral and top-down views. A CT scan
of the applicator allows obtaining the 3D coordinates of the
centers of the markers (axAFM ) with respect to the internal
frame of reference fa. In CT, axAFM are estimated with sub-
pixel accuracy as the center of mass of a three-dimensional
spherical structure.

First, an intensity threshold I0 is set to separate the marker
region from the main structure of the applicator. Then,
a spherical connected component region is calculated fol-
lowed by an intensity weighting method on each connected
region to find each marker centroid ci of the applicator (xAFM )
markers.

The following equation determines the center of mass of
each marker:

ci =

∑
p∈R (I (p)−I0)p∑
p∈R(I (p)− I0)

, (1)

where I (p) is the intensity of the voxel at position p and R is
the connected region where p belongs.

The projection of the AFMs, i.e., their 2D coordinates
in the projection images’ reference (fr(n)), are denoted as
r(n)xAFM (j) , j ∈ [1, J], where J is the number of fiducial mark-
ers projected on the reference image. In this case, the markers
are automatically segmented in the radiographic images using
a Hough transform and a support vector machine (SVM) clas-
sifier. The Hough transformation detects the circular shapes
of the image, and the SVM classifier allows marker projec-
tions to be found among the candidates detected by the Hough
transformation. The features used by the SVM algorithm
were chosen ad hoc and they are: the radius of the circular
shape; the minimum, maximum and average values within
the shape, and the minimum, maximum and average values
in a ring around the shapes detected by the Hough transform.

The C-arm poses c(n)a M are estimated individually for each
C-arm camera view n using the set of 3D coordinates of
the AFMs defined in the applicator frame of reference fa,
axAFM (k) ,k ∈ [ 1,K ] and the set of 2D coordinates of the
projections of the fiducial markers in the image frame fr(n),
r(n)xAFM (j) , j ∈ [ 1,J ], where J is less than or equal to K.
The intrinsic camera calibration r(n)

c(n)M can be precomputed
in advance. Considering that the image distortion of a flat
panel C-arm is negligible [42]–[44], in the case of the system
used, we did not need to correct it. Therefore, four possible
solutions can be obtained for c(n)a M in the following equation:

r(n)xAFM (j) =
r(n)
c(n)M ·

c(n)
a M ·ax

AFM (k)
, (2)
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FIGURE 2. From the intraoperative reference images, we first segment
and identify fiducials on the applicator (in red). Besides, from the CT of
the applicator, the 3D coordinates of the applicator fiducials are already
known. A 2D–3D point-correspondence algorithm determines the
position and orientation of the C-arm.

where three 2D–3D correspondences from the set S =
{(j, k)1 , (j, k)2 . . . (j, k)J} are used that can be disambiguated
using a fourth correspondence.

This perspective–three-point (P3P) problem is imple-
mented as a fast-closed-form solution [45] and iteratively
computed in the random sample consensus (RANSAC) out-
lier rejection step [46]. Manual or automatic initial 2D–3D
correspondences are not necessary, but all remaining possi-
ble pairs are included in the RANSAC algorithm. The only
exception is the first AFM that is easily matched because of
its difference in size. The remaining possible pairs of set S in
the P3P problem are randomly chosen for all possible 2D–3D
correspondences (j, k) j ∈ [1, J − 1] , k ∈ [1,K − 1].
Finally, a nonlinear solution of the perspective–n-point

problem using all the 2D–3D correspondences, not clas-
sified as outliers, reduces the estimated error of the pose
recovery [47]. Fig. 3 explains the 2D–3D correspondences.

C. APPLICATOR POSE ESTIMATION
Once the C-arm camera view poses are recovered (c(n)a M ),
additional fiducial markers are used to position the applicator
in the preoperative scenario (the applicator pose) calculating
matrix p

aM , i.e., the transformation from fa to fp reference
frames. In our protocol, we propose to use at least six fiducial
markers adhered to the patient’s skin via adhesive pads and
placed on the skin surrounding the surgical field of interest.
These skin fiducial markers (SFMs) consist of metallic beads
of different diameters to be distinguished from the AFMs in
the radiographic images. Their 3D coordinates in the preop-
erative CT scan, i.e., in the fp frame of reference, are denoted
as pxSFM (l) , l ∈ [ 1,L]. Their 2D image coordinates in C-arm
radiographic images are denoted as r(n)xSFM(q) , q ∈ [1,Q],
where Q is less than or equal to L.

To locate the skin markers in the preoperative CT scan,
first, thresholding using a 2000 Hounsfield Unit (HU)

FIGURE 3. 2D–3D point-based registration that uses 3D fiducials on the
patient skin pxSFM(l) in green, and segmented 2D projections (r(n)xSFM(q))
on C-arm intraoperative images. Two projections are taken from two
different poses of the C-arm.

threshold removes all biological tissues and following a
3D spherical structure estimates the SFMs’ centers of mass
(Eq. 1). In the radiographic projections, the SFM coordinates,
r(n)xSFM (q) , are detected together with the applicator coordi-
nates, r(n)xAFM (j) , are detected together with the applicator
coordinates, as the center of mass of a spherical structure, but
different sizes are used, they are separated using hierarchical
agglomerative clustering with unweighted centroids [48].

Because the transformation of the skin markers between
the preoperative and intraoperative scenarios may be non-
rigid, the method considers more than one projection to
estimate first the 3D locations of the skin markers from
at least one pair of projections, and then, we estimate the
best rigid approximation of this nonrigid transformation by
a point-based 3D–3D registration process. As the first step
of this process, after recovering the C-arm poses, c(n)a M , of
a projection pair nA and nB, we match the SFM projections
in both radiographs, r(nA)xSFM and r(nB)xSFM using epipolar
geometry [36] by finding the minimal distance between the
epipolar lines of r(nA)xSFM in the nB projection, and vice
versa. Once the beads’ projections are paired, we can estimate
the 3D coordinates of the SFMs in the applicator frame of
reference fa, denoted as axSFM , from its projections in two
radiographs:

r(nA)xSFM =
r(nA)
c(nA)

M · c(nA)a M · axSFM (k) ,

r(nB)xSFM =
r(nB)
c(nB)

M · c(nB)a M · axSFM (k) . (3)

This triangulation is solved linearly, followed by nonlinear
optimization [36], which needs three common SFMs’ projec-
tions matched on both radiographs to estimate a solution, but
using four SFMs is the minimum recommended number for
robustness.
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Once axSFM (q) are estimated, a point-based 3D–3D regis-
tration between pxSFM (q) and axSFM (q) is performed. Instead
of a classical iterative closest point algorithm, a brute force
scheme reports better results and can be calculated in real
time because of the small number of SFMs. Therefore, a set
of rigid transformations for every permutation of pxSFM (q)

coordinates are estimated, and the result with the smallest
root-mean-square error is chosen that compares the CT coor-
dinates pxSFM (q) with respect to the transformed SFMs axSFM (q) .
The point-based registration result is paMPB, which transforms
the applicator frame to the preoperative frame, which is our
aim for the workflow. Thus, any point ax of the applicator can
be transformed to a corresponding point px in the preoperative
CT as follows:

px = p
aMPB ·

ax. (4)

D. 2D–3D INTENSITY-BASED REGISTRATION
To consider postural changes and surgical procedure that alter
the anatomy, a refinement process for paMPB based on 2D–3D
intensity-based gray-level registration is necessary to align
the internal structures. We assume that a rigid registration
referring to the closest rigid structure (bone) provides a good
estimation of the applicator position in the preoperative space
and that our registration process falls under a rigid trans-
formation that relates 3D coordinates of the CT (fp) to 2D
coordinates in the C-arm radiographs (fr ).

Let us consider the output of the intensity-based 2D–3D
registration refinement asMθ . Thus, from Eq. 4:

p
aMGL =Mθ ·

p
aMPB, (5)

where paMGL denotes the applicator to intraoperative transfor-
mation after gray-level registration.

To perform this process, we have considered the DRR
generated from the preoperative CT as the moving images
and compared them with the intraoperative C-arm radiograph
images that are considered the reference images. Applying
masking to confine the processing to the region of interest of
both reference 2D images and DRRs increases the probability
of getting better registration results and avoids computational
overload.

The registration scheme described in the following subsec-
tions aims at aligning a 3D preoperative CT to two or more
intraoperative C-arm projection images.

1) PREPROCESSING OF THE DATA
As a preprocessing step, the linear attenuation coefficients for
the different tissues present in the CT dataset are calculated
by converting HU numbers to attenuation values.

The resolution of the CT was chosen to be high enough to
ensure DRR projections of comparable resolution to the 2D
radiographs; otherwise, local minima because of unmatched
and blurred gradients may affect the stability of the
registration [49].

Two steps are followed to constrain the registration to
the region of interest and to make it more robust in the

presence of image content mismatch (a) 2D radiographic
masking and (b) 3D CT masking. 2D radiographic masking
is performed manually to exclude regions associated with
content mismatches such as the regions with instrumentation
or surgical implants that typically produce dark shadows
because of their metallic property. This manual process is a
subjective process. An automatic or semiautomatic segmen-
tation process could be used for this part, but it would increase
the computational burden and potential segmentation errors.
In contrast, to perform the 3D CT masking, we used an auto-
matic approach by intensity- thresholding to select the bony
structures. This intensity- thresholding method is always
applicable for our workflow because the background is easily
detachable from bone using the threshold 80 HU that is appli-
cable for different patients and studies. Tomake the procedure
robust, it is always better to avoid the effect of nontransparent
surgical tables in the preoperative images. In the preoperative
CT, a threshold-based segmentationmethod is used to remove
the bed.

2) DRR GENERATION
As a result of the matching procedure of the SFMs, we have
an initial transformation that can be considered to generate
the DRRs of the 3D dataset to be registered to the 2D C-arm
radiographs’ reference images. The DRRs are simulated for
each C-arm camera view pose to calculate a similarity mea-
sure with reference images at the time of optimization. The
intensity values for each pixel of the DRR images are com-
puted by summing up the attenuation coefficients associated
with each volume element (voxel) along a ray between points
of the imaging plane and the imaging source.

Because p
aMPB (Eq. 4) is known, we can also derive the

following,

r(n)
p MPB =

r(n)
c(n)M ·

c(n)
a M · paMPB

−1
, (6)

where r(n)p MPB denotes the transformation from the preopera-
tive frame to the projection image frame after the second step.

First, n DRRs of the volume are generated from n perspec-
tives using r(n)

p MPB from Eq. 6. Then, for better matching
of the CT-derived DRR images with respect to the C-arm
radiography images, the DRRs are normalized to the same
intensity ranges.

Even after perfect projection and normalization, there are
two main differences between DRR and projection images.
One is the presence of surgical instruments in the intraopera-
tive situation when the C-arm projection is taken, which is not
present in the preoperative CT-generated DRR. Another dif-
ference is the inherent dissimilarity between the simulated CT
projections and the C-arm radiographs, as further discussed
in the following section.

3) OBJECTIVE FUNCTION
The differences between C-arm projection images and DRRs
are because of differences in image formations and changes
in the imaged objects. In general, differences in image
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formation are caused because of distortions in the projec-
tion images, truncation, different resolutions, different X-ray
energies between the modalities, heel effect, nonunifor-
mity of the image intensifier response, and postprocessing
of the projection images. Furthermore, the proposed DRR
simulation does not account for these differences. In con-
trast, differences because of changes in imaged objects are
caused by overlaying and underlying structures, interven-
tional instruments in the field-of-view (FOV), or anatomical
deformation [21]. These differences require the use of a
heterogeneous monomodal similarity metric.

The combination of similarity metric and optimizer con-
siderably affects the registration performance; the choice of
metric depends on the characteristics of the images being
registered and their quality. The performance also depends
on the actual application. Comparative studies [36], [37]
show that metrics based on local intensity correspondence
tend to outperform those based on global intensity (e.g.,
mutual information, MI) in 2D–3D registration [36]. In this
work, we proposed using the normalized gradient correlation
(NGC) as the similarity metric that enables the comparison
of the two types of images despite the mentioned differences.

4) OPTIMIZATION
To ensure convergence, our intensity-based method needs
an effective starting point to get an accurate result
[32], [35], [50]. Following Otake et al. [38], the detector
is placed as close as possible to the patient (to maximize
radiographic FOV), defining an initial translation along the
Z -axis to be equal to half the size of the volume (sometimes
termed as patient separation). As described in Subsection B.2,
the point-based registration method is used as an initializer,
and its main function is to provide an approximate and suffi-
ciently close solution.

The Powell–Brent optimization method is used to obtain
the optimal transformation of the CT for alignment. The
iterative process calculates the parameters corresponding to
the six degrees of freedom of the patient pose. In each
iteration, the optimizer modifies the six rigid transformation
parameters, and the system generates the new DRRs accord-
ingly. The optimizer repeats the process minimizing the cost
function, i.e., finding the maximum similarity between DRRs
and the C-arm projections by taking the average of cost
function values for all the views until it reaches a con-
vergence criterion. Here, the number of iterations (t) has
been used as the stopping criterion for convergence. The
number of iterations is decided experimentally by observing
typical convergence curves. The optimization problem can be
expressed as derivative-based optimization methods includ-
ing gradient descent and derivative-free optimizations such
as the Powell–Brent method, Nelder–Mead simplex method,
and the covariance matrix adaptation evolution strategy
(CMAES), which are normally used in 2D–3D registration.
We used the Powell–Brent method, which is a conjugate
direction method and performs a one-dimensional line search
for exact minimization.

5) EVALUATION METHODOLOGY
The accuracy of the applicator pose is assessed by acquir-
ing an additional volumetric image, CT or cone-beam CT
(CBCT), of the intraoperative scenario for validation pur-
poses only. The positioning error of the actual applicator
position retrieved from the volume, with respect to the vir-
tual applicator position calculated following the proposed
workflow, was computed. This error was estimated using the
Euclidean distance between the coordinates of the point on
the applicator’s Z-axis, which is closer to the patient and
located at the end of the applicator length, and the corre-
sponding point of the calculated virtual applicator position.
The orientation errors are assessed by comparing the angle of
the estimated applicator longitudinal axis with its actual axis.

Because the intraoperative volume is available, the result
of 3D–3D registration between the intraoperative volume
and preoperative volume is considered as the ground truth
and is stored in two matrices. One is i

aM , where i
aM is

the transformation from the applicator frame of reference
fa to the intraoperative volume reference frame fi. Another
is the 3D–3D registration result piM , where p

iM transforms
the intraoperative volume reference frame to the preoperative
volume reference frame. Therefore, the final transformation
that represents the ground truth can be calculated as follows:

p
aMGT =

p
iM ·

i
aM , (7)

where p
aMGT denotes the applicator to preoperative transfor-

mation, defining the ground truth applicator position in the
preoperative scenario.

The final error of the proposed workflow can be calculated
by measuring the distance of the origin of the applicator
axis in the applicator coordinate system, given that our final
goal is to position the applicator in the actual position on
the preoperative CT image during surgery. Therefore, from
Eqs. 6 and 7, we define the following:

Errortrans = Norm (paMGL ·
ax−paMGT ·

ax )

Errorrot = cos−1(

(p
aMGL · Z ·

p
aMGT · Z

)
(‖ paMGL · Z ‖ · ‖

p
aMGT · Z ‖)

) (8)

where, ax is the origin or any point on the applicator axis
at which the translational error (Errortrans) is measured in
applicator coordinates in homogeneous form. Errorrot is the
rotational error measured at the applicator axis, and Z is the
principal axis of the applicator.

6) IMPLEMENTATION
MATLAB was used to design the custom software needed.
For the intensity-based registration, Elastix was used. The
proposed pipeline has been run on a computer with AMD
FX (TM)-8350 Eight-Core Processor, 32 GB of RAM, and
Ubuntu 16.04 OS.

IV. EXPERIMENTS AND RESULTS
Different experiments were conducted with a pig lower limb
physical phantom dataset to evaluate the proposed algorithm
in terms of performance and accuracy. In addition, a proof of
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concept experiment using human data of a sarcoma patient
was also performed.

Subsection IV-A describes the physical phantom exper-
iment details including data acquisition for preoperative
and intraoperative volumes and projection images, workflow
setup, registration parameters details, ground truth data, and
other details. Subsection IV-B describes the feasibility proof
of the concept experiment using human data.

A. EXPERIMENTS WITH THE PHYSICAL PHANTOM
1) DATA ACQUISITION
A complete evaluation of the proposed protocol and method-
ology was performed through an animal phantom study. For
this purpose, an 11-kg pig lower limb was used as a realistic
phantom of our patient. The pig lower limb is kept in a plastic
tray and fixed with pieces of expanded polystyrene so that it
does not move while imaging. A preoperative CT image of
the pig lower limb was acquired as the dataset of the preoper-
ative study (Fig. 4a). In addition, a CT of the applicator was
acquired to obtain its exact geometry, including the applicator
markers located as described in the methodology section
(Fig. 4-b). Table 1 summarizes the specifications (dimensions
and voxel size) of the preoperative CT and intraoperative
CBCT used in the experiments and acquired with conven-
tional clinical scanners.

TABLE 1. Specifications of the dataset used for the experiment.

a: PREOPERATIVE CT OF THE PHANTOM
The preoperative CT of the pig lower limb was acquired on
a Siemens CT simulator. Skin Markers of size 4 mm were
placed on the skin surrounding the area of interest.

b: CT OF IOERT APPLICATOR
A CT of the applicator with 7 cm inner diameter and without
any bevel, made of a methacrylate tube was also acquired to
extract the exact geometry and location of the AFMs. There
were nine Suremark fiducial markers with a diameter size
of 2.5 mm and one with a diameter size of 5 mm located
(Fig. 4-b) on the surface of the applicator following a spiral
layout. The CT of the applicator was acquired on the same
Siemens CT simulator after the CT acquisition, the pig lower
limb and the applicator were transferred to the LINAC room.

c: INTRAOPERATIVE CBCT DATA
Depending on the IOERT scenario, the applicator was placed
on the target region of interest using an articulated arm firmly

FIGURE 4. (a) Fiducials on skin for preoperative CT acquisition.
(b) Applicator with fiducials in spiral disposition. (c) Pig lower limb
volume after removal of some tissue to acquire the intraoperative volume
with the applicator located on the radiation target area. (d) IOERT setting
ready to be acquired with the C-arm radiography system and the CBCT of
the intraoperative volume.

attached to a fixed structure. In our experiment, the applicator
was fixed to the tray that keeps the pig lower limb stationary.
To simulate the tumor removal and the surgical procedure,
soft tissue of about 3 cm depth was removed from the tar-
geted area (Fig. 4-c). No skin markers were removed in this
step, although the relative positions of the markers changed
because of soft-tissue movement during tissue removal.

The intraoperative CBCT image of the whole IOERT set-
ting (pig with applicator) was obtained with an Elekta Syn-
ergy LINAC, which was equipped with an electronic portal
imaging device (EPID) and a CBCT system (Fig. 4-d). Both
the EPID and the CBCT X-ray unit used a PerkinElmer
amorphous silicon detector. The active surface of the detector
was 410 mm × 410 mm, and the resolution was 1024 ×
1024 pixels. The distance between the source and the imaging
panel for the kV and CBCT imaging was 1536 mm.

d: INTRAOPERATIVE C-ARM RADIOGRAPH
Following the proposed protocol and workflow, the intraop-
erative 2D projection images of the IOERT setting (patient
with applicator) were acquired with the same Elekta Synergy
LINAC. The 2DC-arm radiographs were acquired at 120 kVp
voltage and 5 mA current every 15 degrees (–45, –30, –15,
0, +15, +30, +45) around the radial axis. Fig. 5-a shows
some examples of projected radiographs with the skin and
the applicator fiducials.

2) WORKFLOW SETUP
The geometric centers of the skin markers, as well as
applicator markers, were determined as described in
Sections III.B and III.C. In Fig. 5-a, the fiducials and the
applicator are visible upon close inspection.
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FIGURE 5. (a) Red arrows pointing at the location of fiducials on the
applicator and green arrows pointing at the fiducials on the skin in the
intraoperative C-arm radiograph considered the reference images.
(b) The binary mask.

In contrast, as described in the methodology, the fiducials
and other instruments were segmented to be masked during
the registration process. The segmentation of the region of
interest in the radiographs was performed manually, creat-
ing a binary mask (Fig. 5-b). As described in the workflow
(subsection III.D.1) the mask was applied during the
intensity-based registration process so that the objective func-
tion calculates nothing outside the area of interest, reduc-
ing the local minima and improving the performance of the
optimizer.

3) REGISTRATION
For intensity-based registration, the Powell–Brent technique
was used as the optimizer, as described in Subsection III.D.4.
As a stopping criterion, the number of iterations was fixed
to a maximum of 20. The maximum step length was set to
2 mm, the scale factor between translations and rotations was
determined automatically, the step tolerance was set to 10−4,
and the cost function value tolerance was set to 10−6.

4) DEFINITION OF GROUND TRUTH
CBCT simulator Elekta Synergy was rotated around a fixed
isocenter and was confirmed to be regularly geometri-
cally calibrated, providing accurate intrinsic parameter val-
ues. Thus, no additional calibration was necessary for our
experiment.

Following section III.D.5, to derive the ground truth p
aMGT

(Eq. 7), the matrices i
aM and p

iM are computed. First,
to find the transformation (iaM ), we performed a 3D rigid
point-based registration of the applicator markers detected on
the intraoperative CBCT, and the applicator markers retrieved
from the applicator CT [51].

Second, piM was computed through a 3D–3D registration
between the intraoperative CBCT and the preoperative CT.
A point-based registration provided the initial transformation
using four anatomical points manually identified in the CT
and in the intraoperative CBCT. This registration was refined
using an intensity-based registration using mutual informa-
tion and a one-plus-one evolutionary optimizer [52], [53].

The result of this refinement was supervised by visual
inspection, achieving a final 3D–3D registration matrix p

iM .
By applying Eq. 7, we derived the ground truth transforma-
tion p

aMGT that can be used to calculate the reference pose of
the applicator in the preoperative volume.

5) EXPERIMENTS AND RESULTS
a: EXPERIMENT 1: COMBINATION OF SIMILARITY MEASURE
AND OPTIMIZER
To ensure that the proper optimizer and similarity metric
(subsection III.D.3) was chosen, we performed an experi-
ment to compare the use of NGC with the Powell–Brent
optimizer with respect to the use of GD, as proposed by
Penney et al. [21] and the CMAES optimizer proposed in [41]
(Fig. 6 and Fig. 7). NGC, as used by Penney et al. [21],
refers to the NCC between gradient images that are derived
using Sobel operators. The mean gradient value was used
to normalize these partial gradients. The cross-correlations
are also calculated for the horizontal and vertical gradient
images. The sum of these two NCC values defines the NGC.

FIGURE 6. Distribution of initial (red points) and final errors after
registration (blue points) when the registration workflow applies GD as
the similarity is measured in combination with CMAES as the optimizer.

FIGURE 7. Distribution of initial (red points) and final error after
intensity-based registration (blue points) when the registration workflow
uses NGC as the similarity measure in combination with Powell–Brent as
the optimizer. Note that the axis scales are different from those
in Figure 6.
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b: EXPERIMENT 2. EFFECT OF C-ARM RELATIVE POSE OF
REFERENCE IMAGES
Seven different poses of the C-arm are considered to acquire
seven projections that were used as our reference images. The
rotation angle differences among them were 30, 45, 60, 75,
and 90 degrees. Random combinations of pairs of projections
were used to complete the whole workflow and to analyze
whether the resultant applicator pose differed depending on
the selected pair of projections or on the angle difference
between the projection in each pair. There were 15 such pairs
tested, and the results are shown in Fig. 8. The registration
failed when the angular separation between projection images
were 30, 75, and 90 degrees. In the cases where the angular
separation was 45 or 60 degrees, we obtained successful and
better registration.

FIGURE 8. Illustration of the distribution of rotational and translational
errors after performing the whole workflow. The X-axis defines the angle
between reference images and the Y-axis defines the error after
registration. Red points are translational error, whereas blue points
define angular error.

c: EXPERIMENT 3: WORKFLOW PERFORMANCE
We assessed the global performance through the final error
calculation of the whole workflow using the same 15 pairs
of images, as shown in Experiment 2. Fig. 9 illustrates the
alignment between the preoperative CT images and the intra-
operative images to be compared by visual inspection. The
registration aligns the bones well in the area of the applicator.
Rigid registration does not account for the transformation of
other bones outside the region of interest.

To assess performance, the actual applicator position,
as retrieved by the ground truth, was compared with the
workflow result following the methodology described in sub-
section III.E. The applicator axis-angle error was measured
before and after the registration refinement with respect to the
ground truth. The distance error (Eq. 8) was measured at
the applicator Z-axis end point closest to the treating area.
The intensity-based registration improved the results of the
initialization in 12 out of the 15 pairs of images used. The
size of the non-masked area covering the projected region of
interest in the reference images determined the success of
the registration. The error box plots are shown in Fig. 10.
There were 10 pairs of images that resulted in a final

FIGURE 9. (a) Intraoperative projection-reference image. (b) Initial
preoperative DRR after initialization. (c) Preoperative DRR after final
registration. (d) Comparison between initial DRR and reference image.
(e) Comparison between the reference image and DRR after the final
registration.

FIGURE 10. Registration accuracy. Translational and rotational error
box-and-whisker plots denote the first/third quartiles and min/max
values, respectively, with the median marked by a horizontal red line and
outliers by crosses.

registration error lower than 3mm in translation and 2 degrees
in rotation.

B. EXPERIMENT WITH HUMAN DATA
In this experiment, we used clinical data from a sarcoma
case undergoing IOERT to evaluate the proposed workflow.
The study was approved by the Ethics Committee at Hospital
General Universitario Gregorio Marañón. Written informed
consent was obtained from each patient enrolled for this
study.

1) DATA AND SIMULATION
a: PATIENT CT ACQUISITION
CT data were acquired both preoperatively and intraoper-
atively. A preoperative CT image was acquired using an
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Aquilion Large Bore CT simulator (Toshiba, Japan). The
IOERT protocol was modified to incorporate the acquisition
of an intraoperative CT image of the whole setting (patient
and applicator) using the same CT machine and with the
specifications listed in Table 2.

TABLE 2. Specification of the human dataset used for the experiment.

Because both the preoperative and intraoperative CT data
have a low resolution with a slice thickness of 2 mm, the data
were interpolated to a slice thickness of 1 mm.

The original CT datasets did not include skin markers.
To replicate the proposed workflow, 2-mm skin markers were
added synthetically to both the preoperative and intraopera-
tive CT datasets around the region of interest at six corre-
sponding anatomical points.

b: IOERT APPLICATOR
The IOERT applicator with 7 cm inner diameter and made of
methacrylate tube with a 30◦ bevel angle was placed on the
region of interest using an articulated arm that firmly attached
the applicator to the CT scanner bed. The maximum distance
from the end of the applicator to the tumor bed was 8.5 mm.
Because the original acquisition did not include markers on
the applicator, nine metallic spherical beads with a diameter
of 3 mm and an additional one with a diameter of 4 mm were
artificially attached to the external surface of the cylindrical
applicator following a helical shape.

c: SIMULATION OF PROJECTION RADIOGRAPHS
The data required for this proof of concept include pro-
jection data and a 3D CT dataset of the actual intraoper-
ative scenario, a particular workflow that is not normally
available. Therefore, we simulated the C-arm projections
of the intraoperative situation as DRRs from the intraop-
erative CT. Different poses of the C-arm were simulated
to obtain several pairs of reference images. The intrinsic
parameters for simulating the C-arm images were set as fol-
lows: The source-to-detector distance was 1050 mm, source-
to-object distance was 800 mm, detector size was 40 cm ×
40 cm, or 1024 pixels × 1024 pixels. To generate the DRRs,
we used the final ray cast interpolator and the Euler transform.
Fig. 11-(a) and Fig. 11-(b) show the fiducials and the appli-
cator on the projected radiograph.

2) EXPERIMENT AND PERFORMANCE
We followed the same workflow set up as described in
Subsection IV.A.2. Before registration, the preoperative CT
was clipped and masked, selecting mainly the bony structures

FIGURE 11. (a) Example of a simulated intraoperative radiograph
considered as the reference image. (b) Blue arrows point at the location
of fiducials in the calibration phantom and white arrows point at the
fiducials on the skin. The projection of the applicator is highlighted with
an orange line. The fiducials and the applicator are visible upon close
inspection.

for DRR generation. The registration parameters used were
the same as those described in Subsection IV.A.3.

Random combinations of pairs of projections of human
data were used to assess the performance of the workflow.
We considered 59 such pairs that had a translational error less
than 10 mm and a rotational error less than 2 degrees after
point-based registration. The result is shown in Fig. 12.

FIGURE 12. Distribution of initial (red points) and final error after
registration (blue points) taking several pairs of generated projections
from the human data when the registration workflow uses NGC as the
similarity measure in combination with Powell–Brent as the optimizer.

Figs. 13 and 14 show the result of the workflow for
two different C-arm poses used in the registration process.
Fig. 13-d and Fig. 14-d clearly show that a significant initial
error exists even after point-based registration (translation
error 6.59 mm, angular error 1.97 degrees). The green arrows
point to the regions of difference. With the intensity-based
registration refinement, the difference is minimized, and the
bones overlap perfectly (Fig. 13-e and Fig. 14-e) achieving a
final error of 0.55 mm and 0.09 degrees at the applicator base
center.

The final position of the applicator in the preoperative
volume to update the radiotherapy plan is shown in Fig. 15 is
represented in blue and overlaps with the ground truth green
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FIGURE 13. Human data experiment. (a) Initial DRR for C-arm pose 1
after point-based registration, (b) reference image 1 with enhanced
contrast, (c) final DRR after intensity-based registration, (d) difference
between reference 1 and initial DRR, (e) difference between reference 1
and final DRR after registration.

FIGURE 14. Human data experiment. (a) Initial DRR for C-arm pose 2
after point-based registration, (b) reference image 2 with enhanced
contrast, (c) final DRR after intensity-based registration, (d) difference
between reference 2 and initial DRR, (e) difference between reference 2
and final DRR after registration.

applicator given the small error achieved. The pose differ-
ence of the applicator before the refinement intensity-based
registration step (red) and the ground truth applicator posi-
tion (green) is clearly shown in the figure.

V. DISCUSSION
Most recent IOERT protocols include image-based planning
performed preoperatively based on a simulation of both the

FIGURE 15. Final placement of the applicator in the human data
experiment. The green applicator is the ground truth of the applicator
position while red and blue correspond to the positions of the applicator
before and after the refinement gray level registration step. Upper row
represents the preoperative volume, always available to plan and
simulate dose distribution to be delivered to the patient. Lower row
represents the intraoperative 3D volume acquired during the IOERT
procedure, rarely available and used in this work for validation purpose.

surgical procedure and the radiotherapy set up with the help
of preoperative CT images [5], [13]. This preplan considers
the patient’s anatomy and simulates the surgical cavity, bio-
logical fluid accumulation in the surface, bolus, and shield-
ing disks in advance. However, there are always limitations
because of the lack of prior knowledge about the final intra-
operative situation. Intraoperative imaging before radiation
delivery can help to check applicator placement to calculate
3D dose distributions accurately before delivery to ensure
safety and proper procedure documentation [3].

In this paper, we have proposed a new protocol and image
processing workflow to update the IOERT planning, trans-
porting the actual pose of the applicator to the preoperative
CT for dose intraplanning through a hybrid method using
a point-based registration followed by an intensity-based
2D–3D registration. A realistic phantom experiment with a
pig lower limb has proven the proper performance of the pro-
posed protocol and image processing workflow. The appli-
cator proposed in our workflow has the same geometrical
design and structure as the commercial ones but includes
attached markers to ensure proper image-based positioning
as described in subsection IV.A.1.b. In other contexts, animal
experiments have also been presented as reference data for
testing different image-guided surgery workflows such as
the work and data proposed by Pawiro et al. [54] using a
cadaver pig head with attached fiducial markers. With this
paper, we also make the data available as a new resource.
This framework allowed us to prove the performance in the
presence of soft-tissue deformations, which is more realistic
and challenging.

Moreover, our workflow works without any external track-
ing system. Our point-based registration step gives an initial
registration close to the solution. We have approached this
step by implementing a marker-based robust initialization
that does not require external tracking systems. In addition,
because the distortion in images from flat panel detectors is
negligible, we did not need any distortion correction step.
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Distortion correction would be required if a non-flat panel
C-arm is used. In that case, the distortion parameters are
pre-calculated in a previous and independent calibration step,
as proposed in [17] using a calibration phantom, and inte-
grated into the proposed workflow as a pre-processing distor-
tion correction step is applied to the C-arm projections. The
rest of the workflow remains the same.

Our method can reach the solution while considering any
amount of rotation and translation among the different frame-
works, which is a great improvement over the existing meth-
ods that require tracking to solve this part of the workflow.

3D–3D registration between preoperative CT and intra-
operative volume has been considered as the ground truth.
An extra CBCT dataset was used for this purpose on the pig
lower limb experiment. The CBCT had a low resolution with
respect to the preoperative planning CT. The computation
of this ground truth transformation could include several
sources of inaccuracies involved in the procedure, as follows:
intrinsic reconstruction algorithm, limitations of the scanner
system and intensity-based registration between two different
modalities, as well as the difference in voxel sizes. In any
case, the error was assessed to be under 1 mm. For better
calculation of the ground truth, the alternative would be to
acquire an intraoperative CT.

Our intensity-based registration masking the surgical tools
and soft tissues ensured robust registration results. The mask
has been createdmanually, and it can be created automatically
starting from the projection of the bone structures in the CT
dataset given the initial transformation.

We considered that a final target error of the whole work-
flow of less than 3 mm of translational error and less than
2 degrees of rotational error was a good performance. In the
case of larger applicator sizes, angular errors greater than
2 degrees may affect the radiation dose prescription at the
surrounding organs at risk. By considering this target, the
performance of the whole workflow and the improvement
achieved after the intensity-based registration was confirmed
in 12 out of 15 registration experiments (Fig. 10). The ref-
erence image pairs that did not show good performance
were acquired in such a pose that the projection area of the
region of interest was very small. Among the best 12 regis-
trations, 10 minimized the final registration error to a value
lower than 3 mm in translation and 2 degrees in rotation.
Furthermore, the results comparing the use of NGC and GD
as cost functions in our intensity-based 2D–3D registration
step demonstrated that NGC is more robust and accurate than
GD because it can minimize the error with respect to the
initial point-based registration in 12 out of 15 cases (Fig. 7).
In contrast, GD was able to minimize the initial error of the
point-based registration in only 5 out of 15 cases (Fig. 6),
and only 2 of them gave a final registration error within
the target considered. By using NGC as the cost function,
the average error in translation was 1.97 mm and 0.98 degrees
in rotation. In comparison, by using GD (Fig. 10), the average
error becomes more than 5 mm in translation and more than
2 degrees in rotation.

The experiment considering different pairs of images did
not show a definite relation between the angular separation
of reference images with respect to the registration result.
A separation of 60 degrees showed better overall results. Our
algorithm is independent of the angular separation between
projection images, and this does not impose any important
requirements. The only important point to consider would
be that the FOV of the projection should cover the region of
interest as much as possible.

The proof of concept study on human data shows that our
algorithm works well in the clinical scenario and that the
rigid transformation found in our workflow to update the
applicator pose means a good result even in the presence of
soft-tissue deformations. As shown in Fig. 12, among 59 reg-
istration experiments, 54 minimized both the translational
and rotational errors. Among them, 48 experiments resulted
in translational errors less than 3 mm and rotational error
less than 2 degrees. The average final error in translation is
1.19 mm and in rotation is 0.47 degree. The quality assur-
ance protocol from the Radiotherapy External Beam Quality
Assurance Task Group 147 of the American Association of
Physicists in Medicine [55] requires a positioning accuracy
in the treatment scenario within 2 mm. In both the phantom
and human data experiments, the average error was below
2 mm in position of the bevel center and below 2 degrees
in orientation, which was measured as the angle between the
bevel axis and the longitudinal axis. The errors are small
enough compared with the diameter of the applicator (70mm)
and within the mentioned acceptable range [55]. The larger
error in the pig phantom experiment might be because of
a less accurate ground truth calculation. The CBCT image
quality and the presence of strike artifacts make it difficult to
estimate the center of the metal markers; therefore, the con-
sequent point-based registration accuracy may be affected.
In the experiments with human data, both preoperative and
intraoperative CTs used to obtain the ground truth have
no artifacts and the landmarks can be located with great
precision.

This result is far better than our target error. Open
challenges may arise when the IOERT implies very large
deformations due to the surgical procedure or when a bone
structure cannot be identified as a reference. Further research
will study how to deal with these nonrigid deformities.

VI. CONCLUSION
In this paper, we propose a novel protocol and workflow
to update the IOERT planning with the actual position of
the applicator. This workflow achieved accurate and robust
registration following two steps, i.e., a point-based registra-
tion followed by a 2D–3D intensity-based refinement step.
Moreover, our method does not use any external tracking
system for calibration. Thus, our method is free from addi-
tional problems that usually arise because of the line-of-sight
requirement of optical tracking systems or the need for
large external fiducials that may occlude the area of interest.
Our method shows an improvement over existing methods
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because it is more independent of the initial position of the
volume. Our method also shows that only two projections
can give us optimal registration, thus reducing the exposure
of rays on the patient. The combination of NGC as a cost
function and Powell–Brent as an optimizer resulted in a
robust registration. Future work involves study on solving
problems in the presence of large nonrigid deformations and
the application of the proposed workflow on an extended
human study in the actual clinical setting.
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