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ABSTRACT Rolling bearings are one of the essential components in rotating machinery. Efficient bearing
fault diagnosis is necessary to ensure the regular operation of the mechanical system. Traditional fault
diagnosis methods usually rely on a complex artificial feature extraction process, which requires a lot of
human expertise. Emerging deep learning methods can reduce the dependence of the feature extraction
process on manual intervention effectively. However, its training requires a large number of fault signals,
which is difficult to obtain in actual engineering. In this paper, a rolling bearing fault diagnosis method based
on Convolutional Neural Network and Support Vector Machine is proposed to solve the above problems.
Firstly, the Continuous Wavelet Transform is used to convert one-dimensional original vibration signals
into two-dimensional time-frequency images. Secondly, the obtained time-frequency images are input for
training the constructed model. Finally, the diagnosis of the fault location and severity is completed. The
method is verified on the CWRU data set and the MFPT data set. The results demonstrate that the proposed
method achieves higher diagnostic accuracy and stability than other advanced techniques.

INDEX TERMS Convolutional neural network, continuous wavelet transform, fault diagnosis, rolling

bearing, support vector machine.

I. INTRODUCTION

Since some industrial machines need to work continuously in
harsh environments, failures of critical components such as
bearings often occur. As one of the basic elements of many
industrial machinery, the working state of rolling bearings has
a great influence on the operation of the entire equipment [1].
Therefore, the research on the fault diagnosis technology of
rolling bearings is significant for the safety of the production
process and the reduction of economic losses. With the devel-
opment of machine learning, many typical intelligent meth-
ods have been successfully used in fault diagnosis research,
mainly including of two stages: signal feature extraction and
fault classification [2].

The vibration signals of bearings usually contain sufficient
fault information, but most of them are nonlinear and non-
stationary. Therefore, signal feature extraction is a crucial
step [3]. Time-frequency analysis is a powerful tool in signal
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processing, which can analyze the time domain and fre-
quency domain as a whole. Commonly used time-frequency
analysis methods include Empirical Mode Decomposition
(EMD) [4], Short-Time Fourier Transform (STFT) [5], and
Wavelet Transform (WT) [6]. The signal can be adaptively
decomposed by EMD into intrinsic modal function compo-
nents with different scales. However, there is a problem of
modal confusion in this process. Although STFT has the
ability to realize the time-frequency analysis of the signal,
it cannot adequately reflect the sudden change of the vibra-
tion signal because its time resolution is fixed. WT is a
time-frequency analysis technology, of which time window
can shrink as the frequency of the signal increases, and vice
versa. WT expands STFT and effectively makes up for its
shortcomings, so it is widely used. Yan et al. have sum-
marized the application of Continuous Wavelet Transform
(CWT), Discrete Wavelet Transform (DWT), Wavelet Packet
Transform (WPT), and Second-Generation Wavelet Trans-
form (SGWT) in the field of fault diagnosis [7]. On the
other hand, fault identification also plays a vital role in
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fault diagnosis because it cannot meet the requirements of
data batch processing only by fault extraction. Traditional
fault recognition tools include Bayesian classifier [8], Arti-
ficial Neural Network (ANN) [9]-[10], and Support Vector
Machine (SVM). Under the condition that there are enough
training samples, the first two can distinguish the fault types
effectively. However, a large number of available failure sam-
ples are hard to obtain in actual work. SVM can achieve effec-
tive classification through a small amount of samples due
to its strong network generalization ability, good generality,
and high classification accuracy. Therefore, SVM has been
widely used in mechanical fault diagnosis research [11]-[14].
However, SVM performs poorly on redundant data because
its shallow structure has some difficulties in learning in-depth
features [15].

Recently, deep learning has become a vital research direc-
tion and gradually applied to various fields [16]-[19]. The
deep learning model is composed of multi-layer neural net-
works, which can extract and learn the in-depth features
of the input signal. Deep learning method can handle the
complex and high-dimensional problems in the massive data
that cannot be solved by shallow learning [20]. Due to its high
efficiency, plasticity and universality, scholars have applied
many deep learning models to the research of fault diagnosis,
such as Long Short-Term Memory (LSTM) [21], Deep Belief
Network (DBN) [22], Deep Auto-encoder (DAE) [23], Gated
Recurrent Unit Network (GRUN) [24], and Convolutional
Neural Network (CNN). Among them, CNN has more sophis-
ticated applications in image processing, including image
classification [25], target positioning [26], and face recog-
nition [27]. It has received more attention in the study of
rolling bearing fault diagnosis. In [28], a deep CNN struc-
tural model that can automatically classify rolling bearing
faults is established. In [29], a method for rolling bearing
fault diagnosis based on Cyclic Spectral Coherence (CSCoh)
and CNN is proposed, which improves the fault recognition
performance. To simplify the network architecture, Hierar-
chical Symbolic Analysis (HSA) and CNN are combined for
bearing fault diagnosis in [30]. However, the above method
relies on large quantities of samples that can be used for train-
ing, which is difficult to obtain in actual engineering. More-
over, the construction time of the deep network is relatively
long.

Considering the advantages and disadvantages of all the
above work, CNN and SVM are combined to build a deep
neural network framework CNN-SVM to diagnose bearing
faults in this paper. In the first place, CWT is used for prelimi-
nary feature extraction. Then, the CNN-SVM network model
is constructed using the method of transfer learning. In the
end, the preliminary extracted features are used to train the
network model to achieve bearing fault classification. This
method makes full use of the excellent feature extraction
capability of CNN and the exceptional classification perfor-
mance of SVM, which solves the problem of in-depth signal
feature extraction and the difficulty of obtaining massive
samples in practical work.
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This paper is organized as follows: Section 2 is dedicated
to the theory of CWT, CNN, and SVM. In Section 3, the
proposed CNN-SVM model is presented. In Section 4, the
complete experimental procedure and analysis of the results
are introduced. Finally, the conclusion is given in Section 5.

Il. THEORETICAL BACKGROUND

In this paper, an intelligent diagnosis method of rolling bear-
ing faults is proposed. Firstly, we convert the original vibra-
tion signals into time-frequency images using CWT. Then,
CNN is applied to extract the in-depth features of the time-
frequency images. Finally, the classifier SVM is trained using
the extracted features. The fundamental theories of CWT,
CNN, and SVM are introduced as follows.

A. CWT FOR TIME-FREQUENCY ANALYSIS

The CWT time-frequency analysis method performs multi-
scale refinement on the signal through scaling and transla-
tion operations. Therefore, CWT can automatically adapt to
the requirements of time-frequency signal analysis, clearly
describing the change of signal frequency with time. [7].
Here, CWT is used for preliminary feature extraction,
converting the original 1-D time-domain signals into 2-D
time-frequency images. The conversion process is shown in
Fig. 1 [31].

1) CONTINUOUS WAVELET TRANSFORM

CWT is a method to obtain characteristic signal information,
which can be used for the processing and analysis of nonlin-
ear signals. Its algorithm is relatively mature, and the basic
definition can be expressed as [32]:

| iy
W, (a, b) = ﬁ/x(t)tp*(tT)dt, a>0 (1)

where a represents the scale parameter, b represents the time
or translation parameter, x(#) represents the original one-
dimensional data signal, ¢ represents the wavelet function
with scale a and position offset b, and ¢* is the complex
conjugate of ¢.

2) THE OPTIMAL WAVELET BASIS

An optimal wavelet basis function (WBF) is essential in any
signal processing using CWT. For the same signal, we will
get different results by using different WBF analysis. WBF
should be selected based on two aspects, including the general
properties of wavelet and the characteristics of the analyzed
object. Its general principles include orthogonality, tight sup-
port, symmetry, and smoothness. When we use CWT for
pulse signal processing, the closer the shape of WBF is to
the signal waveform, the more features can be obtained. The
formula of the similarity between the two is as follows [33]:

k 2
me
§=) ai— 2
D @)
i=1
where § represents the similarity coefficient, m; represents
the maximum value of each peak after WBF is taken as the
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FIGURE 1. The conversion process from time-domain signal to time-frequency image.

Convolution

FIGURE 2. The architecture of the CNN model.

absolute value, s; represents the area covered by each peak
after WBF is taken as the absolute value, o; represents the
weighted coefficient of each peak after WBF is taken as the
absolute value, o; = #(imi)’ and k is the number of peaks
after WBF is taken as the absolute value.

B. CONVOLUTIONAL NEURAL NETWORK

As a common method for extracting data features in deep
learning models, CNN has made remarkable achievements
in image recognition research [34]. The overall structure of
CNN is demonstrated as Fig. 2. Its internal hidden layer
structure is mainly composed of convolution layer, pooling
layer, and fully-connected layer.

1) CONVOLUTION LAYER

In the convolution layer, a more advanced feature representa-
tion is obtained through convolution operations. The number
of network parameters is decreased and the complexity of
the model is reduced by performing local feature extraction
on input data. The convolution formula can be defined as
follows:

1 I-141 1
x=f > x b 3)
ieM;
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Fully Connected

Pooling

Output

where x; is the output of layer /, xl-l - represents the output of
layer [ — 1, that is, the input of layer [, M; is the feature set of
layer/ — 1, kilj represents the weight matrix, bjl. represents the
network bias, and f (-) represents the activation function.

2) POOLING LAYER

In the pooling layer, the data is down-sampled by calculat-
ing the local average or maximum value, which reduces the
network calculation complexity and retains the most critical
features, thereby improving the efficiency of feature extrac-
tion. The calculation method can be expressed as:

x; =f (,B;down (x]kl) + bj) (4)

where down (-) is the down-sampling function, B represents
the weight of the network.

3) FULLY-CONNECTED LAYER

The image features are input into the fully connected layer
after being alternately transferred through convolutional lay-
ers and pooling layers. In the fully-connected layer, the deep
feature information with category distinction is integrated,
and the mapping relationship between the extracted features
and sample types is constructed. The mathematical formula
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Support vector

FIGURE 3. Schematic diagram of the SVM classification principle.

can be expressed as:
w=f (wkxkfl n bk) (5)

where k represents the network of layer k, y* represents
the output of the fully connected layer, x~! is the input of
the fully connected layer, o* is the weight coefficient, b*
represents the network offset.

C. SUPPORT VECTOR MACHINE

SVM is a commonly used classifier that shows excellent
advantages in resolving small sample, nonlinear, and high-
dimensional pattern recognition problems. As indicated in
Fig. 3, the basic model of SVM is to find an optimal hyper-
plane on the feature space to divide the dataset. In Fig. 3, H is
the classification surface, H; and Hj are straight lines parallel
to H and passing the data points closest to it in the two types of
data. The data point is called support vector, and the distance
between H; or Hy and H is called the geometric separation.
Therefore, maximizing the geometric interval becomes the
training goal of SVM [35].

Suppose a linearly categorizable training sample dataset,
D = {(xi,vi),i=1,...,n}, where x; represents
K-dimensional column vector, that is, x € RKXI, y; is the
category of x;, and y; € {—1, 1}. The total decision function
is as follows:

yi = sgn((w-x) +Db) Q)

where sgn represents a symbolic function, w represents the
weight vector, and b is the deviation.

Therefore, the problem of maximizing the geometric inter-
val can be transformed into the solving of the quadratic
programming problem:

i Lol? 7
min = { — |lw
2
the constraint is:

yilw-xi+b) =1, i=1,...,n ®)
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TABLE 1. Architecture and parameters of ResNet-18.

Layer name Output size Learnables
convl 112 x 112 7 X 7,64, stride 2
3 X 3 max pool, stride 2
conv2_x 56 X 56 3% 3,64 )
[3 X 3,64]
conv3 x 28 x 28 [g . ;gg] x 2
convéd_x 14 x 14 g . 3 ggg
conv5_x 7 %7 g i ; gg
1x1 average pool, 1000-d fc, softmax
FLOPs 1.8 x 10°

To solve the above problem, the Lagrange function is
introduced:
L(w,b,a) = |w||2 Za,yl (- x,+b)+2a, ©)

i=1

where o; represents the Lagrange multiplier, «; > 0. The total
decision function can be expressed as:

n
f () = sgn (Z aiyi (i - X) + b) (10)
i=1
However, the samples in the original space are often non-
linear and inseparable. Therefore, the introduction of an
appropriate kernel function is necessary. Finally, the basic
model of SVM can be obtained:

n

f () =sgn <Z aiyiK (xi, %) + b) (11)
i=1

where K represents the kernel function. The commonly used

kernel functions include linear, polynomial, S-shaped, and

Gaussian radial basis kernel function. In this paper, the Gaus-

sian radial basis function is selected.

Ill. THE PROPOSED CNN-SVM MODEL

In this paper, a network architecture based on CNN and
SVM is established for rolling bearing fault diagnosis, which
we call CNN-SVM model. This chapter mainly includes the
construction of CNN-SVM model and bearing fault diagnosis
based on the proposed model.

A. DESIGN OF CNN-SVM

In this section, the CNN-SVM model is constructed, of which
structure is indicated as Fig. 4. The model uses transfer
learning of the pre-trained ResNet-18 network to extract
2-D image features, and uses the extracted features to train
the classifier SVM, so as to achieve the purpose of image
classification.

In this system, the method of transfer learning in deep
learning is used, and the ResNet-18 network is selected for
feature extraction. Its structure and parameters are shown
in Table 1 [36]. Applying the relevant knowledge that has
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FIGURE 4. The architecture of the proposed CNN-SVM model.
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FIGURE 5. The residual structure.

been learned in the pre-training network directly to the tar-
get field can effectively solve the problem of complicated
and time-consuming manual construction of CNN and the
problem of insufficient data samples obtained in actual engi-
neering. The ResNet-18 network adopts the idea of residual
learning to guard against the problem of gradient disappear-
ance to a certain extent. A typical residual structure is shown
in Fig. 5.

SVM classifies different states by finding the best hyper-
plane that separates different data elements, and possesses
exceptional generalization ability and high classification
accuracy. In this study, the Softmax layer in the CNN model
is replaced by an SVM classifier. After the CNN is finished
trained, the extracted image features that output from the
fully-connected layer are used to train the SVM classifier.
Finally, the trained SVM-CNN model can be used for image
type recognition.

B. THE PROPOSED METHOD FOR BEARING FAULT
DIAGNOSIS

Since the amount of available bearing fault data in practical
engineering is small and the feature extraction of traditional
intelligent diagnosis methods is more complicated, a method
for fault detection of rolling bearings based on CNN-SVM is
proposes in this study. This method can take advantage of the
superiority of CNN in data feature obtaining and the classi-
fication and generalization capabilities of SVM to improve
diagnostic performance. The corresponding flow chart of the
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proposed method is demonstrated as Fig. 6, and the steps are
as follows:

Step 1: The vibration signals of faulty bearings are col-
lected on two different experimental platforms.

Step 2: First, the vibration signals are split into segments.
Then, we use CWT to convert the collected vibration signals
into time-frequency images with a size of 224 x 224 x3.
Finally, the time-frequency images are partitioned into train-
ing samples and test samples, and a label is set for each
sample.

Step 3: First, load the pretrained ResNet-18 network. Then,
input the samples processed in step 2 to the model and
get the high-level feature representations of the training and
test images from the fully connected layer. Finally, use the
features extracted from the training samples as predictor
variables to train the SVM.

Step 4: Test samples are input to the trained model to verify
the validity of the diagnosis.

IV. EXPERIMENTS

To verify the flexibility and utility of the constructed model
in bearing fault diagnosis, two open-source datasets are used
for research in this paper, including Case Western Reserve
University (CWRU) Bearing Data Center dataset [37] and
the Society for Mechanical Failure Prevention Technology
(MFPT) dataset [38].

A. CWRU DATA

1) DATA DESCRIPTION

The CWRU data set is one of the most widely used datasets
in bearing fault diagnosis. As illustrated in Fig. 7, the experi-
ment platform consists of four parts: a driven motor, a torque
sensor, a dynamometer and an electronic controller. SKF
6205-2RS JEM deep groove ball bearings are used in the
experiment. The sampling frequency of the drive end bearing
is 12 kHz and 48 kHz, and the sampling frequency of the
fan end bearing is 12 kHz. The single-point damage method
of EDM is used to set the damage diameters of 0.1778,
0.3556, 0.5334, and 0.7112 mm on the inner ring and rolling
element respectively, and the damage diameters of the outer
ring at 6 o’clock are set to 0.1778, 0.3556, and 0.5334 mm.
The vibration data of bearings in normal status and 11 types
of fault status are collected.
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In this study, the signals collected at the frequency of is selected. In this way, different fault locations and damage
12kHz under 12 health conditions of the drive end bearing severities of bearings can be better simulated.

FIGURE 6. The flowchart of the experiment.
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2) DATA PROCESSING

In this experiment, 120000 data points are taken from the
data set under four load conditions of 12 health states of
the bearing, respectively. In order to make each sample
contain enough information, 12000 data points are taken
as the sample length. As shown in Fig. 8, 6000 data
points are repeated between adjacent parts for a division
to obtain more experimental samples. In this way, each
group of fault data can be divided into 19 segments. There-
fore, 19 time-frequency images in 48 states can be obtained
through CWT. By merging the load types under 12 health con-
ditions, 76 time-frequency images for each health state are
obtained. Finally, a sample set containing 912 time-frequency
images is obtained, as shown in Table 2. Among them, 70%
of the images under each fault type are randomly chosen as
training samples, and the remaining 30% of the images are
used as test samples. In Fig. 9 (a)-(1), the time-frequency
images of the 12 health conditions in Table 2 are shown in
order.

Db10, Meyer, Sym8, Coif5, Morlet are several commonly
used wavelet basis functions, and their similarity coefficients
to bearing fault characteristics are listed in Table 3 [33].
According to the Table 3, the similarity coefficient of db10
wavelet is the largest. However, Db10 wavelet has an asym-
metric shape, poor smoothness, and complicated theoretical
analysis. Morlet wavelet is a single-frequency sine function
under Gaussian envelope, of which the similarity coefficient
is second only to Db10 and shape is symmetrical and smooth.
Therefore, Morlet wavelet is chosen here as the WBF of CWT
for the generation of time-frequency images of vibration
signals.
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TABLE 2. Sample description of the CWRU dataset.

. Number
Fault types Fault diameters (mm) Lable
of samples

Normal status 0 76 Class 1

Fault in inner race 0.1778 76 Class 2
0.3556 76 Class 3
0.5334 76 Class 4
0.7112 76 Class 5

Fault in ball 0.1778 76 Class 6
0.3556 76 Class 7
0.5334 76 Class 8
0.7112 76 Class 9

Fault in outer race 0.1778 76 Class 10
0.3556 76 Class 11
0.5334 76 Class 12

TABLE 3. Similarity coefficients of five commonly used wavelet basis
functions.

Wavelet basis .
Db10 Morlet  Meyer  Sym8 Coif5

functions

Similarity

7.4970  7.2148  6.6082  6.3626  6.3298

coefficients

3) RESULTS OF THE EXPERIMENT

First, the proposed CNN-SVM model is trained by the con-
structed training samples of the 12 bearing fault states. After
the training is completed, the remaining test samples are used
to verify the trained model. To prove the stability of the
proposed model, the experiment is repeated ten times. The
diagnosis accuracy and training time of 10 trials are revealed
in Table 4. The average classification accuracy is 98.75%, and
the highest diagnosis accuracy is 99.29%. A fault diagnosis
result is shown in Fig. 10.

B. MFPT DATA

1) DATA DESCRIPTION

The MFPT dataset provided by the Society for Machinery
Failure Prevention Technology is also applied for the analysis
and research of rolling bearing faults. The MFPT dataset con-
sists of three sets of experimental bearing vibration data and
three actual fault data. Among them, the three sets of experi-
mental bearing vibration data include baseline set, inner race
fault set, and outer race fault set. The baseline dataset contains
three files, and the data in each file are obtained by sampling
at a frequency of 97656 Hz for 6 seconds under a load of
270 pounds. The inner race fault dataset contains seven files,
which are respectively obtained by sampling at 48828 Hz for
3 seconds under seven load conditions, including 0, 50, 100,
150, 200, 250, and 300 pounds. The outer race fault dataset
contains seven files, which are respectively obtained by sam-
pling at 48828 Hz for 3 seconds under seven load conditions,
including 25, 50, 100, 150, 200, 250, and 300 pounds. The
data points are from a single channel radial accelerometer.
The experiment bearings of the MFPT data set is also deep
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FIGURE 9. Time-frequency images of twelve health conditions on CWRU dataset: (a) Class 1; (b) Class 2; (c) Class 3; (d) Class 4; (e) Class 5; (f) Class 6;

(g) Class 7; (h) Class 8; (i) Class 9; (j) Class 10; (k) Class 11; (I) Class 12.

TABLE 4. Diagnostic results of 10 trials on CWRU dataset.

Trial number 1 2 3 4 5 6 7 8 9 10 Average
Accuracy (%) 99.29 99.29 98.21 98.21 98.21 98.57 98.57 98.57 99.29 99.29 98.75
Training time (s) 35.10 35.59 34.45 37.66 35.26 34.46 36.38 33.88 37.73 37.72 35.82

groove ball bearing with a 31.62 mm pitch diameter, a 5.97
mm ball diameter, a 0° contact angle, and an element number
of 8.

In this study, the three sets of bearing vibration data col-
lected at the test rig are selected.

2) DATA PROCESSING

In this experiment, all the data points in the three fault data
sets are used, and 48828 data points are taken as the sample
length. In order to obtain more experimental samples, 24414
data points are repeated between adjacent parts. The baseline
set is down-sampled to 48828 Hz to match other fault sets.
The three files in the baseline set are divided into 22 segments
respectively, the seven inner fault files are divided into five
segments respectively, and the seven outer fault files are
also divided into five segments respectively. Through the
CWT, a corresponding number of time-frequency images in
each state can be obtained. By merging the load conditions

137402

Class 12

FIGURE 10. Classification results on CWRU dataset.

under the three fault types, 66 time-frequency images for
the baseline set, 35 time-frequency images for the inner race
and 35 time-frequency images for the outer race are obtained.
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TABLE 5. Sample description of the MFPT dataset.

Fault types Load (Ib) Number of Class
samples
Normal status 270 66
Fault in inner race 0, 50, 100, 150, 35 2
200, 250, 300
Fault in outer race 25,50, 100, 150, 35 3
200, 250, 300

Finally, a sample set containing 136 time-frequency images
is obtained, as shown in Table 5. Among them, 70% of the
images in each state are randomly chosen as training samples,
and the remaining 30% of the images are used as test samples.
In Fig. 11 (a)-(c), the time-frequency images of the three
health conditions in Table 5 are shown in sequence.

3) RESULTS OF THE EXPERIMENT

First, the CNN-SVM model is trained by using the con-
structed training samples of the three bearing fault types.
After the training is completed, the trained model is verified
by the test sample. To prove the stability of the proposed
model, the experiment is repeated ten times. The diagnosis
accuracy and training time of 10 trials are revealed in Table 6.
The average classification accuracy is 98.89%, and the high-
est diagnosis accuracy reaches 100%. A fault diagnosis result
is indicated in Fig. 12.

C. COMPARISON WITH OTHER METHODS

To prove the superiority of the proposed model, we compare it
with standard CNN and standard SVM models. The inputs of
standard CNN and SVM are also the time-frequency images,
and the classifier of the standard CNN is Softmax. In order to
ensure the fairness of the experiment and the reliability of the
results, the test is repeated five times on these two models by

TABLE 6. Diagnostic results of 10 trials on MFPT dataset.

Class 1 Class 2

Class 3 Class 3

FIGURE 12. Classification results on MFPT dataset.
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FIGURE 13. Classification accuracy of three different methods.

using the CWRU dataset similarly. The diagnosis accuracy of
each method is shown in Fig. 13. The diagnosis accuracy and

average training time of the three methods are summarized in
Table 7.

Trial number 1 2 3 4 5 6 7 8 9 10 Average
Accuracy (%) 96.3 96.3 100 100 100 100 96.3 100 100 100 98.89
Training time (s) 17.07 16.15 16.16 16.43 16.46 16.95 16.27 16.68 16.76 16.63 16.56
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TABLE 7. Accuracy and average training time of the three models.

. Average
Models Classifier ~ Accuracy (%) L
training time (s)
The proposed model SVM 98.75+0.46 35.68
Standard CNN Softmax 96.72+0.58 730
Standard SVM SVM 87.88+1.15 20.41

TABLE 8. Average accuracy of the proposed method and several other
methods.

Categories Methods Average accuracy (%)
Shallow learning PNN-SFAM [9] 97.82

BPNN [39] 77.86
Deep learning CNN-HMM [39] 98.125

DAFD [40] 94.73

DGNN [41] 97.81

The proposed method 98.75

As can be seen, the diagnosis accuracy of the proposed
method in 5 trials is higher than that of the other two standard
models, and the training time is considerably shortened com-
pared to the standard CNN model. The results show that SVM
is better than the default classifier, i.e., Softmax. It is proved
that the proposed model can effectively solve the difficulty of
extracting in-depth features of miscellaneous data by SVM
and the challenge of meeting the needs of massive samples
for the training of CNN, and has excellent stability.

In recent years, there are many works about deep learning-
based fault diagnosis methods. Thus, to further illustrate the
innovation of the proposed method in the field of bearing fault
diagnosis, we compare it with existing advanced techniques
such as PNN-SFAM [9], BPNN [39], CNN-HMM [39],
DAFD [40], and DGNN [41]. The average diagnosis accuracy
of each method is listed in Table 8.

The details of the different methods are listed below. In [9],
the PNN is introduced to classify rolling bearing states in
healthy and not healthy. If the PNN decision shows that the
processed state is not healthy, then the SFAM is used to clas-
sify 7 types of faults. In [39], for the BPNN method, 50 units
in hidden layer, learning rate is 0.2, momentum is 0.05, and
iteration number is 800. 12 types of health conditions are clas-
sified by using the learned features of the experimental data
as inputs. For the CNN-HMM method, a 50 x 50 matrix of
each sample is constructed, learning rate is 1, and maximum
iteration is 100. 12 health conditions are classified by using
raw data without any signal preprocessing as inputs. In [40],
a deep neural network model with domain adaptability, called
DAFD, has been proposed for fault diagnosis. The classifica-
tion model is directly trained by using the labeled samples of
4 health conditions collected without a motor load, and then
the data collected under a motor load of 3hp is classified.
In [41], a fault diagnosis method based on deep generative
neural networks (DGNN) has been proposed. The model is
trained by using the samples of 10 health conditions collected
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under a motor load of Ohp, and then complete classification
for the 10 health conditions under the working situation with
a motor load of 1, 2, and 3hp.

The architecture and parameters of ResNet-18 which
selected by the proposed method for feature extraction are
given in Table 1. The selection of other hyperparameters is as
follows. The mini batch size is 256. The learning rate starts
from 0.1 and is divided by 10 when the error reaches a plateau,
and the models are trained for up to 60 x 104 iterations, the
weight decay is 0.0001, and the momentum equals to 0.9
[36]. The accuracies of the 5 contrastive methods are 97.82%,
77.86%, 98.125%, 94.73%, and 97.81%, respectively.

By comparing the results with other methods, it can be
easily seen that the proposed method achieves a higher diag-
nosis accuracy, which further shows the effectiveness of the
proposed method.

V. CONCLUSION

In this study, a new deep neural network model CNN-SVM
is built for fault diagnosis of rolling bearings. First, we use
the CWT to construct the time-frequency images of vibration
signals. Then, the obtained images are input to the proposed
model for training. Finally, the diagnosis of fault location and
severity of the rolling bearing is completed. The experiments
indicate that the diagnostic accuracy of this method can reach
98.75% for the CWRU dataset and 98.89% for the MFPT
dataset which verify the flexibility and practicability of the
constructed model. By comparing with the standard CNN
and standard SVM, it is showed that the proposed model is
able to resolve the difficulty of deep feature extraction in the
traditional method and the small sample problem in actual
engineering and has excellent stability. By comparing with
advanced methods such as PNN-SFAM, BPNN, CNN-HMM,
DAFD, and DGNN, the effectiveness of the proposed method
is further verified.

However, for relatively noisy data sources, the accuracy of
the proposed method still needs to be enhanced. Therefore,
the structure of the proposed model needs further improve-
ment in the future. Moreover, in this paper, only single-fault
bearing vibration signals are used for model training, and no
compound fault samples are created to simulate the actual
situation, which is a certain challenge for the application
of the proposed model in practical engineering. It has also
become a research direction for us in the future.
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