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ABSTRACT Human activity recognition has been growing for decades in a variety of technological
disciplines. However, in the existing WiFi-based human activity recognition systems, there are the following
problems: Firstly, in the processing of channel state information (CSI) data, mainly for the removal of noise
in the superimposed signal, there is no effective removal of useless multipath signals; Secondly, the data
segmentation algorithm based on the empirical threshold requires manual adjustment of the threshold in
different environments, resulting in poor robustness and unstable segmentation; Thirdly, simple learning
classification is applied without specific design for CSI data structure and sufficiently abstracting information
features. In this paper, a device-free human activity recognition system with a temporal-frequency attention
mechanism is proposed, which can be deployed on commercial WiFi devices to identify human’s daily
activities. Firstly, the multipath signal affected by the channel change is extracted by using the difference of
the propagation delay of different multipath, thereby eliminating the delay and invalid multipath signals
that have undergone multiple reflections and refractions. Secondly, a neural network model based on
attention mechanism is proposed, which assigns different weights to different characteristics and sequences
by imitating the human brain to dedicate more attention to important information. Then, the long short-term
memory (LSTM) model is used to learn the correlation features of different dimensions to realize human
activity recognition. Finally, the system performance is evaluated in different environments, and the experi-
mental results show that our syetem holds a better performance in both line-of-sight (LOS) and non-line-of-
sight (NLOS) than the existing human activity recognition systems.

INDEX TERMS Channel state information, multipath selection, human activity recognition,
temporal-frequency attention.

I. INTRODUCTION on computer vision [10], [11], methods based on environmen-

Human activity recognition is one of the most potential
technologies at present, and plays an important role in
human-computer interaction [1]-[7]. Such as smart home,
security monitoring, medical assistance, etc. In previous stud-
ies, researchers have proposed a variety of human activity
recognition systems that use different technologies, such as,
methods based on wearable sensors [8], [9], methods based
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tal equipment [12]-[14], etc. However, these technologies
have problems of inconvenience or environmental restric-
tions. In addition, special equipment needs to be deployed in
the detection area to realize human activity recognition.

As WiFi devices have entered thousands of households,
in recent years, WiFi-based human activity recognition
technology has attracted the attention of researchers. The
device-free human activity recognition system based on WiFi
does not need any equipment carried by the detected tar-
get, and is not affected by the illumination environment,
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and can even realize human activity recognition under the
through-the-wall scenario, such as, Wi-Vi [15], CARM [16],
TW-see [17], [18], etc. The use of wireless signals for behav-
ior recognition has great application potential in complex
environments. For example, in the fields of anti-terrorism
rescue, fall detection and security monitoring, compared with
other technologies, wireless signal-based behavior recogni-
tion has unique advantages.

In this paper, a device-free human activity recognition
system based on temporal-frequency attention (WiTA) is
proposed. To achieve WiTA, we mainly face three technical
challenges. The first technical challenge is how to separate
the effective multipath signals in the original channel state
information (CSI). Since the CSI signal is a superposition of
multipath signals, how to separate the multipath signals will
be a challenge. The second technical challenge is how to cut
effective motion fragments. Existing work can complete the
segmentation of activities, but when the signal environment or
the status of the transceiver changes, the traditional algorithm
based on empirical thresholds needs to re-adjust the parame-
ters. The third challenge is the effective extraction of correla-
tion features. Although existing work is needed to obtain this
correlation directly from the original CSI. However, in the
process of pre-processing and feature extraction, the process-
ing of effective information has destroyed its information
integrity.

To overcome the first challenge, this paper proposes a
relatively accurate and effective method for multipath sig-
nal extraction, which is used to isolate multipath signals
related to human activities. WiTA implements the selection
of multipath signals according to the different propagation
delays of different multipath signals, eliminating the delay
lag caused by equipment errors and multipath propagation
delays, and the long-delay multipath signal that has been
repeatedly reflected and refracted in the channel environment.
In addition, in order to make full use of the CSI information,
after the CSI error is removed by multipath selection, this
paper uses linear transformations to reduce random noise on
the phase, and removes the high-frequency channel noise con-
tained in the amplitude by filtering at the same time. Through
above processing, we extract the valid part of the effective
multipath signal completely. In order to overcome the latter
two challenges, unlike the existing work, a multi-layer Long
Short-Term Memory (LSTM) network structure model with
a temporal-frequency attention mechanism is designed. The
change in CSI caused by human activity is a process that
changes with the movement of the human body at different
times. According to the changes with the time series, a time
attention sub-network is designed, which can automatically
assign different weights to the feature series according to
the changes of the features, representing different contribu-
tions to the final classification result. The characteristics of
the information contained in different sub-carriers are very
different, but the change trends caused by the changes in
human activities are generally similar. Finally, WiTA learns
the forward and reverse laws through Bi-directional Long
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Short-Term Memory (Bi-LSTM), which has a higher feature
learning efficiency.
Our work contributions are summarized as follows:

« In this paper, an adaptive multipath selection algorithm
is proposed, which can extract effective multipath sig-
nals. The experimental results show that the multipath
selection algorithm is effective and can meet the require-
ments of human activity recognition system.

« An end-to-end activity recognition method is designed
to reduce the loss of effective information during data
processing.

« A temporal-frequency attention network based on
LSTM is proposed, which uses the attention mechanism
instead of the traditional sequence segmentation algo-
rithm, assigns different attention weights according to
the value of the features of each dimension, and learn
the relevance of special documents.

The rest of this paper is organized as following. A literature
review of existing work in the second section is presented.
The third section is the system overview. Section IV intro-
duces the data pre-processing algorithms, including multi-
path selection and amplitude and phase feature processing.
Section V introduces the framework of temporal-frequency
attention network based on LSTM. Extensive experiments
and evaluations are shown in Section VI. Finally, this paper
is concluded in Section VII.

Il. RELATED WORK
In this section, we summarize the related work in the field of
human activity recognition in recent years.

A. WEARABLE SENSORS-BASED

Human activity recognition technology based on wearable
sensors [2], [4], [8], [9] mainly obtains relevant data by using
RFID [9], motion sensors [4], [8] and other devices [2]. Use
motion sensors to acquire activity data for human activity
recognition and so on. Motion sensor-based methods usu-
ally require users to wear sensors on some torsos of the
body. Although these methods can capture activity informa-
tion more accurately, they will bring inconvenience to users
because users need to wear sensors.

B. COMPUTER VISION-BASED

Based on the computer vision method, visual features can
be obtained through various visual equipment, and conduct
activity recognition [3], [7], [10]-[14], [19]. It can recognize
human activity by capturing relevant features of human activ-
ity from images. But computer vision has a large amount of
data and complicated calculations. Bernardes Jr et al by using
computer vision to identify human activity [19], it can be used
to operate game interfaces, etc.

C. WIRELESS SIGNAL-BASED
One of the most universal methods of human activity
recognition technology based on wireless signals [5], [6],
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[15]-[18], [20]-[25] is to use ordinary household WiFi sig-
nals. The wireless signal based is low cost and easy to deploy.

The device-free human activity recognition system based
on WiFi does not need any equipment carried by the detected
target, and is not affected by the illumination environment,
and can even realize human activity recognition under the
through-the-wall scenario. Early activity recognition technol-
ogy based on WiFi was mainly realized by using received
signal strength indication (RSSI) [22]-[24]. However, RSSI
is a coarse-grained signal belonging to WiFi, and information
on channel changes reflected is seldom. With the devel-
opment of WiFi sensing technology, CSI has entered the
vision of researchers. CSI is a fine-grained physical layer
information, including two data characteristics of ampli-
tude and phase. Therefore, CSI has replaced RSSI as a
more interesting research direction among researchers. For
example, Wi-Vi [15] can realize object detection or human
activity recognition by using Universal Software Radio
Peripheral (USRP) to simulate WiFi signals and collect CSI.
However, as a professional equipment, USRP is difficult to
widely promote for its high cost. CARM [16] establishes the
velocity and activity model based on the Doppler frequency
shift, then performs human activity recognition. TW-see [17]
proposes an or-PCA algorithm to sort out the low-rank matrix
and sparse matrix of CSI data to complete the separation
of dynamic data and static data. Zheng et al removes the
data information without Doppler frequency shift for the
purpose of motion detection [18], according to the principle
that human dynamic will cause a Doppler frequency shift.
Although these systems have the advantages of passive detec-
tion, but they are only coarse-grained separated of dynamic
and static signals, and the processing of CSI data does not go
deep into the multipath.

CSI data pre-processing of traditional human activity
recognition systems mainly includes data pre-processing and
feature extraction. Due to severe phase distortion of CSI, tra-
ditional human activity recognition systems generally discard
phase information, and mainly analyze the change process
of CSI amplitude [16], [17], [25]. According to changes of
CSI amplitude characteristics, the CSI data are subjected to
data preprocessing and then input to the classifier for learning
classification. Phase information of CSI data is not effectively
used. Data-preprocessing generally performs noise reduction
on the CSI data by performing noise reduction processing
on the multipath superimposed signal. However, this method
only removes part of the noise contained in the multipath
superimposed signal, and the invalid multipath part of the
superimposed signal still exists. Therefore, in the traditional
human activity recognition system, the invalid multipath
channel for CSI has not been effectively dealt with. We know
that the signal is mainly composed of valid information and
invalid information, and the purpose of our signal processing
is to remove invalid information and retain valid information.
However, in the traditional human activity recognition sys-
tem, due to insufficient removal of invalid information,
feature extraction will also be performed based on the
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processed data to further reduce the impact of invalid
information. Although the process of feature extraction
reduces the content of invalid information in the extracted
features, the integrity of valid information is also destroyed.
Moreover, previous human activity recognition systems gen-
erally use simple machine learning classifiers, such as a k
nearest neighbor (KNN) classification algorithms [26]—[28]
and support vector machines (SVM) [25], [29], etc. There
is no corresponding network model designed to learn data
features and activity recognition according to the data struc-
ture of CSI. In real-world applications, this method of using
a simple classifier cannot achieve satisfactory recognition
accuracy.

In this paper, we will perform error elimination and noise
reduction processing on CSI to remove the effects of invalid
multipath signals and high-frequency noise in CSI. Then
the amplitude and phase features contained in the CSI are
completely extracted, and the feature information are directly
used as the input features of the neural network to avoid the
loss of effective information due to feature extraction and
ensure the integrity of the effective information in the CSI
features. Then a special deep learning network structure is
designed according to the data characteristics of CSI, and an
end-to-end high-precision behavior recognition system based
on CSI is realized.

lll. OVERVIEW OF WiTA

WiTA consists of two routing equipment, which act as trans-
mitters and receivers, respectively. We use a transmitter with
one antenna and a receiver with three antennas. In WiTA,
access point (AP) and receivers are deployed in our con-
ference room. If human activity occurs within the channel
coverage that the transmitter can receive, the WiTA system
can automatically detect and give the recognition result.

In WiTA, we mainly focus on the following issues: Firstly,
extraction of multipath signals after human body reflection
and refraction. After getting the original CSI measurement
data, the multipath signal that does not pass through the
human body should be removed. At the same time, the effec-
tive signal part is kept as complete and efficient as possi-
ble. Secondly, sequence segmentation. After extracting the
effective signal, we must distinguish between the part of the
signal sequence where the human body is active and the part
where the human body is not active, and then focus on the
sequence related to human activity. Thirdly, feature learning
and activity recognition. According to different subcarriers
in CSI, although they work on different frequencies and are
slightly affected by channel changes, their overall trends over
time are the same. By designing the corresponding model,
according to their correlation and difference, the character-
istics of different subcarriers are learned and a model of the
human activity classifier is established.

In order to solve the above issues, the WiTA system is
divided into two main modules, which contains a total of eight
small modules, as shown in Fig. 1. The CSI data process-
ing module includes a data acquisition module, a multipath
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FIGURE 1. Framework of WiTA.

separation module, a feature extraction module and a noise
removal module. The neural network module includes tem-
poral attention module, frequency attention module, corre-
lation feature learning and classification module. The data
collection module mainly collects signals through the three
antennas of the receiver. The receiver uses three antennas to
sample the amplitude and phase of 30 sub-carrier signals of
different frequencies. The multipath selection module mainly
performs multipath separation according to the difference in
the propagation delay in the channel caused by the different
propagation paths of each multipath signal. We combine
the principle of orthogonal frequency-division multiplex-
ing (OFDM) modulation and the principle of the Fourier
transform to calculate multipath signals with different delays,
and then analyze the multipath signals to remove the mul-
tipath signals that are not related to human activity. The
feature extraction module is mainly responsible for extract-
ing amplitude and phase features in CSI. The noise can-
cellation module is mainly responsible for the removal of
high-frequency noise in the effective multipath signal charac-
teristics. The frequency attention module is mainly responsi-
ble for learning the difference between different sub-carrier
features, and the time attention module is mainly respon-
sible for solving the problem of poor robustness of tra-
ditional sequence segmentation methods. The correlation
feature learning module is mainly responsible for learning the
correlation features between feature sequences. a specially
LSTM layer is designed to learn the nature of time-dependent
features and the correlation features between different fea-
tures. The classification module is responsible for dis-
tinguishing different human activities and outputting the
recognition results.

IV. DATA PRE-PROCESSING
This section mainly describes the design details of the CSI
data processing module, which consists of a data acquisition
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FIGURE 2. Schematic diagram of WiFi signal propagation path.

module, a multipath separation module, a feature extraction
module and a noise removal module.

According to the signal processing theory, received sig-
nal can generally be expressed as the convolution of the
transmitted signal and the channel impulse response, thus
channel frequency response (CFR), also called CSI, can be
obtained by Fourier transform of channel impulse response
(CIR). As shown in Fig. 2, the line of-sight (LOS) signal has
the shortest propagation delay through the LOS path. Other
path signals have different path lengths due to the different
refracted and reflected paths. Assume that x () is the equiv-
alent baseband signal, and there are N, paths in the channel
to reach the receiver. Equivalent baseband channel impulse
response is used to model our wireless channel, the signal we
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receive can be equivalent to:

+00

y() = / h(t,t)s(t—1)drt
=Y k() e s (t — 7, (1)). e
n=1

where h(t,t) is the equivalent CIR at time ¢ and

h(t,t)= Zp: Kkn (eI D8 (x — 1, (1)). ky () represents the
n=1

amplitude of the n path at time 7, which is related to
large-scale path loss and shadow fading. 7, (¢) represents the
propagation delay of the n path, and ¢, (r) is the phase
shift caused by the delay 7, (#) and the Doppler frequency
shift.d (t — 1, (¢)) is impulse signal with delay t, (¢). Espe-
cially, the path at n = 1 corresponds to LOS path. From
equation (1), We can find that the response of different path
signals in the propagation channel to the receiver through
different delays can be expressed by CIR. Assume that the
signal reaches the receiver through two paths, the delays
of the signals in these two paths are 7, (t) and t,41 (7).
If the absolute difference between the propagation delays
of these two multipath paths is greater than the discrete
sampling interval of CIR, that is |z, (#)—t,41 (1) = 1/By
( B, indicates channel bandwidth), multipath signals can be
separated. For the WiFi, the signal transmission bandwidth is
usually 20MHz or 40MHz. This means that the recognizable
minimum delay difference of the multipath is 50ns or 25ns.
the multipath signals are divided into Vp multipath com-
ponents according to the minimum delay difference cluster.
For multipath components with a delay difference less than
the minimum delay resolution, we can ignore it because it
exceeds the limit of WiFi resolution. Thus,

Np
h(z, )Y Ky ()08 (x =7, (1)) . )

n=1

In the WiFi system, OFDM is used to divide the channel
wideband selective fading into multiple overlapping, orthog-
onal narrowband flat fading channels, which not only weak-
ens the impact of inter-symbol interference (ISI), but also
greatly improves the wireless channel utilization. We can
convert CIR to CFR through Fourier transform. H (f, t) is
defined as the Fourier transform of % (z,t) at time ¢ with
respect to time delay t:

H(f,t) = F[h(z,1)]
+00

= / h(t, 1) e 74

—00
+00 Ny

N / Yk (e 05 (t—1, (1) e Td

—00 n=1
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+00 Np
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Np
Z ©n (f’ t)e_jznffn(t)

n=1

Np
”&5 Z ©n (f’ t)e_]?ﬂffn(f)’ (3)
n=1
where F [-] represents the Fourier transform operation and
on (f, 1) is a complex, which represents information such
as the propagation attenuation and initial phase shift of a
signal traveling through the n'" path. —27f 1, (t) represents
the phase shift of the frequency component corresponding to
the time delay 7, (¢). Practically, as shown in Fig. 2, commer-
cially available WiFi equipment is used to collect CSI and
recognize human activity by analyzing channel changes. The
transmitter uses a fixed rate to continuously send WiFi signal
data packets to the receiver. When the human body moves,
the channel environment will change and the multipath signal
passing through the human body will be affected as shown
in Fig. 2. The receiver can distinguish small signal changes
in the propagation path caused by human activities, and rec-
ognize human activities by monitoring changes in CSI. The
CSI data we obtained is the sample data of H (f, ).
Suppose that the wireless system is a narrow-band flat
fading channel and we have

Yt = H[Z[ + N[, (4)

where Y, and Z, represent the data received by the receiver
and the data sent by the transmitter at the " (1 <1 < T)
packet,respectively. T represent the total number of received
packets. H; and N, represent the CSI and noise, respectively.
Let I and K represent the total number of antennas and
subcarriers. The CSI is generally written as,

CSit 11, v, CSiplk, v, CSIplK
H,=|csiii1, -, ocSiik, -, cSipik |, (5)
csirg1, ., CSippk, v,  CSIpIK

where csi; jx (1 <i<I,1 <k <K,1 <t <T) represents
the CSI of the k™ subcarrier on the i antenna in the " packet
and csi; jx = |csi,’,-,k| ejZCSifvivk. Lcsiy i, denotes its phase.
In order to facilitate the processing of CSI, we generally
reconstruct the CSI data as:

H; = reshape (H;)
. . . T
= [esis 1.+ esigrk. L esinnk] (6)

where T is vector transpose operator. In order to analyze the
change of the channel, we continuously detect the channel
and collect the CSI.

The CSI contains not only the signal that is affected by the
human body, but also the signals that have not passed through
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FIGURE 3. CIR of data packets: (a) and (d) show the changes in CIR of different data packets, (b) and (e) show the changes
in CIR under the NLOS path, (c) and (f) show the changes in CIR under the LOS path.

the human body during the channel propagation process.
Thus, the signal can be expressed as:

nl n2
Ho=) di+) d;
i=1 j=1

where d; ; indicates the ith multipath information that is not
affected by human activity, and d; ; Tepresents the j multi-
path information that is not affected by human activity. Note

that 1 <ny <N, 1 <m <N,and1 < nj +n <N,.
nl

In order to get the data ) _ d;; affected by human activities

(N

in CSI, we propose a IIllTlitipath selection algorithm to get
the effective information related to human activity in CSI as
efficiently and completely as possible.

Due to the influence of synchronization errors between
devices and the propagation delay of the signal, there will be
a certain delay lag in the CIR in the actual data obtained, and
there are differences in the delay lag in the CIR obtained from
different data packets [30]. According to previous related
research [31], the maximum propagation delay of wireless
signals indoors is less than 500ns and signals with a delay
of more than 500ns are generally reflected signals from
objects farther away from the transceiver, or signals that reach
the receiver after multiple reflections and refractions in the
channel. These multipath signals are meaningless for normal
communication and human activity recognition, and they will
cause random CSI jitter after superposition. We show the
CIR in two different transmission and reception environments
through Fig. 3.

As shown in Fig. 3, by analyzing the change trend of
CIR through statistics, we find that when the signal of the
LOS path arrives at the receiver, the amplitude will suddenly
change, and the multipath amplitude after the mutation will
gradually drop to a minimum value. This minimum path
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signal arrives about 500ns after the LOS signal arrives. Then
the CIR gradually returns to a smooth fluctuation, which is
very similar to the noise signal in the channel. From this
we can deduce that in each CSI packet, the multipath of the
CIR multipath amplitude between the abrupt value and the
minimum value is the path we need. From (3), the CIR in our
CSlish,; = F7'[H; ;] = (hei1, -+ hriac, -+ heim),
F~1[e]is the inverse Fourier transform. h; i Ar represents the
At™ multipath information /" antenna " packet. Therefore,
the data within the required delay range is selected by the
following calculation:

Atine =hiac —heiac—t, (8)
Ar+%
2 My
J=AT—7%5
?i N2 - ©)
b n+1

Fig. 4 is obtained by calculating (8) and (9), where n
is the window length and set to be 6 based on experi-
ence. The maximum value of the first-order forward dif-
ference on the multipath signal is calculated to locate the
starting point of the delay of multipath selection, which is
max (Am,m, V(1 <At < M)).

Because of the influence of channel noise, the location
of the minimum value cannot be directly determined, so the
minimum point of the CIR moving average is used to deter-
mine the end of the delay for multipath selection, which is
min (A?,i,Ar’ V(1 <At < M)). Fig. 5 and Fig. 6 shows the
effect comparison of the subcarrier amplitude of 5 consecu-
tive CSI packets before and after multipath selection. It can
be observed that after multipath selection, fluctuations in the
original CSI amplitude affected by errors and noise become
smoother.

Next, the amplitude and phase information of the CSI are
calculated. The Butterworth filter is used to directly filter
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the amplitude information of CSI. Because the error and
noise content in the phase information is much higher than
the amplitude information, the phase information is obtained
by improving PADS [32] and Wi-motion [33]. According to
PADS, the phase qA&k of the k™ subcarrier can be expressed as:

n k
¢k=¢k—2ﬂfw+§+Da (10)

where ¢y represents the true phase, and v is the timing offset
of the receiver. It will cause a phase error as a middle term,
and ¢ is an unknown phase offset, and D is the measurement
noise.

Although the index of the subcarriers is defined as -28 to
28 in the IEEE 802.11.n, we adjust the index to -15 to 15 for
the reason that the WiFi driver has been modified to use the
CSI information of 30 subcarriers. Compared with PADS,
most § and some D are removed through multipath selection,
so more accurate CSI phase information can be gotten. Fig. 7
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FIGURE 7. Phase before and after linear transformation.

shows the results of our phase processing. After extracting
the amplitude and phase information of the CSI, the Stan-
dardization algorithm is applied to uniformly normalize the
amplitude and phase features to obtain the CSI normalized
feature matrix X as:

X = _ _ _
ZHls"'séH[7"'7ZHT
Z(le"'vxlv"'9XT)’ (11)
among them:
|
X, = ’_’ , (12)
/M,
_‘Em,ﬂ_ [ Lesipin ]
|EI,I,K| ZEt,l,K
ﬁt‘ = . ’ Zﬁt = ’ (13)
|esirr | Lesipg 1
| |Et’1,]{| _ L ZE[,I,K .
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where csi; 1.1 and Zcsi;1 1 respectively represent the ampli-
tude and phase characteristics of the CSI of the ¢ packet,
th antenna, and k™ sub-carrier preprocessed by our proposed
algorithm.

V. DESIGN OF ATTENTION NETWORK MODEL
In this section, we first introduce the basic structure of
the LSTM neural unit of the network model we built, and
then introduce each module in our neural network model
in detail. When we humans observe something, we focus
our attention on the things we want to observe, and we pay
less attention to the surrounding environment. Based on this
idea, the attention model is added to the neural network
by imitating human attention. The attention mechanism can
also be called a resource allocation method, so that more
resources can be allocated to the features that need attention.
The attention mechanism in the neural network can make the
neural network have the ability to focus on the more favorable
parts of the input features. Based on this idea, we design a
neural network structure using the attention mechanism as
the core, which can give more attention to the sequences
and features required for human activity recognition. Then,
in our main network, in order to better learn the sequence
correlation feature in the sequence feature, the traditional
structure is changed, and the learning dimension of the feature
is transformed. Then use Bi-LSTM to learn the two-way law
of sequence features to improve the recognition accuracy.
The recurrent neural network (RNN) andthe LSTM are
firstly analyzed to make the paper stand alone. RNN is a
popular model using sequential data modeling and feature
extraction [34]. Fig. 8 shows the neurons of RNN. The output
response at time sequence ¢ is determined by the hidden layer
weight generation g;_1 of the previous time sequence RNN
neuron and the current time input:

g = AWLx, + wlg_1+by), (14)

where A represents a non-linear activation function, wy, and
W, represent learnable connection vectors, and b, represents
a bias value. This network structure of RNN is most suitable
for solving the problem of continuous sequences, and is good
at learning rules from samples with a certain correlation.
Because the reverse error transmission of the general activa-
tion function can only maintain about 6 layers in the neural
network. However, error transmission in RNN not only exists
between layers, but also between the sample sequences of
each layer, so the length of the sequence that RNN can learn
is limited.

LSTM is a special type of RNN that can learn long-term
dependent information [35]. LSTM avoids the problem of
long-term dependence through deliberate design. Its structure
is shown in Fig. 9. The core idea of this structure is to
introduce a connection called cell state C; to store what it
wants to remember. At the same time, LSTM adds forget
gate f;, input gate i; and output o; gate, in order to make
flexible choices in the status update and participation input
in the LSTM.
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This paper proposes a multilayer LSTM network with
temporal-frequency attention mechanism for human activity
recognition. The model automatically selects the valuable
subcarrier features in each sequence feature input through the
frequency attention module, and assigns different attention to
different time sequence through the time attention module.
Fig. 10 shows the overall architecture, which is composed
of an LSTM main network, middle network, a time attention
subnetwork and a frequency attention subnetwork. «; and B;
are the output of frequency attention sub-network and time
domain attention sub-network, respectively, used to assign
weights to sequences and features. y, and z; are the output
of the middle network and the main network respectively.
Since the four sub-networks interact with each other, training
the network has certain challenges. In the following, we first
discuss the structure of the attention subnetwork and the main
network, and then introduce the learning and training process
designed to overcome the difficulties of model training.

We propose a frequency attention model to automatically
learn and utilize the different values of different subcarrier
characteristics. By training the attention subnetwork, which
can assign unique frequency attention weights to the subcar-
rier characteristics of each CSI sequence. This allows our
model to better focus on features that are more sensitive to
activity.
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At each moment of step ¢, the set of subcarrier features is
Xt, and a unique attention weight is assigned to each feature,
and the output set of attention is o;:

oy = soft max (Wgag‘t" + ba)

= (al‘,lval‘,z"" ,Olt,ZK), (15)

where Wy, is a parameter matrix that can be learned, by, is
a bias vector, and g¥ is a hidden variable of the LSTM layer.
We use softmax as the activation function of the frequency
attention subnet to get the frequency attention weight. This
sub-network controls the amount of information that each
feature flows to the main network. As shown in Fig. 10,
the information entered into the next network module is
X, = alx,.

For time sequence, due to the difference in the value of
information provided by different time sequence, only some
sequences related to motion changes contain the most valu-
able information, while other sequences are used to provide
channel environment information, etc. Based on this cogni-
tion, a time attention subnet is designed, using Relu with
good convergence performance as the activation function, and
assigning different attention B, to different sequences:

B = Relu (Wl +bp). (16)
which depends on the hidden output gf} of the LSTM layer at
the current moment. For sequence information flow, similar
to the frequency attention module, we calculate the infor-
mation flowing to the main network from the output y; of
the LSTM middle network and the weight g; of each time
sequence. As illustrated in Fig. 10, the main network input
has been adjusted to y, = By;.

Although different characteristics have different values for
activity recognition, but they have a strong correlation. There-
fore, we transform the LSTM network to use dimensions in
the main network. Using the principle that the general LSTM
network can extract the time correlation, the LSTM network
is used to extract the correlation between different features of
the sequence. As shown in Fig. 10, LSTM is used to learn the
correlation between CSI features, and the correlation feature
expression. Then, through the forward and reverse rules of
the CSI sequence characteristics of the Bi-LSTM network,
combining the forward and reverse will have a higher degree
of fit than the LSTM network. For the classification of activ-

ity, we determine the score of each activity in all sequences
T

based on the output 0 = >z, = (01,02, ,0c¢) of the
t=1

main network, C is the number of actions we need to identify.

E= (eOI,eozv"’ 7eOC)=(E]’E2’,,, 7EC)5
E

7)

p= = (p1,p2, -+ ,pC) - (18)

Ma
s

=1

~.

where p. represents the probability that the human body
is performing the ¢ action, and the activity with the
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highest final probability is the activity we recognize, namely
max (p1, p2, -+, PC)-

We integrate temporal-frequency attention into the same
network, as shown in Fig. 10, and learn and recognize through
the main network. The sequence’s regular cross-entropy loss
function for the temporal-frequency attention network is
applied:

T 2
c 2K Z Atk

L= llogli+my |1~ ’:lT
i=1 k=1

T
Ao 2
+3; IBAZ 423 " lwll.  (19)

where [; represents the label of the data, if it belongs to the
i class, then ;= 0, if not, then ;= 0. I’ means that the
probability that the neural network predicts the i class is
I’ = pi. A1, A2, A3 are hyperparameters that control the degree
of regularization. Y ||w|| represents the sum of all weight
parameters in the network model.

The first regularization is to allow frequency-domain atten-
tion module to dynamically adjust the attention of different
features. In tests, we find that the frequency attention model
is easy to follow a sequence of training and fixedly focus
on a certain feature. Some valuable features, while ignoring
other features, are prone to overfitting, so regularization is
introduced to avoid overfitting. The second regularization
uses the L2 norm to regularize with the time attention of
learning, reducing the disappearance of the back-propagation
gradient. The third regularization uses the L1 norm to reduce
the overfitting of the entire network.

Since temporal-frequency attention joint network is com-
posed of four sub-networks, the four sub-networks interact
during the training process, and some of the sub-networks
may not be adequately trained due to the disappearance of
the gradient, so a network step-by-step training method is
proposed.

Step 1: Gauss initializes the network parameters of each
sub-network.

Step 2: The frequency attention sub-network is combined
with the middle network to train the frequency attention sub-
network.

Step 3: Restore the parameters of the middle network.

Step 4: The middle network combines the time attention
sub-network to train the time attention module.

Step 5: Restore the parameters of the middle network.

Step 6: Connect the four sub-networks, train the main
network and fine-tune the remaining three sub-networks to
obtain the entire model of convergence.

VI. RESULTS AND DISCUSSION

For network and parameter settings of our system, we set
180 LSTM neurons for the LSTM layer of the intermediate
subnet and the temporal-frequency attention subnetwork, and
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FIGURE 12. Test environment structure diagram.

500 LSTM neurons for the LSTM layer of the main network.
Bi-LSTM has 50 LSTM neurons in the forward and backward
layers, respectively. During the training and optimization
process of collected data, through continuous testing and
adjustment, the final adjustments of A1, A2, A3 are set to 0.01,
0.001, and 0.0004, respectively. Use dropout combined with
regularization to alleviate the problem of overfitting, and use
Adam [36] to automatically adjust the learning rate.

In order to verify the effectiveness of our proposed system,
we first tested our system using the data set constructed by
Guo et al in WIAR [37], which used a commercial TP-link
wireless router as the transmitter and a ThinkPad note-
book with three antennas as the receiver. The computer was
equipped with an Intel 5300 network card and the network
card firmware was modified. We extracted the six most com-
mon activity data in the dataset for testing. Fig. 11 shows our
test results. It can be observed that the average recognition
accuracy of our system is as high as 94%.

In order to test the performance of the system more com-
prehensively, we collected the data ourselves for testing.
We collected activity data in two environments and demon-
strated the experimental scenario in Fig. 12, which shows
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the structure of the indoor LOS environment and NLOS
environment. The former is in the conference room. There
are many obstacles such as tables and chairs. It is a complex
indoor environment with many multipath components. The
latter is the channel environment that passes through the wall
of the conference room and the receiver is in the conference
room. The indoor real scene is shown in Fig. 12.

We use MSI PROBOX23 mini host with Intel 5300 net-
work card, and use modified firmware to collect CSI on
Ubuntu 14.04 system. As shown in Fig. 12, the transmitter
uses a single antenna and the receiver uses three antennas.

In the two environments, we collected the data separately.
Our database contains 5 activities, each of which is repeated
in 100 groups, and 5 volunteers were invited to perform in
two environments. At the same time, in order to distinguish
whether the activity is performed and analyze the channel
environment, we collected 100 sets of unmanned air environ-
ment data in each of the two environments.

In order to verify the effectiveness of our data preprocess-
ing, that is, the validity of the model input features, we con-
ducted separate tests using amplitude and phase features,
respectively. Fig. 13 shows the average prediction accuracy
of the three feature combinations without channel selection
in our LOS environment under our network model. Fig. 14
shows the average prediction accuracy of the three feature
combinations under our model in the LOS environment.
We can find that our preprocessing of the data is effective
and can improve the recognition performance of all activities
tested.

Most human activity recognition systems today are imple-
mented using simple classifiers (E.g. KNN, SVM and Ran-
dom Forest). By using the same data, the proposed algorithm
is compared with other common recognition algorithms to
analyze the performance of the proposed system. From our
experimental results, as shown in Fig. 15, the algorithm
proposed in this paper has higher recognition accuracy than
the existing conventional recognition method systems. The
average recognition accuracy of the algorithm proposed in
this paper is as high as 93%. At the same time, we find
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that our proposed multipath selection algorithm has better
performance than other algorithms in the NLOS environment
due to the removal of delay and multipath.

In order to further test the performance of the system,
we also tested the impact of the number of training samples
on the performance. We test different performances of the
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system by changing the ratio of training data to our sample
data set. After testing, we noticed that the number of samples
had a positive relationship with the recognition accuracy, and
Fig. 16 shows our experimental results. We can find that with
the increase of training samples, the classification accuracy
will also increase, mainly because the more training samples,
the clearer and more accurate the model is for different types
of activity. We can also speculate that if the sample data is
further increased, the accuracy of the algorithm can be further
improved.

VII. CONCLUSION

In this paper, a multipath selection algorithm is first pro-
posed to extract the effective multipath information of CSI.
It is adaptive in LOS and NLOS environments, especially in
environments where there is more multipath information or
where the LOS path propagation is blocked. Then, we pro-
pose a temporal-frequency attention network model based
on the attention mechanism to perform feature learning and
activity recognition on data, and use the attention mechanism
to overcome the instability problem of existing data cutting
algorithms. From our experimental results, our system has
good performance in various experimental environments. The
recognition accuracy under the LOS environment can reach
96.6%, and the recognition accuracy under the NLOS envi-
ronment can reach 93%.
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