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ABSTRACT Stroke is one of the leading causes of disability and incidence. For the treatment of prognosis
of stroke patients, Motor imagery (MI) as a novel experimental paradigm, clinically it is effective because
MI based Brain-Computer interface system can promote rehabilitation of stroke patients. There is being
a hot and challenging topic to recognize multi-class motor imagery action classification accurately based
on electroencephalograph (EEG) signals. In this work, we propose a novel framework named MRC-MLP.
Multiple Riemannian covariance is used for EEG feature extraction. We make a multi-scale spectral division
to filter EEG signals. They consist of different frequency bandwidths name sub-band. We concatenate and
vectorize features extracted by Riemannian covariance on each sub-band. We design a fully connected
MLP model with an improved loss function for motor imagery EEG classification. Furthermore, our pro-
posed method MRC-MLP outperforms state-of-the-art methods and achieves approximately mean accuracy

with 76%.

INDEX TERMS EEG, motor imagery, multi-layer perceptron, Riemannian covariance.

I. INTRODUCTION
Stroke is one of the leading causes of high incidence. It has a
high rate of mortality and disability in the world [1]. Patients
suffering from stroke have different degrees of limb dys-
function. There will be a neurological repair effect on stroke
patients for long-term rehabilitation therapy [2]. Clinically,
it is one of the main objectives for the treatment of stroke
by rehabilitation training that needs help of the professional
doctors. They will come to being burdens for physicians to
make different plans for different stroke patients. Meanwhile
they take plenty of medical resource. In recent years, with the
development of artificial intelligence (AI), human-computer
interaction (HCI) technology, brain-computer interface (BCI)
technology, people try to design some intelligent rehabilita-
tion training system that can reduce medical expenses and
save cost of labor for physicians by providing one type of
active rehabilitation.

In active rehabilitation training, BCI constructs a direct
information transfer pathway, which converts brain activity
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signals into commands to external devices instead of tradi-
tional brain and muscle control pathways [3]. Brain activity
signals consist of electroencephalogram (EEG), electrocor-
ticogram (ECOG), near-infrared reflectance spectroscopy
(NIRS), and functional magnetic resonance imaging (fMRI)
monitored clinically. EEG signals are commonly applied in
BCI systems due to the collection of non-intrusion and easy
access. According to brain activity signals of interest and
modes of operations based on the control paradigms, there
are various types of EEG-based BCI systems such as visualize
P300 [3], steady-state visual evoked potential (SSVEP) [4],
and motor imagery (MI) [5]. Motor imagery is a cognitive
process in which the object imagines the action rather than
performing the actual action, e.g., right or left hand. Based
on MI, we collect EEG signals that reflect the above actions.
In MI-BCI system, it is important and difficult to recognize
actions by analysis of EEG signals. It enables communica-
tion between the postoperative stroke and the control of a
prosthesis [6], [8].

Recently, MI is being one of the most important research
domains on BCI. It emerges many methods proposed to
recognize actions of motor imagery. One is multi-layer
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perceptron (MLP) network that has achieved better results
on EEG signals classification [7], [23]. On binary motor
imagery EEG classification, researchers have achieved a high
accuracy. But there is still a great challenge on multi-class
motor imagery classification based on EEG signals. In this
work, we aim to propose a hybrid framework to classify
actions of MI based on EEG signals. We compose Rieman-
nian covariance feature extraction method with a multi-layer
perceptron (MLP) model. In the experiments, we conduct
extensive experiments on the BCI competition IV dataset
2a. The experimental results demonstrate that the proposed
method outperforms others on accuracy.

The main contributions of this work can be described as
follows:

« We propose a novel connected way for the multi-layer
perceptron model, in which we design an improved loss
function.

« We conducted corresponding experiments to verify the
effectiveness of the model from three aspects: different
loss function, different scale spectral division, and dif-
ferent feature extractors.

The rest of this work is organized as follows: We sum-
marize and analyze the previous works of motor imagery
classification in section 2. Section 3 describes the materi-
als, method of Riemannian covariance feature, the proposed
multi-layer perceptron network structure and the improved
loss function. In Section 4, we give the experimental setup
and the analysis of the experimental results. Conclusions are
presented in section 5.

Il. RELATED WORK

Previous works have proposed many methods on MI-based
EEG tasks. They mainly include feature extraction and clas-
sification methods. For feature extraction methods, they aim
to extract important features of MI from EEG signals. How-
ever, accurate classification of EEG is difficult due to its
low signal-to-noise ratio, nonlinearity, weak intensity, and
time-variant behaviour. It is a challenge to extract common
features to get good classification results. Currently, most
works mainly focus on three feature extraction methods for
EEG signals of MI. One is common spatial pattern method
(CSP). It is earliest introduced to the field of EEG signal
analysis by Koles et al. [9]. For CSP, it finds a set of spa-
tial filters, by which the variance of one type of signals is
maximized and the other is minimized. Many variants of
CSP had been devised to extract features from EEG sig-
nals. Novi et al. [10] proposed SBCSP that decompose the
EEG signals into sub-bands by a filter bank named FBCSP.
It is an improved variant of SBCSP by selecting correspond-
ing of CSP features on each frequency bands automatically
[11]. Jiao et al. [12] introduced a novel SGRM algorithm
to exploit inter-subject information for constructing an effi-
cient sparse group representation after CSP feature extrac-
tion. The second method is power spectral density (PSD).
It extracts EEG signals by using time-frequency analysis
methods. Meng et al. [14] used PSD to reveal the effect of
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caffeine and sugar intake on BCI online performance and
resting brain signals. The common time-frequency analysis
is short-time Fourier transform (STFT), Hilbert Huang trans-
form (HHT), and wavelet transform (WT) [15], etc. STFT
divides signals into some segments with an equal window
length. And then it carries out Fourier transform (FT) on each
segment. HHT consists of empirical mode decomposition
(EMD) and Hilbert transform (HT). Compared with STFT,
WT uses a variable window width and a wavelet function
to conduct time-frequency analysis. It could obtain better
time and frequency resolution than STFT. The last method is
Riemannian covariance. It extracts features by constructing
a covariance matrix based on Riemannian geometry [16].
Many studies used Riemannian covariance to extract the fea-
tures on EEG signals and obtained good experimental results
[17], [18]. In the part of classification, plenty of traditional
machine learning methods were proposed to recognize MI
on features from EEG signals. They include support vector
machine (SVM) [19], Random Forest [20], Bayesian clas-
sifier, linear discriminant analysis (LDA) [23], etc. They
were simple and useful, but there is still being a challenge
to improve the classification accuracy. Because they highly
depend on the quality of features extraction engineering.
In recent years, with the development of deep learning,
researchers have applied deep learning methods to classify
MI action based on EEG signals [21]. One method is firstly
to convert MI based EEG signals into time-frequency maps,
followed by convolutional neural networks (CNN) that are
used for further spatial feature extractions and classifications
[24], [30]. Lawhern et al. [22] introduced a compact convolu-
tional neural network named EEGNet that is a robust model
for a range of BCI tasks. According to the temporal char-
acteristics of EEG signals, researchers employed long short
term memory (LSTM) models to classify EEG data [25].
Arce et al. [26] adopted two deep neural network models
with different number of layers to recognize motor imagery
EEG signals. They achieved an average accuracy of 85% on
the 2-class classification. SBELM combined the advantages
of ELM and sparse Bayesian learning to automatically con-
trol model complexity and eliminate redundant hidden neu-
rons for motor imagery EEG classification [13].Though there
are plenty of deep learning models proposed to classify EEG
tasks. Itis still a challenge to improve the model performance.
In this work, we present a novel method MRC-MLP for MI
action recognition based on EEG signals.

Ill. MATERIALS AND METHODS

In this work, we focus on multi-class classification problem
of MI actions based on EEG signals. We propose a hybrid
framework MRC-MLP shown in Figure 1. Firstly, we prepro-
cess the multi-channel EEG signals. It is Multiple Rieman-
nian Covariance (MRC) that represents multiple Riemannian
covariance extractor with different frequency sub-bands used
in the stage of feature extraction. It computes covariance
matrix between channels to extract features. There are three
steps for MRC. First, we make a multi-scale division on
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FIGURE 1. The overview of our proposed framework MRC-MLP for motor imagery classification.

spectral. Then we use the Riemannian covariance method
to extract features for each frequency sub-bands. Third,
we vectorize and concatenate sub-band features as the input
of the classification model. Next, we construct a multi-layer
perceptron model to classify MI EEG signals.

A. DATASETS

In the experiments, datasets are from an open access dataset
BCI competition IV dataset 2a [27]. It contains nine healthy
subjects who are required to complete four different motor
imagery actions. They consist of both feet, tongue, left hand,
and right hand respectively. Each subject completes two ses-
sions on different days, one is for training and the other is
for testing. Every session includes 288 trials with the same
amount of each MI task. We give a trial of the experimental
deployment paradigm in Figure 2. In the beginning, there is
a fixation cross on the black screen after the beep. Then from
2s-3.25s, a cue in the form of the arrow pointing either to
the left, right, down and up appeared, prompting the sub-
ject to perform the desired motor imagery. The subjects are
requested to carry out the motor imagery task until the fixa-
tion cross disappeared from the screen at 6s. Through the MI
experiments, we collect signals that consist of 22 EEG chan-
nels and 3 EOG channels by sample frequency of 250 Hz.
We use between 0.5Hz and 100Hz in the band, moreover, a
notch filtering of S0Hz was enabled. In this work, we extract
EEG data from 2.5-6s to make full use of relevant data.
We utilize 22 EEG channels and exclude 9.41% of the trials
in BCI competition IV dataset 2a like other works that caused
by some artifacts based on EOG signals.

B. MULTI-SCALE SPECTRAL DIVISION

The amplitude of EEG signals in the cortical area changes
regularly for one person that is a state of motor imagery.
This phenomenon is known as event-related desynchroniza-
tion (ERD) and event-related synchronization (ERS) [19].
For example, when one imagines a movement of left hand,
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FIGURE 2. Time scheme of the paradigm from [27].

the amplitude of right cortical area decreases. Meanwhile,
left cortical area increases. ERD and ERS are mainly proved
in sensory-motor rhythms mu (8-13Hz) and beta (15-30Hz).
However, the frequency band of ERD/ERS is extremely
subject-dependent. It is hard to find the most discriminative
features only in mu and beta rhythms. It is necessary to extend
the frequency band of EEG signals and divide it into multi-
scale spectral parts before the stage of extracting features
[34]. The details of each sub-band after multi-scale spectral
segmentation are shown in Table 1.

TABLE 1. Details about multi-scale spectral division.

Bandwidth/Hz ~ Number Slide Slide window/Hz
2 18 No 0
4 9 No 0
8 8 Yes 4
16 6 Yes 4
32 2 Yes 4

In this work, we choose 5 different types of frequency
bandwidth (2Hz, 4Hz, 8Hz, 16Hz, 32Hz) for multi-scale
spectral segmentation. Fifth-order Butterworth bandpass fil-
ter is used to set the wider range 4-40Hz. Then, we make
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multi-scale spectral divisions and obtain different sub-bands.
On 4-40Hz spectral, the number of 2Hz and 4Hz frequency
sub-bands are 18 and 9 respectively. It is no doubt that redun-
dant information will be introduced through further sliding
windows. We do not use a slide window on 2Hz and 4Hz
frequency sub-bands. In contrast, the number of 8Hz, 16Hz,
32Hz frequency sub-bands on 4-40Hz spectral is small. We
set a 4Hz width slide window, and the effective features under
the wide sub-bands can be further explored through overlap-
ping spectral bands. Finally, we get 43 different frequency
bandwidths on 4-40Hz spectral. Though multi-scale spectral
division of EEG signals takes redundancy, it can capture the
dynamic features of the EEG signals.

C. RIEMANNIAN COVARIANCE FEATURE EXTRACTION
Riemannian covariance method is based on Riemannian
geometry [28], [29]. It describes the procedure of MI-EEG
feature extraction as follows. Firstly, we calculate the spatial
covariance matrix (SCM) for each trial of motor imagery
EEG. Formula 1 gives the computation procedure.

p = )
-1

x; € RN*T denote a selective segment of the iy continuous

EEG signals where n represents the number of electrodes and

t represents the number of sampled points for the segment.

Superscript T represents matrix transposition.

The spatial covariance matrix of P sampled two-
dimensional data satisfies symmetry positive definite (SPD).
The geodesic distance between two SPD matrices P and P>
in Riemannian space is defined as

(SR(PI, P2) = ||10g(P;1P2)||F = [Z logz )"i]l/z (2)

i=1

where A; represents the real eigenvalues of Pfle.

Next, we need to obtain the mean matrix in Riemannian
space. According the Riemannian framework, the Rieman-
nian mean of m > 1 SPD matrix is defined as,

m
O(P1,..., Pp) =argmin Y 8x(Puean, P) ~ (3)

Pinean i=1
After calculating the Riemannian mean matrix, we can obtain
a new feature matrix M

M = log(P,,}/2P;P,.1/2) 4

mean mean

At the last, we make a vectorization of feature matrix M as
follows:

-

M = vect(M) = I:Ml’]; ﬁMl,Z; "’Mn,n] e R(n+1)n/2 (5)

M, , represents an element in the nth row and nth column
of the matrix M. Because covariance matrices M are sym-
metric, the off-diagonal elements are multiplied by +/2 to
preserve the norm.
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D. MULTILAYER PERCEPTRON CLASSIFICATION MODELS
Multilayer perceptron (MLP) network is one of the most
common feed-forward artificial neural networks, which is
inspired by the way the human brain processes information.
The MLP consists of input layer, hidden layers, and output
layer, and each hidden layer is fully-connected to the next
layer. We employ the hidden layer to achieve nonlinear map-
ping on the input space and take the output layer to obtain the
classification result. The output of each neuron in the hidden
layer is the weighted summation that input signals

multiply them by their respective connection weights after
the operation of an activation function. It is described as
follows

i = wyxi + b)) 6)

where f is an activation function, b; denotes a bias term, and
w;; represents the connection weight from the i neuron of
the previous layer to the i neuron of the layer at hand.

To achieve better classification results, we get inspira-
tion from the encoding part of autoencoder (AE) model,
we present a stacked layers MLP model and more details
about the network architecture are shown in Figure 3,
in which the number of neurons in each layer decrease by
degrees. That is, MLP goes deeper, the number of neurons in
the hidden layer is decreased. The motivation for this design is
that the encoding part of the AE model can capture significant
feature information by using few neurons, which not only can
reduce the dimension of input vectors, but also reduce feature
redundancy. Compared to other deep learning methods, it can
obtain abstract features and realize accurate classification of
high dimensional features extracted by Riemannian covari-
ance through simple operations between layers.

10879 512 256 128 64 32 4

Hidden
input layerl layer2 layer3  layerd layer5

Feature Hidden  Hidden Hidden Hidden

output

FIGURE 3. The proposed MLP network. At the top is the number of
neurons in each layer, and the bottom is the type of each layer.
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For the MLP model, the length of input is 10879 for the
input layer. It is calculated as follows:
nn+1)
linput = Numgyp X T @)
where Numyg,p, is the number of frequency sub-bands. n repre-
sents the number of EEG channels. The number of neurons is
set to 512 in the first hidden layer, and the number of neurons
is reduced by factor of two in the following four hidden layers.
The last layer is classification layer, and SoftMax function is
used as classifier in this work. As for activation functions,
we use the most applied type which is a hyperbolic tangent
function in past studies. It is defined as follows:
exp(x) — exp(—x)

tanh(x) = exp(x) T exp(—r) 8)

Another difficulty is to update weights of network after the
model of MLP has been determined. In the training phase,
the purpose of changing the weight is to reduce the error
between predicted labels and the true labels. In order to accel-
erate model convergence and reduce training time, we use
Adam optimizer to update weights. Furthermore, the loss
function has great effects on classification result performance
of the proposed MLP. The traditional cross entropy loss can-
not handle hard and imbalance samples. To address above
problem, we present an improved loss function in this work
and it will be introduced in next section.

E. IMPROVED LOSS FUNCTION

Loss function is very important to optimize models. It is
known that the classic focal loss function can resolve effec-
tively class imbalance problem. In this work, we design
an improved loss function to alleviate the over-fitting and
improve the accuracy based on focal loss [31]. Firstly,
we describe the definition of focal for binary classification
loss as formula 9.

FL =" —ay(1—p,) log(p,) ©)

t=0,1

For a binary classification, where p; is the estimated probabil-
ity, and y represents focusing parameter. (1 — p;)? is called
modulating factor, which is influenced by setting different
focusing parameter. Coefficient o; can be used to control the
weight of positive and negative samples for the total loss.
The motivation of focal loss is to increase the proportion of
predicted error sample value and decrease the proportion of
predicted correct sample value in total loss.

For improved loss function, we add /; regularization based
on focal loss function. In this work, the categories of the
motor imagery EEG data set are balanced, we set the class
weight coefficient «; to 1. The improved loss function for
multi-class classification is presented as formula 10.

3

loss =Y " —(1 — p;)" logpi + 1 | W] (10)
i=0
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p: denotes the estimated probability for class i which is
computed by SoftMax function. y is the focusing parameter.
||W||2 is the [ regularization of weight parameters for clas-
sification models. A is the regularization coefficient, which is
a trade-off between training errors and regularization term.
In our proposed improve loss function, we use I/, regular-
ization on weight parameters to increase the stability of the
proposed model and improve the overall classification accu-
racy. It is an implementation on structural risk minimization
instead of experiential risk minimization. Experiments show
that it can resolve the small-sample on EEG signal classifica-
tion effectively.

IV. EXPERIMENTS

A. EXPERIMENT SETUP

We designed three sets of experiments to validate the model.
The purpose of the first group of experiments is to explore
the classification effect of motor imagery under different
feature extractors. Previous studies have shown that CSP and
Riemannian covariance feature extractors are widely used.
We combined multiple sub-bands filtered EEG signals and
use 7-layer MLP model with improved loss function to con-
duct experiments.

For the second group of experiments, we experiment 5 dif-
ferent types of frequency bandwidth (2Hz, 4Hz, 8Hz, 16Hz,
32Hz) for multi-scale spectral segmentation and combined
multiple sub-bands. To verify the classification accuracy
under combined multi-scale spectral division is better than
each sub-band. We explore the classification performance
with the same feature extractor Riemannian covariance and
7-layer MLP model with improved loss function.

In the last group of experiments, we aim to verify the valid-
ity of the improved loss function. We experimented on com-
mon loss functions for comparison based on the same feature
extractor method and the same MLP parameters. In addition,
we also compare our method with other literatures.

In this paper, all experiments were carried out using Ten-
sorFlow platform and python. The codes run on an Intel Core
15-7500 CPU, 8GB RAM and Windows environment. In the
experiments, we use a 5-fold cross-validation to choose the
optimal hyper-parameters. Such as epochs is 200 and learning
rate is 0.001 and A is 0.0005. In addition, according to the
design principle introduced in the classifier section, we tuned
the multi-layer perceptron models with different hidden lay-
ers from random subjects. Based on the trade-off between
the accuracy and complexity of the model, we adopted an
MLP model with 5 hidden layers. The mean accuracy of nine
subjects in the MLP model with different hidden layers are
shown in Figure 5.

In this work, we use the classification accuracy as a metric.
The classification accuracy of each subject is calculated by
the number of mis classifications divided by the number of
total test trials. To visualize the performance of our predic-
tion model, we give the confusion matrix of each subject
in Figure 4. Each entry in a confusion matrix represents the
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FIGURE 4. Confusion matrices of classification accuracy for the proposed MRC-MLP model.

number of predictions that were made by the model where it
classified the classes correctly or incorrectly.

B. RESULTS AND ANALYSIS

1) COMPARISONS ON FEATURE EXTRACTION

The results are shown in Figure 6. Although the CSP method
has an increase of 5%-6% accuracy over the Riemannian
covariance on subject 3 and subject 7, it is obvious that
the accuracy of the latter is significantly higher than the
former on other subjects. The mean accuracy of the CSP
feature extraction is 68.18%, 7% lower than the Riemannian
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covariance feature extraction. In conclusion, the Riemannian
covariance feature extractor is more effective than CSP based
on the multi-scale spectral division of MI EEG.

2) SELECTION ON FREQUENCY OF SUB-BANDS

It can be seen from the result in Table 2 that the sub-band
of 4Hz achieves the best mean accuracy of 73.43% than
other sub-bands. From Table 3, the accuracy of the concate-
nated sub-bands is 76.05%. Accordingly, the concatenated
features after multi-scale spectral division can improve the
recognition of MI EEG. The width of the frequency sub-band
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TABLE 2. The performance of different frequency sub-bands.

Subjects 2Hz (%) 4Hz (%) 8Hz (%) 16Hz (%) 32Hz (%)
1 90.03 88.96 87.90 88.25 81.13
2 54.41 55.47 55.83 55.47 48.40
3 76.92 79.12 81.31 83.51 82.78
4 71.05 68.85 60.08 53.07 46.92
5 46.30 64.85 59.78 39.49 29.71
6 53.48 55.81 58.13 57.20 53.48
7 83.03 85.19 84.11 84.11 78.33
8 79.33 81.18 80.81 79.70 78.22
9 81.43 81.43 79.54 78.78 75.37
mean 72.89 73.43 71.95 68.85 63.82
TABLE 3. Accuracy of the proposed loss function with common loss functions.
Subjects FL (%) CE (%) MSE (%) CE 12(%) MSE 12(%) Our proposed (%)
1 88.25 87.90 86.47 87.90 87.61 92.17
2 56.89 38.86 46.28 55.47 52.71 56.18
3 82.41 74.72 75.45 74.35 78.12 83.51
4 57.85 55.26 39.47 71.92 72.24 71.92
5 59.05 36.95 27.53 63.04 63.13 66.66
6 59.06 42.32 46.97 54.41 52.28 60.00
7 76.53 70.03 74.00 78.70 84.49 87.72
8 81.18 58.67 69.74 83.39 80.18 82.28
9 78.40 68.56 70.07 80.68 81.95 84.07
mean 71.08 59.25 59.55 72.21 72.25 76.05
0.765 7 p
EEE Riemannian covariance
£0.760
2 80 -
% 0.755 |
% 0.750 4 " 60 4
oy 2
o 0.745 1 §
ST —" . 2 40
£0.735 .
g /
0.7304 ™ 204
T2 s o1 s 6 1
the number of hidden layers

FIGURE 5. Mean accuracy results of different hidden layers in MLP.

increases from 4Hz, it can be concluded that the mean accu-
racy of classification decreases gradually. But the sub-bands
of 8Hz, 16Hz, 32Hz achieve better accuracy on subject 3.

3) PERFORMANCE OF DIFFERENT LOSS FUNCTIONS

Table 3 gives the classification results from different loss
functions such as mean squared error (MSE) [32], cross
entropy (CE) [33], focal loss (FL), mean squared error with
I regularization (MSE_I2), and cross entropy with /, regular-
ization (CE_12). It is observed that the improved loss function
is superior to others. From Table 3, our proposed loss function
achieves a mean accuracy of 76.05% for the nine subjects.
On the one hand, compared with common loss functions such
as CE and MSE without /5 regularization, the corresponding
mean accuracy increases by about 16%. It can be concluded

139980

1 2 3 4 5 6 7 8 9 mean
subjects

FIGURE 6. Accuracy results of two common feature extractors.

from the experimental results, the improved loss function
with [, regularization can help to enhance the classification
performance of the motor imagery classification task. On the
other hand, the FL without /; regularization achieves 71.08%,
which indicates that the FL is potent on the recognition of MI
EEG features.

4) EVALUATION ON MODEL PERFORMANCE

To prove the performance of the proposed method MRC-
MLP, we provided a comparison among our proposed method
and other existing methods. Table 4 shows the mean accu-
racies of different methods based on the BCI competition
IV dataset 2a. Comparing the different methods, on the one
hand, it can be seen from the second column of the Table 4
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TABLE 4. Mean accuracy compatisons with other published results.

References Feature extractor Classifier =~ Mean
accuracy

H. Yang et al. [35] CSP CNN 69%

A. Barachant et al.  Riemannian covariance =~ LDA 70%

[34]

M. Hersche et al. CSP SVM 73.70%

[36] Riemannian covariance =~ SVM 74.77%

Our proposed CSp MLP 68%
Riemannian covariance =~ MLP 76%

that the Riemannian covariance matrix is a more effective
feature extraction method for motor imagery EEG, achieving
a significant improvement in accuracy relative to other feature
extraction methods. On the other hand, from the last five
rows of the Table 4 it can be concluded that the classifier
proposed in this paper is superior to the traditional SVM
and LDA algorithm. From the Table 4, it could be seen that
our proposed model gets better results than others. However,
our model requires more time and memory than SVM. The
number of parameters used by our model is 5.7M. Our model
consumes three times as much time as the SVM classifier by
experiments. In addition, we also conducted experiments on
the feature of combining multi-spectral and multi-temporal,
and obtained a mean accuracy of 73%. It is not feasible
for MLP because multi-temporal features bring dimensional
disaster.

V. CONCLUSION AND FUTURE WORK

In this work we combine Riemannian covariance feature
extractor method based on different frequency sub-bands
and multi-layer perceptron model to classify motor imagery
EEG signals. According to the method adopted in each step
of motor imagery recognition process, we conduct corre-
sponding experiments to verify our methods. In terms of
feature extraction method, we compare the results of CSP
and Riemannian covariance, and find that the latter is more
effective. For the multi-scale spectral division, we compare
the results of each frequency sub-band, and the experiment
results demonstrate that combining the features of each sub-
band is useful to improve the accuracy. Compared with other
common loss functions, we propose an improved loss func-
tion which achieves convincing classification results. To our
knowledge, our method achieves state-of-the-art classifica-
tion results compared with the existing methods.

Our MRC-MLP model should be further explored consid-
ering the long training time and much parameters. And the
future work will more focus on the feature selection and chan-
nel selection methods. Specifically, in order to improve the
computational efficiency, we can select features or channels
by using genetic algorithm to obtain more efficient features
and reduce the dimension of input feature vector.
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