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ABSTRACT Multiple Machine Learning solutions in Industry exist where interpretability is required.
In retail, this is especially important when dealing with cold-start forecasting of promotional sales. In the
planning phase of these promotions, retailers produce sales predictions that are scrutinised by both forecast-
ing experts and managers. In this paper, we combine the predictive benefits of Gradient Boosted Decision
Trees regressors and the interpretability of contrastive explanations. These are implicitly generated by the
manner we shape data. Our method presents the cold-start forecasts in relation to the observed promotional
sales of other products, which we call neighbours. They are selected based on a measure of closeness to
the predicted promotion, which is derived from the variable importance calculated during the training of the
regressors. With this information, the expert reviewer adjusts the cold-start prediction by simply varying the
contribution of the neighbours. To validate our results we test our method on a surrogate model, as well as
on real-market data. The results on the surrogate model demonstrate that our method is able to accurately
identify the features that contribute to sales and then select the closest neighbours to produce a contrastive
explanation. The results on real-market data also show that the proposed method performs at a similar level
to widespread methods such as conventional CatBoost, NGBoost or AutoGluon, and has the advantage of
providing interpretability.

INDEX TERMS Cold-start forecasting, contrastive explanations, interpretableML (iML), retail promotions,
supply chain.

I. INTRODUCTION
Sales promotions are strategies used by retailers to incen-
tivise the market demand of products. The most common
form of promotions include price discounts, special displays,
freebies, deals (two for the price of one), vouchers and
rebates [1]. Apart from being profitable, promotions also
help to reduce stockpiling, attract customers, build store
traffic, introduce new products, and counteract competi-
tors [2]–[4]. The process of planning promotions is com-
plex and challenging [5] and the estimation of sales can
benefit the entire supply chain, including both manufac-
turers and suppliers [6], as well as it can help reducing
waste.

Promotional forecasting is a difficult task and the lack of
historical sales in the cold-start problem makes it even more
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challenging. Machine Learning approaches have been used to
tackle this problem, especially in fields such as recommender
systems, energy forecast, and online retailers [7], [8]. With an
increasing number of automated decisions originating from
Machine Learning (ML) systems, certain applications exist
where trusting the decisions is challenging. Predictions alone
and metrics calculated on these predictions do not suffice
to characterise a model [9]. Understandably, a participant in
the supply chain of a retailer might feel uneasy placing an
order on a new product with very little information about
it. This situation gets more complicated when the decision
on the number of units originates from an automated ML
system with no supporting feedback on the figures, the so
called ‘‘black-box‘‘ models. This situation of mistrust can be
remediated by adding information on how the decision has
been made. Ideally some level of cooperation should exist
between the human and the ML system where the user can
control and modify the results.
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Amongst all types of promotions, there is a particular sub-
set known as cold-start promotions where the stock keeping
unit (SKU) has not been on promotion before. The main
reasons are typically the inclusion of a new product in the
catalog, a new variety of an existing product, or a regular
product that has just never been on promotion.

This paper focuses on adding interpretability to the predic-
tions produced by a ML system in grocery retail. The goal of
interpretability is to describe a system in a way that is under-
standable to humans [10], and fulfilling three pillars: trust,
interaction and transparency [11]. As such, we propose a new
method able to forecast cold-start promotionswhile providing
interpretability through contrastive explanations. For a philo-
sophical approach to the definitions of contrastive explana-
tions we recommend the works by Lipton [12], [13]. In the
context of ML, Miller [14] distinguishes contrastive expla-
nations according to the type of question that they answer:
‘‘WhyP rather thanQ?’’ or ‘‘WhyP butQ’’. The former is the
alternative question and the latter is the congruent one, which
is the one that we focus on in this paper. A congruent question
asks about the fact P occurs in the current situation, while
some surrogate Q actually occurred in some other situation.
Interpretability should not be confused with explainability,
which focuses on the explanation of the internals of amodel to
a human. Explainability has been the subject of many recent
works in the research community [15]–[19] aiming to clarify
and facilitate the understanding of ML and Deep Learning
models.

The novelty of this paper relies on adapting contrastive
explanations in the context of promotional forecast, the focus
being interpretability and not accuracy. A cold-start item P is
likely to have a market demand that is similar to the one of
product Q, which was on promotion in the past. We forecast
cold-start promotions leveraging Gradient Boosted Decision
Tree (GBDT) methods in an interpretable manner. As the
data for new promotional items is non-existent, the GBDT
methods learn the linkages between new and established
items [20] and produce an output relating them to the new
product.

The remainder of this paper is organised as follows.
Section II presents the framework and describes the pro-
posed method. Section III conducts a series of experiments
to evaluate the model, both in artificial and real market data.
Section IV discusses the method and its suitability to support
managers and forecasters in grocery retailers.

II. CONTRASTIVE EXPLANATIONS WITH GBDT
In this section we present our algorithm for the estimation of
the cold-start promotional sales with interpretability. We first
frame contrastive explanations in a promotional context and
then proceed to describe the input data and how to generate
interpretability using conventional GBDT models.

Our method is founded on the idea that the performance of
a promotion in terms of sales is largely determined by the pro-
motional parameters. For example, a promotion on ice cream

at a great discount during summertime is expected to have
larger sales than the same ice cream at an expensive price dur-
ing wintertime. This is also equivalent to expecting that the
sales will be similar to the ones during the last summer, which
constitutes a congruent contrastive explanation. To present
predictions as a cause and effect mechanism, we suggest
a paradigm shift from the conventional GBDT application
where traditionally, the GBDT regressor is trained to directly
predict the response variable. In this paper we aim to forecast
the difference in sales between pairs of promotions, so we
arrange the input data in a particular shape that allows us to
produce forecasts as comparisons between promotions.

The promotional data collected by retailers can typically
be divided into four categories, namely, numerical, binary,
time-date, and categorical variables. Amongst the numerical
variables, is it common to find information about the num-
ber of stores running the promotion, the prices before the
promotion is launched and during the promotion, as well as
the discount. Binary variables, which are a particular case of
categorical variables, are used to inform about features such
as a product being seasonal or the placement of a product
on a featured display, amongst others. The date and date
variables normally mark starting and end dates. The categor-
ical variables describe the type of store, shelf, or the type of
promotion [21]. Clearly, there are confounding variables that
affect the performance of a promotion although the present
work focuses on the ones that retailers can directly measure.

A. METHOD
To explain the arrangement of this input data, let us introduce
the terms and notation followed along this paper. Given a set
ofm observed sales promotions, we represent the explanatory
variables composed of nn numerical, nc categorical and nd
date variables as X ∈ Rm×n, where n = nn + nc + nd .
We use y ∈ Rm to represent the response variable of the
m promotions, which typically is the amount of sales in
units, or sometimes a compound metric of the sales that
factors the sales and other market indicators. This is the set
D = {X, y}, whose matrices are

X =


x(1)1 x(1)2 x(1)3 . . . x(1)n

x(2)1 x(2)2 x(2)3 . . . x(2)n

...
...

...
. . .

...

x(m)1 x(m)2 x(m)3 . . . x(m)n

 and y =


y(1)

y(2)

...

y(m)

 , (1)

where superscript (i) denotes the i-th row, a promotion, of a
matrix and subscript j denotes the j-th column or variable of
a matrix.

With this notation, we describe next the process of
building a contrastive training set, which we refer to
as extended matrix, Xext. Note that we use bold super-
script or subscript to identify different types of elements,
vectors or matrices. This dataset comes from repeating
the following process iteratively. From D, we randomly
select a first reference observation (xref1 , yref1 ), which is
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compared to another k observations that we call neigh-
bours. These k promotions are also randomly drawn from
D with the restriction that they must have occurred at a
time prior to the reference promotion, formally (Xneig, yneig),

where Xneig
=

[
xneig(1)

>

, . . . , xneig(k)
>
]>

and yneig =[
yneig(1), . . . , yneig(k)

]>
. This is done to preserve the time

structure of the forecasting problem and also to provide diver-
sity during the training stage.

We now arrange the submatrices with p = nn+nc numeri-
cal and categorical columns. The reference promotion part is
x̃ref1 =

[
x̃ref11 , . . . , x̃ref1p

]
. This selection is applied for each

of the i-th neighbours too, as x̃neig(i) =
[
x̃neig(i)1 , . . . , x̃neig(i)p

]
,

being i = 1, . . . , k .
To encode the nc categorical variables as numerical we use

either the James-Stein encoder [22], or the target additive
encoding [23], or the CatBoost approach [24]. The date
and time variables are also manipulated so we can operate
on them. Typically both month and season are derived from
the launching dates, mainly to account for seasonal effects
and trends. The differences in days between the reference
promotion and the neighbours are also calculated, adding up
to a total of q date-derived variables, which are represented
as the following matrix Qref

∈ Rk×q, as per

Qref
=


dref1-neig(1)1 . . . dref1-neig(1)q

...
. . .

...

dref1-neig(k)1 . . . dref1-neig(k)q

 . (2)

We then form the k rows of Xext
ref1

by concatenating the
neighbours and the reference per row as follows,

Xext
ref1 =

x̃
neig(1)

...

x̃neig(k)

x̃ref1
...

x̃ref1
Qref1

 , (3)

with dimensions according to Xext
ref1
∈ Rk×(2p+q).

The target variable to train the model on is the difference
of the response variable between the reference and the neigh-
bours, as per

yextref1 =


yref1 − yneig(1)

yref1 − yneig(2)
...

yref1 − yneig(k)

 =

y(1)1
y(2)1
...

y(k)1

 . (4)

The process detailed above is repeated N times to pro-
duce the training set Dext

= (Xext, yext) where Xext
=[

Xext
ref1
, . . . , Xext

refN

]>
and yext =

[
yextref1

, . . . , yextrefN

]>
.

Figure 1 depicts the construction of Dext in an example
where there are two reference promotions, and the steps
involved in the algorithm are summarised in Algorithm 1.
Please note that the input features to our model are directly
interpretable as they have not been engineered. This is
referred as the transparency property of interpretable models,
particularised as decomposability [9] or intelligibility.

Algorithm 1 Pseudo-Code for Building Dext

Input: X ∈ Rm×n, y ∈ Rm×1, N (number of iterations), K
(number of neighbours).
Output: Xext: Extended X for training. yext: Extended y for
training.
1: for n = 1→ N do
2: Select a random row from X and y and name it

reference xrefn and yrefn .
3: for k = 1→ K do
4: Select a random row fromX and y from the subset

of promotions that occurred before the reference one.
Name it xneig and yneig.

5: Concatenate the numerical and categorical vari-
ables of xneig and xrefn . Operate on the time-date vari-
ables. Append all of them to Xext.

6: Append to yext the difference between the values
of the target variable yref − yneig.

7: end for
8: end for

The set Dext is used to train one of the following GBDT
methods: XGBoost [25], CatBoost [26] and LightGBM [27]
for regression, or NGBoost [28] for probabilistic regres-
sion. The reasons for using GBDT methods, apart from
their accuracy and speed, is that they natively provide with
methods to calculate the importance of the input features.
The regressors are trained using Bayesian hyper-parameter
optimisation [29]. Once the regressor is trained and meets
the minimum requirements for accuracy and error, we cal-
culate the feature importance vector v ∈ R(2p+q), which
can be broken down into the features that it represents as
v = [vneig, vref, vQ]. This vector plays a fundamental role at
forecasting time as it is used to select the closest neighbours
to each instance of test set. It is worth noting that to facilitate
interpretability, the feature importance vector is presented to
the user as the addition of neighbour and reference, which can
be written as v′ = [vneig + vref, vQ].

B. DISTANCES, NEIGHBOURS, AND FORECAST
To illustrate the steps involved in the prediction stage, let
us recall the ice cream example mentioned at the beginning
of the section. Given that we want to predict the sales of a
promotion happening during summertime, in order to form a
contrastive explanation we are interested in promotions that
have occurred under similar circumstances, such as summer-
time or hot days during springtime, and at a similar price.
In this context, very different promotions do not add a large
explanatory value. This concept is translated into our frame-
work by leveraging the components of vector v. Given a new
promotion xtest ∈ Rn to forecast for, to create xexttest we need
k-neighbours. Instead of selecting them randomly as we do
during training, we choose them as the closest promotions to
xtest according to aweighted Euclidean distance. This process
involves to greedily calculate all the distances between the
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FIGURE 1. Arrangement of the training dataset Xext. During each iteration, we randomly withdraw a reference row and a set of neighbours (4 in the
image) from the input dataset X and stack them.

standardised test promotion and the standardised instances in
the training set, denoted as d(xneig, xtest, v). Please refer to
the Appendix B for a discussion on the calculation of this
weighted Euclidean distance.

The distances are then used to forecast each test promotion
using the trained regressor, obtaining k delta values, y1 =
[y(1)1 , . . . , y

(k)
1 ]>, that represent the difference between the

promotion of interest and the neighbouring promotion. This
increment can be subsequently decomposed into the actual
forecast by adding the sales of the neighbouring promotions,

y(1)1
y(2)1
...

y(k)1

⇒

y(1)1 + y

neig(1)

y(2)1 + y
neig(2)

...

y(k)1 + y
neig(k)

 =

ỹtest(1)

ỹtest(2)
...

ỹtest(k)

 = ỹ. (5)

The idea in this equation is to present the forecast as a contrast
to the neighbouring promotions, so the user can compare with
the features and performance of the k neighbours. Return-
ing to the ice cream example, if the reference promotion is
planned for fall season, the method is expected to present a
negative figure when comparing to summertime promotions
but most likely a positive one when comparing to wintertime
offers.

The final forecast can be calculated with either the standard
mean ŷtest = E[ỹ], or as a weighted mean leveraging the
Euclidean distances calculated in Eq. (10), as follows,

ŷtest =
w>ỹ
w>1

, (6)

where w = 1 � d, 1 is a vector with k ones, d =
[d(xneig(1), xtest, v), . . . , d(xneig(k), xtest, v)] and � denotes
the element-wise division. These two approaches for averag-
ing the final forecast are later discussed on the experiments
in Section III-C1.
Note that in our setup, the distance between promotions

can not be zero because the date time variables are always

different. Nevertheless, to grant numerical stability in Eq. (6),
the distances are limited to a minimum value of 10−3.

C. FORECAST GOVERNANCE
It is important to verify that the cold-start forecast ŷtest is
reasonable given the historical promotions. For this purpose,
we add a layer of governance. As the forecast is calculated
using the closest k-neighbours, we leverage the actual sales
of these k-neighbours, yextrefk

, to detect if the cold-start forecast
is an outlier. We do so by means of a modified z-score [30]:

0.6745 |ŷtest − median(yextrefk
)|

median(|yextrefk
− median(yextrefk

)|)
≤ η. (7)

Therefore, when the forecast exceeds η, it is flagged as an
outlier and it should be reviewed by the forecasting team.
Note that, although the proposed value in [30] for η is 3.5,
we recommend setting the threshold η to about 2.5 or 3.0 in
order to be conservative, due to the risk assumed in making
decisions for promotional sales.

D. ONLINE MODEL TRAINING
Typically, the items catalogue of grocery retailers follows a
well-defined hierarchical structure. Different retailers use dif-
ferent naming conventions but generally, items are organised
into categories, families and classes. For example, the ice
cream mentioned earlier on might belong to the ‘‘frozen
food’’ category, to the ‘‘ice cream and frozen desserts’’ family
and to the ‘‘ice cream tubs’’ class.

The training set used by method is always at the SKU
class level, which in our real-market dataset usually contains
between 30 and 200 products. It is stored-aggregated and
composed by the past two years historical promotions. This
is typically less than 1000 records, allowing us to calculate
the forecast in an online fashion, meaning that we train and
forecast on-the-fly per cold-start product. This is done for
several reasons. Promotional environments are typically non-
stationary. By training the model online we make sure the
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FIGURE 2. Schema representing the contrastive regressor broken into functional blocks. The data preparation block illustrates how the input data is
arranged given the number of neighbours. The training block illustrates the the selection of a base regressor and the hyperparameters (they can be
optimised through Bayesian hyper-optimisation). The prediction block aims to represent the role of both number of neighbours and feature importance
in the method. To calculate the forecast of a new SKU, the feature importance is decisive in selecting the k-neighbours from the input data that are the
closest to the new SKU. The neighbours are then used to calculate k predictions of the response variable that are aggregated to calculate the forecast.
The forecast and the constrastive explanations are presented to the user, that has the option of modifying the forecast by varying the distances to the
neighbours or overriding the feature importances.

latest records available are always used. Another reason is
reducing the overhead of model management. This can be
done by adding a forecast governance layer (see Section II-C)
and managing the lifecycle with open source platforms such
as MLflowTM [31].

E. MODEL TRANSPARENCY AND USER INTERACTION
One of the properties of interpretable models is transparency,
which connotes some sense of understanding of the mecha-
nism by which the model works [9].

In our method, there are two main mechanisms involved
in producing a prediction: inner and outer layers. The inner
layer is the underlying GBDT model that generates the y1
values. Aiming to explain the internals of these models is
referred as explainability and is not the purpose of this paper.
SHAP [32] provides local explanations for GBDT in this
context. On the other hand, the outer layer is the one that
provides transparency and intuition about the prediction pro-
duced by our method. The forecast is presented to the user as
a comparison with k past promotions (neighbours), showing
the importance of the input variables, which explains why
the neighbours were selected. It also presents the expected
change in sales of the cold-start promotion regarding the
neighbour, as well as the distance between the neighbour and
the test promotion. This presentation is shown alongside the
experiments in Section III, see Table 1.
The user can appropriately contest the algorithmic decision

in this outer layer. The most immediate action is to modify
the neighbour distances. For example, the method presents
a recent and similar promotion that coincided with a sports
event that massively increased the sales. The user can also

discount the promotion by setting large values for its distance,
so it is disregarded in Eq. 6.

The second form of interacting with the forecast is to
override the variable importance and re-forecast. For exam-
ple, this is often done in order to combat demand volatility.
In abnormal situations such as crisis, the historical demand
of products has little correlation with the actual demand
during the crisis. To ensure the neighbours are the most recent
records, a user can assign a large weight to the variable that
represents the difference in days.

Figure 2 summarises the components described in
Section II. The data preparation block illustrates how the
input data is arranged given the number of neighbours. The
training block illustrates the selection of a base regressor and
the hyperparameters (they can be optimised through Bayesian
hyper-optimisation). The prediction block aims to represent
the role of both number of neighbours and feature importance
in themethod. To calculate the forecast of a newSKU, the fea-
ture importance is decisive in selecting the k neighbours from
the input data that are the closest to the new SKU. The
neighbours are then used to calculate k predictions of the
response variable that are aggregated to calculate the forecast.
The forecast and the constrastive explanations are presented
to the user, having the option of modifying the forecast by
varying the distances to the neighbours, or overriding the
feature importances.

III. EVALUATION
In this section, we focus on evaluating the method through a
series of experiments. The first experiment analyses the role
of the variable importance in the forecast and the explanation.
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The second experiment examines the method focusing on
the selection of the neighbours in a toy dataset. The third
experiment tests the method with real market data, and it
is divided into two parts, namely, analysis of the number
of neighbours, and comparison with Extremely Randomized
Trees [33],CatBoost [26],NGBoost [28] andAutoGluon [34],
which are widespread state-of-the-art methods used both in
academia and industry.

A. ANALYSIS OF THE FEATURE IMPORTANCE
The purpose of this first experiment is to demonstrate that our
method is able to recognise the importance of the variables
that contribute to the promotional sales, and consequently to
select the closest neighbours to a cold-start instance. We also
discuss the results that the model produces and their interpre-
tation.

A simple approach to evaluate if the model finds the rel-
evant features that drive the sales is to use a linear model
where the contribution of the independent variables to the
response variable is known. Let us generate 500 samples
of a model with 5 independent variables (x1, . . . , x5) which
are drawn from the uniform distribution U (0, 1), being X ∈
R500×5. To define the impact of the independent variables
in the response variable, we use a vector of weights w =
[42, 34, 16, 0, 8] being

∑5
i=1 wi = 100. The response vari-

able y ∈ R500 is the linear combination of w with X as per
y = w>X. We then train our model on X and y using as the
base regressor CatBoost, a learning rate of 0.08, a validation
set of 20%, the tree depth set to 12, 300 iterations and 5 neigh-
bours.

Once trained, the variable importance vector for the neigh-
bours is vneig = [18.84, 17.88, 6.10, 1.75, 2.00] and the ref-
erence counterpart is vref = [24.14, 17.75, 6.65, 2.52, 2.36].
As mentioned in Section II-E, this information is presented
to the user as the addition v′ = vneig + vref, which in our
experiment results in v′ = [42.97, 35.63, 12.75, 4.27, 4.36].
Despite the simplicity of the linear model, it is remarkable
that the feature importances calculated by themethod are very
close to the actual weights.

The second part of this experiment shows how to interpret
the contrastive explanations produced by the method. Let us
predict one test instance xtest = [0.1, 0.5, 0.5, 0.5, 0.5] and
ytest = 33.2 with the model and present the explanation
in Table 1. The table shows in its second row the variable
importance colouring the highest value as light yellow and the
lowest as dark green. As known from the variable importance
calculation, x1 and x2 are the variables that have the larger
effect on the promotional sales, and therefore, the neighbours
of the test promotion have very similar x1 and x2 values. Col-
umn y1 contains the raw forecast from the regressor, which
is the expected difference between the sales of the neighbour
and the cold-start instance. Column y (sales) contains the
historical sales of the neighbours whereas column y + y1
represents the addition of the two aforementioned.

Let us interpret the predictions starting with the contrastive
explanation given for neighbour 2. The values x1 and x2 are

both larger in the cold-start instance than in neighbour 2.
The model predicts y(2)1 = 5.62, meaning that the cold-start
promotion is expected to sell 5.62 units more than neighbour
2 did. The forecast with respect to neighbour 2 is ỹtest(2) =
y(2)1 + y(2)neig = 33.33. When comparing to neighbour 3,

the cold-start promotion is expected to sell less, as y(3)1 =
−2.88 units. The forecast ỹtest(3) = y(3)1 + yneig(3) = 34.95,
an error of 1.75 units. The closest neighbour, number 1, is a
mix of the two aforementioned cases as x1 is larger but x2
is smaller. The actual sales of neighbour 1 are 32.61 units,
so the method is right in expecting more sales from the cold-
start promotion but it over-forecasts by 1.76 units.

In this experiment we have discussed the explanations
generated by our method and proved that they are insightful,
valuable, and accurate.

B. PROMOTIONAL PLANNING
In this experiment we focus on how to use our method in the
planning phase of a promotion. Let us illustrate the following
situation. A retailer is interested in launching a promotion on
a cold-start product. During the planning of the promotion the
retailer chooses parameters such as the price of the product
the type of display. In this experiment we explore five possi-
ble combinations of price and type of shelf and discuss how
our method produces the forecast and selects the neighbours
on a surrogate model.

This data model simulates the sales of 3 SKUs at a country
level (constant number of stores) allowing to control the
number of times that the product has been on promotion,
the baseline sales, the price and discount range, and also the
effects on the promotional sales of both the discount and the
type of feature display.

We model the baseline sales of each product as a normal
distribution xb ∼ N (µb, σ 2

b ).We simplify the type of promo-
tions in our model to price cut deals, which allows us tomodel
the discount as a half-normal distribution xd ∼

∣∣N (0, σ 2
b )
∣∣ ∈

[0,∞). The deal effect curve [35], which connects discount
and sales, is modelled as a shifted Gompertz distribution.
In this setup, the sales increase with the discount reaching
a point where they experience a decay. This saturation is typ-
ically observed in stock limited offers. The shifted Gompertz
distribution at a time t , with scale parameter b and shape
parameter η that is used in our examples is defined as:

f (t; b, η) = 1+
(
2.2be−bte−ηe

−bt
[1+ η(1− e−bt )]

)
(8)

The deal effect curves are shown in Figure 3, where the
blue line represents product P1, a product where discounts
do not make a large difference as the product is normally
included in the regular basket, for example, produce products.
Product P2 is represented by the orange line, and in this
case, the discount rapidly increases the sales up to the point
of running out of stock, affecting sales negatively. Finally,
in green colour line there is product P3, which represents
a real case scenario that we have particularly observed in
Asian markets, where there are certain products for which

VOLUME 8, 2020 137579



C. Aguilar-Palacios et al.: Cold-Start Promotional Sales Forecasting Through Gradient Boosted-Based Contrastive Explanations

TABLE 1. Constrastive explanation of a Cold-Start forecast from Experiment 1. The variable importance is presented in the second row. Column y1

contains the raw forecast from the regressor which is the expected difference between the sales of the neighbour and the cold-start instance. For
example, the cold-start promotion is expected to sell 6.19 units less than neighbour 4, which has larger x1 and x2 values. Column y (sales) shows the
actual sales amount for the neighbour. Column y + y1 is the addition of the change in sales and the neighbour sales. The last column shows the weighted
Euclidean distance between the neighbours and the cold-start promotion.

TABLE 2. Parameters of the surrogate model in Experiment 2 for the 3 simulated products.

a small price cut can rapidly increase sales. As a byproduct
the shelves are empty very quickly resulting in a negative
customer experience.

FIGURE 3. Deal effect curve modelled as a shifted Gompertz function of
the 3 simulated products in Experiment 2.

The effect of shelf or feature capacity is simply modelled
as a direct increment to the sales as per 4.8 · 10−3 · δc, where
δ models the impact of the shelf in that product and c is
the capacity of the shelf. The independent variables of the
model are the market price (includes the discount) and the
feature type, which is encoded as a categorical variable. The
response variable is modelled as the baseline sales scaled by
the Gompertz function of the discount and also dependant on
the shelf capacity, calculated as y = xb · f (xd ; b, η) + 4.8 ·
10−3 · δc. The parameters of the toy model for the 3 products
are summarised in Table 2.

Our model is trained on the variables discount and fea-
ture type, which is mapped to numerical as mentioned in
Section II. The number of neighbours is to 5, the training split
to 25% and the validation test size to 20%. We use CatBoost

FIGURE 4. Plot of the promotional planning problem and its predictions
for different scenarios. The x and y axis are the input variables price and
feature capacity, respectively. The z-axis represents the historical sales per
product with the exception of the red dots that are the predicted sales.

as the underlying regressor, where the number of iterations
is 543, the learning rate 0.09, the tree depth 10, and the cost
function is the root mean squared error (RMSE). From the
training process we retrieve the variable importance vector,
corresponding to 42.95 for the price and 6.53 for the type of
feature display.

During the planning phase, the retailer wants to see the
sales predictions of the 5 following (price, shelf ) combina-
tions: [(63, 6), (65, 13), (70, 11), (85, 6), (95, 10)]. The fore-
cast and contrastive explanations are shown in Table 3 and
a spatial interpretation of the training set, along with the
cold-start forecast offered in Figure 4. Let us analyse the
predictions. For example, in the first scenario, the product
will debut in the market with a price of 63 units and a shelf
type 6. The historical promotions in that region of the space
are mainly from P3 and only one from P1. Given that the
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TABLE 3. Results for the cold-start forecast of a simulated product in 5 different promotional planning scenarios. The reference product column shows
the 5 closest neighbours. The value of features price and shelves (along with their importance) are presented in columns 2 and 3. Column y1 shows the
difference between the cold-forecast and the historical promotion. This parameter is part of the contrastive explanation. It shows that the promotion to
be forecast for is expected to perform differently from the neighbouring one in that number of units. Column y + y1 is the new forecast according to that
past promotion. Column distances shows the scaled Euclidean distance between reference promotion and cold start promotion. It is used to calculate the
prediction presented in each forecast row.

TABLE 4. Comparing different regression methods on 17 cold-start products sorted by MAPE values. In bold letters the method presented in this paper.

weight of the variable price is considerably larger that the
shelf variable, the neighbours are selected mainly by their
price proximity. Our method selects a point from P1 as the

closest, and it is interesting to see the interpretation. The
selling price of P1 is on average 73.46, considerably larger
than 63. Our model infers that the new product at that price
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FIGURE 5. (Left to right) Comparison of the forecast error varying the number of neighbours for the following approaches:
averaged neighbours, weighted average based on the distance and random neighbours. The random neighbours option
produces forecast errors 10 times larger than the averages.

should sell more that P1, and it therefore sets the y1 value to
11.38 units more than P1. With regards to that P1 promotion,
our new product is expected to sell y + y1 = 109.62 units.
The second neighbour is one promotion from product P2,
which normally trades at a lower price. Our model infers that
even if the product is on the same type of shelf, because the
price of the cold-start product is larger, it is expected to sell
−1.57 units less. The same reasoning applies to the remaining
instances. Finally, these forecast are combined by means of
the distances to predict that the new product will sell around
120.12 units.

When reviewing the planing predictions, a forecast analyst
can change the contribution of a neighbour, by varying either
the quantity in y + y1 or the distance, which can be set
to a high value to disregard a particular neighbour. It is
also possible to override the variable importance to return a
different set of neighbours.

C. REAL MARKET DATA
In this third experiment, we apply our method to forecasting
real market products from a European retailer and evaluate
the results. It is a common belief that interpretability means
sacrificing accuracy. Our findings imply quite the contrary.
In this section we demonstrate that our explainable method is
as accurate as the state-of-the-art methods that we benchmark
against.

The data used in the experiment was collected circa
2016 and contains approximately a year of promotional sales
for different retail categories. The dataset features the number
and type of stores, the dates when the promotions occurred,
the regular and promotional prices and the category that each
product belongs to. Some factors are worth considering about
the data. It only features the promotional sales, so assump-

tions about the regular demand or popularity of the products
(including the cold-start ones) can not bemade. The cold-start
products can range from a completely new product, to a new
flavour of a existing SKU, to a product with a new presenta-
tion or packaging. Some of these factors positively contribute
to the high accuracy of the cold-start forecasts tested along
this section. This dataset contains 17 products that have been
on promotion only one time and they conform our cold-start
test set and they are salty snacks, jelly beans, pre-cooked rice,
chocolate, Malvasia wine, lassi, and shampoo.

1) NUMBER OF NEIGHBOURS AND DISTANCES
In this section we discuss how the number of neighbours
affect the forecast and we also analyse the method used to
select the distance amongst them. One may think that the
effort in selecting the closest neighbours must be justified.
At the very least, it has to be better than just selecting random
neighbours. We also evaluate if predicting with the weighted
average (derived from the distances) is more accurate than
using the average of the sales of the neighbours. We set to
demonstrate that this is the case by forecasting the 17 prod-
ucts and comparing the forecast error, which is defined in the
Appendix table 5.

We sweep the number of neighbours from 2 to 5, both
inclusive. As we can see in Figure 5, the first 4 plots from
the left side correspond to the average, followed by the
4 weighted average forecasts, and finally the 4 when random
neighbours are selected. The forecast error from random
neighbours is just out of scale.

2) ACCURACY
Given that our method is built on top of GBDT methods,
we compare it directly to the GBDT methods to evaluate the
differences in accuracy. specifically, we benchmark against
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CatBoost and NGBoost. To ensure meaningful pairwise com-
parisons, we use the same data and same parameters. We also
benchmark against another type of trees known as Extremely
Randomized Trees (ERT) [33] using the Scikit-learn [36]
implementation. The fixed parameters for all the tree-based
models are 600 iterations, learning rate set to 0.08, validation
set of 20% (except ERT), and depth to 12. We use our method
with 3 neighbours. We also want to compare our method
to the auto-ML framework AutoGluon [34] using the same
datasets. We use AutoGluon’s tabular prediction module and
apply the fit function without hyper-parameter tuning. For
each one of the cold-start predictions, we train all the methods
on a dataset that contains all the historical promotions of the
category of the product to forecast for. The response variable
is the total number of units sold during the promotion.

Ranking forecasting methods using just one metric is dif-
ficult and it can be misleading as the metric might not reflect
some particularities that are important to the business. Owing
to this, we have decided to evaluate the cold-start forecast
on the following metrics: MAPE, MAE, forecast bias, fore-
cast accuracy, RMSE, mean error, forecast error and R2, all
defined in Table 5. For a discussion on time-series forecasting
error metrics and their implications, we refer to [37]. The
results are presented in Table 4, which summarises these met-
rics per method calculated for the 17 cold-start promotional
products and sorted by MAPE values. ERT achieves the best
scores overall. Both contrastive weighted implementations of
CatBoost andNGBoost produce smaller error figures than the
original implementations. The central part of the table is dom-
inated by theAutoGluonmodels. The largest overall errors are
produced by the AutoGluon neural network regressor.

IV. CONCLUSION
Cold-start forecasting is a difficult but common problem in a
variety of disciplines as no historical information exists on the
subject of the forecast. This problem is particularly challeng-
ing in retail promotions, as the complexity of promotional
forecasting is added to the cold-start difficulty. In this paper,
we proposed to solve this problem through interpretable ML.
We align with authors such as Rudin [38] in the statement
that we should move away from black-box models where the
decisionsmade by automated systems require interpretability.
Furthermore, in scenarios as such, the lack of interpretability
directly affects the usability of a prediction as it inherently
produces mistrust. Given the nature of the grocery retail
business, forecasting affects many elements of the supply
chain, from producers, suppliers, distributors, and customers.
The implications are such that retailers commonly employ
teams of analysts that validate and modify promotional fore-
casts generated by automated systems. Our method has been
designed for these analysts. Apart from automatically esti-
mating the sales of a cold-start promotion, the method pro-
duces explanations on how the prediction has been made,
and also provides appropriate mechanisms to interact with
the forecast as well as to detect outlier forecast that should
be flagged for review.

In this work, we achieved cold-start promotional forecast-
ing and interpretability altogether, which to the best of our
knowledge has not yet been addressed in the literature. Our
method is divided into two layers: an inner layer that calcu-
lates the regression using GBDT (CatBoost, XGBoost, Light-
GBM, and NGBoost have been tested), and an outer layer that
both calculates the forecast, and informs about it using con-
gruent contrastive explanations. One of the particularities of
our method is that the GBDT regressors are trained to forecast
the difference in sales between pairs of promotions, instead
of a direct estimation of the sales. In order to produce a cold-
start forecast, the k historical promotions, or neighbours, are
selected from the training set according to the closest values
in the most relevant features. Their search is done through
a weighted Euclidean distance, where the weights are the
importance of the features calculated by the GBDT regressor
during the training stage. To forecast one promotion, the inner
layer produces k predictions which are subsequently aggre-
gated by the outer layer using the inverse of the weighted
Euclidean distance. Moreover, the method allows user inter-
action to manipulate the predictions by simply varying the
distances or by overriding the variable importance to select
different neighbours.

We recommend to tune the hyperparameters of the model
(number of iterations, depth and learning rate) using Bayesian
hyper-parameter optimisation although the parameters can
also be fixed.

Most retailers group their products into relevant classes.
We train our method on all the historical promotions pertain-
ing to the class of the product that we forecast for. This poses a
limitation as there might be cases when the cold-start product
sells in a different manner to the SKUs within the class.
Equally, if the class does not contain many products or the
promotional observations are very scarce, the forecast proba-
bly will not be very accurate.

Another potential limitation of the method are outlier pro-
motions. The method is able to remove from the training set
promotions that sold very little or featured a small number
of stores, but it is not able to detect promotions that sold
a atypical number of units. These promotions can lead the
method to over-forecasting.

Evaluating interpretability is a non-trivial task and is it
not clear how it should be measured [39]. We demonstrated
using a linear model that our contrastive explanations are
consistent with the model. Particularly, we demonstrated that
the method correctly identifies the variables that influence
the sales the most, and accordingly finds their importance.
We also showed how the contrastive explanations are agree-
able with the intuition of a forecast analyst.

We have also addressed the effect of the number of neigh-
bours and the influence of the distance when selecting the
neighbours using real market data. Also, we have addressed
the myth of interpretability at the cost of accuracy, proving
that our method performs at the same level as CatBoost,
NGBoost or AutoGluon, which are not interpretable by them-
selves.
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TABLE 5. Summary of the forecast measures used along the paper.

Future work should consider filtering outlier promotions
and a more strategic sampling of the historical promotions.
Also a solution is required for the edge cases when the data
in the class is not representative of the product.

We hope that this paper will contribute towards the adop-
tion of interpretable ML in cold-start promotional forecast
systems. Aversion to black-boxes can be overcome with con-
trastive explanations and human-system interaction, where
a human understands the consequences of modifying the
parameters of the method, in our case, neighbour distances
and the importance of the variables, to get a different forecast.

APPENDIX A
NEIGHBOUR DISTANCES
The distance between a promotion to forecast for and the
instances in the training set, d(xneig, xtest, v), determines the
so-called neighbours, and subsequently the forecast itself as
per Eq. (5). It also indicates how far the cold-start instance
is from the observed data. This information is valuable to the
forecast reviewer in the sense that a promotion that lies far
from the ones observed in the training set is more unconven-
tional.

We train the regressor on random neighbours so it learns
the differences in the input features related to the difference in
the response variable. Therefore, the model should be able to
produce a decent forecast with random neighbours. However,
the main goal of this paper is interpretability and to achieve
that, we present the forecast as the combination of promotions
with similar features. The role of the distance is to select these
meaningful instances to compare to.

We leverage the feature importance vector for this task
in two different manners: symmetrical and asymmetrical
weights matrix.

A common approach that follows the axioms of distance
measures is to have a symmetric positive definite weights
matrix W, that scales both column vectors xneig and xtest.
This can be achieved by adding the variable importance of
the neighbour and reference as W = diag(v) ∈ Rn×n, where
diag(·) denotes a diagonal matrix with its main diagonal
formed by the elements of the vector given by (·). Let us

follow [40] to factorise the weights matrix using Cholesky
decomposition as W = L>L and use it in the distance
calculation as follows,

d(xneig, xtest, v) = (xneig − xtest)>W(xneig − xtest)

= (Lxneig − Lxtest)>(Lxneig−Lxtest). (9)

To avoid recalculations, we recommend to store the stan-
dardised and scaled training set Lxneig as a property of the
predictor class. The caveat of this approach is that in some
cases, matrix W is positive semi-definite so we then default
to the direct calculation of d(xneig, xtest,W) skipping the
decomposition.

On the other hand, the asymmetrical approach scales the
training set instances by vneig, the calculated importance on
the neighbours. The test set is scaled by vtest. The formulation
is as follows,

d(xneig, xtest, v) =
p∑
i=1

(√
vneigi · xneigi −

√
vtesti · x

test
i

)2

,

(10)

where xneig represents one of the rows from the training set.
With the k-closest neighbours we then arrange the extended
test set Xext

test.

APPENDIX B
FORECAST EVALUATION METRICS
Table 5 summarizes the calculation of the forecast metrics
used in the paper.

CODE AND DATA AVAILABILITY
The Python implementation of our method and the surrogate
model data are available at https://github.com/CarlitosDev/
contrastiveExplanation/.
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