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ABSTRACT The promise of low latency connectivity and efficient bandwidth utilization has driven the
recent shift from vehicular cloud computing (VCC) towards vehicular edge computing (VEC). This paper
presents an advanced deep learning-based computational offloading algorithm for multilevel vehicular
edge-cloud computing networks. To conserve energy and guarantee the efficient utilization of shared
resources among multiple vehicles, an integration model of computational offloading, and resource allo-
cation is formulated as a binary optimization problem to minimize the total cost of the entire system in terms
of time and energy. However, this problem is considered NP-hard and it is computationally prohibitive to
solve this type of problem, particularly for large-scale vehicles, due to the curse-of-dimensionality problem.
Therefore, an equivalent reinforcement learning form is generated andwe propose a distributed deep learning
algorithm to find the near-optimal computational offloading decisions in which a set of deep neural networks
are used in parallel. Finally, simulation results show that the proposed algorithm can exhibit fast convergence
and significantly reduce the overall consumption of an entire system compared to the benchmark solutions.

INDEX TERMS Computation offloading, vehicular edge-cloud computing, autonomous vehicles, 5G,
resource allocation, deep reinforcement learning.

I. INTRODUCTION
IN recent years, the Internet of Things (IoT) and wireless
sensors have becomemore popular in daily life. Additionally,
with the emergence of 5G technology, the capabilities of
communication are gradually improving, which will lead to
a proliferation of new applications with advanced features
such as autonomous vehicles, virtual/augmented reality, face
recognition, and e-Health [1], [2]. However, the limited com-
putational capacity and battery power of vehicles pose a large
challenge to meeting these requirements and ensuring the
required quality of service (QoS)level [3].
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approving it for publication was Huan Zhou .

To address the contradiction between the requirements of
these applications and the limitations of resource-constrained
vehicles, a computational offloading concept has been intro-
duced in which resource-intensive computations are migrated
from the vehicles to a resource-rich server for remote exe-
cution, and the results are returned [4]–[8]. Vehicular cloud
computing (VCC) was initially developed to provide vehicles
with flexibility in computing, storage and service capabilities,
thus reducing power consumption and enhancing application
performance. However, high latency is considered the main
challenge for VCC, which makes it unsuitable for real-time
and delay-sensitive applications [9], [10].

Vehicular edge computing (VEC) is considered a viable
and promising new solution for addressing VCC chal-
lenges that has recently been proposed and received much
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attention [11]–[14]. In VEC, the computational and storage
capabilities of cloud servers are deployed at the edge of the
radio access network (e.g., roadside units - RSUs), which
is in proximity to vehicles and can offer high QoS and a
cost-efficient solution with low latency [15]. Applications
such as on-vehicle cameras and embedded sensors can ben-
efit from VEC and provide efficient and safe transportation
systems.

With the development of computational offloading for
VEC systems, numerous approaches and models have been
recently proposed in which some systems handle a single
objective and others handle multiple objectives [16], [17].
Additionally, conventional methods have mostly been used
for solving these optimization models [13], [18], while differ-
ent intelligent algorithms based on deep learning have been
recently used [19], [20]. On the one hand, edge servers have
a small scale with limited processing capacity in comparison
with cloud servers, which may cause congestion and lead to a
longer processing time delay for the computational offloading
of a large number of vehicles if they offload their computa-
tional tasks to the same server [21]. On the other hand, finding
an optimal solution in time-variant dynamic systems such as
multiuser wireless VEC networks is challenging. Therefore,
motivated by these considerations, a VEC network is consid-
ered in which our environment is composed of multiple edge
servers that are connected to a single cloud server. In addition,
there are sets of vehicles that can process their computa-
tional tasks remotely at one of the available edge servers or
cloud servers. Furthermore, a distributed deep learning-based
computational offloading algorithm is developed to handle
the performance optimization. The main contributions of this
study are summarized as follows:
• We formulate an integration model of computational
offloading, and resource allocation as a binary opti-
mization problem whose objective is to minimize the
weighted sum cost of entire system in terms of the
energy consumption and latency for multilevel vehicular
edge-cloud computing networks.

• We transform the above problem into an equivalent rein-
forcement learning form and then, propose an efficient
algorithm based on distributed deep learning to solve
this problem and derive computational offloading deci-
sions.

• Finally, simulation results are conducted to prove the
effectiveness of our proposed model and algorithm on
the overall performance of an entire system in terms of
energy and time in comparison with other benchmark
solutions.

The rest of the study is organized as follows. An overview
of related works on computational offloading policies is
presented in Section II. An introduction of our system
model in terms of communication and computational mod-
els and the formulation of the optimization problem is
presented in Section III. Next, we design a distributed
deep Q learning algorithm for solving the optimization
problem in Section III-D. Simulation experiments are con-

ducted to demonstrate our offloading model and algorithm
in Section V. Finally, Section VI concludes the paper.

II. RELATED WORK
Recently, numerous approaches and optimization mod-
els have been proposed for addressing the challenges of
vehicles using mobile edge computing (MEC) by apply-
ing the computational offloading concept. Most of these
optimization models can be solved using conventional
methods [13], [18], whereas recently, deep learning algo-
rithms have been recently adopted as an effective method for
solving these models [19], [20]. In the following subsections,
a brief overview of the common models based on the solving
methods is presented.

A. CONVENTIONAL-BASED METHODS
Minimizing the weighted sum of the energy consumption
and latency for vehicular users was considered the main goal
of [22]. The authors jointly optimized the transmission power
and uploading time, as well as the local CPU frequency and
the offloading ratio for the computational and communication
resources, respectively. In addition, an efficient algorithm
was developed to derive the optimal computational offloading
decision for this problem.

A cloud-mobile edge computing collaborative computa-
tion offloading approach was presented in [23], in which
the resource allocation and computational offloading were
jointly formulated as nonconvex optimization problem with
the objective of maximizing the system utility. Then,
game-theory and Lagrange multiplier methods were utilized
to find the optimal resource allocation and offloading deci-
sion by designing a distributed computational offloading and
resource allocation algorithm.

Xu et al. [24] proposed an edge computing-enabled com-
putation offloading approach for addressing the privacy con-
flicts computational tasks for the internet of connected vehi-
cles. First, the privacy conflicts between the computational
tasks were formally analyzed. Then, the routing vehicles
from the origin vehicle to the destination vehicle were
acquired. Finally, an efficient nondominated sorting genetic
algorithm was adopted to minimize the execution delay and
reduce the energy consumption of edge computing devices.
Zhou et al. [25] formulated a reverse auction-based incentive
as an integer optimization problem whose objective was to
maximize the mobile network operator revenue under delay
constraints. In addition, two algorithms the greedy winner
selection algorithm and the dynamic programming winner
selection algorithm were developed to solve this problem in
an efficient way.

Recently, a multi-user, multi-server vehicular edge com-
puting environment was studied in [26], where the computa-
tional offloading and task scheduling were jointly formulated
as a mixed-integer non-linear programming problem whose
objective was tomaximize system utility. In addition, a hybrid
intelligent with a low-complexity algorithmwas developed to
obtain the near-optimal solution. However, the main draw-
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back of [22]–[24], [26] was that they did not address the
issue of obtaining the optimal policy in time-variant dynamic
systems.

B. DEEP LEARNING-BASED METHODS
Currently, deep learning algorithms have been widely utilized
in many aspects of life, such as natural language processing,
gaming, IoT, computer vision, and speech recognition [27].
More specifically, reinforcement learning has been applied in
a few recent studies of vehicular edge computing systems [20]
to empirically cope with large-scale complex problems. For
example, in [28], a novel decentralized resource allocation
approach based on deep reinforcement learning was proposed
for handling the latency constraints of vehicle-to-vehicle
communications.

In [29], spectrum allocation and computing and stor-
age resources were jointly studied for a multi-access edge
computing-based vehicular network in which two archi-
tectures of mobile edge computing were formulated as
multi-dimensional optimization problems. Then, an equiv-
alent reinforcement learning form was derived from the
above problems, and an efficient algorithm based on a
deep deterministic policy gradient algorithm was developed
to rapidly solve these problems and satisfy the quality-of-
service requirements of vehicular applications.

Recently, Zhan et al. [30] and Luo et al. [31] investigated
computational offloading and data scheduling for vehicular
edge computing systems. In [30], Zhan et al. formulated
computational offloading scheduling as an optimization prob-
lem whose objective was to minimize the long-term cost
in terms of energy consumption and delay. Then, an equiv-
alent Markov decision process was modelled to address
the problem. Subsequentl, an efficient deep reinforcement
learning-based algorithm was designed to solve this prob-
lem and obtain the optimal solution. In [31], communica-
tion and computational resources for data scheduling were
jointly considered where the data bandwidth and computa-
tional offloading could be provided to the vehicles through
a roadside unit across the road. Afterwards, computation,
caching, communication, and collaborative computing were
formulated as optimization problems to minimize the cost
of data processing under latency constraints. Finally, deep
reinforcement learning was utilized to derive an optimal data
scheduling strategy. However, most of these works dealt with
a one-level environment which colud cause congestion and
lead to a longer processing time delay for computational
offloading if a large number of vehicles offloaded their com-
putational tasks to the same server. In addition, using conven-
tional RL (e.g., Q-Learning) and other conventional methods
is considered computationally prohibitive for large-scale
environments.

III. SYSTEM MODEL
A. NETWORK MODEL
In this work, we consider a vehicle edge network (VEN)
environment with a one-way road, a single cloud server,

a set of M roadside units (RSUs) distributed across the road
and a set of N vehicles moving along the road, as shown
in Fig. 1. In addition, there is a vehicle edge computing
server(VEC)1 placed at each RSU which can provide with
the storage and computational capabilities through a wireless
channel. Furthermore, all the RSUs are connected with a
cloud server through a backbone router that can manage and
control the communication between them. We denote the set
of vehicles as N = {1, 2, . . . ,N } in which each vehicle has
an intensive computational task that can be completed by
itself or be offloaded to and executed by the VEC server
or the cloud server. In addition, we denote the set of RSUs
as M = {1, 2, . . . ,M}. Furthermore, we denote the set of
computing servers as K = {0, 1, 2, . . . ,M ,M + 1}, where
0 and M + 1 denote the vehicle itself and the cloud server,
respectively.

Let xi,j ∈ {0, 1} denotes the binary computational offload-
ing decision for the computational task of vehicle i, which
can be assigned to be executed at server j. More specifically,
when (xi,0 = 0), the computational task of vehicle i will
be executed locally; when (xi,M+1 = 1), the computational
task of vehicle i will be offloaded and executed at the cloud
server; when (xi,j = 1,∀j ∈ [1..M ]), the computational task
of vehicle i will be offloaded and executed at one of the VEC
servers. Overall, each computational task of vehicle i must
be executed only one time by one of those servers (including
server 0), while

∑M+1
j=0 xi,j = 1.

In this paper, we assume that all vehicles are moving along
the road and that their trajectories can be predicted using
existing approaches [32], [33].

In the following subsections, the communication and com-
putational models are presented within more detail, followed
by the formulation of our optimization problem for multilevel
vehicular edge-cloud computing networks.

B. COMMUNICATION MODEL
Let us begin with an introduction of the communication
model in which our environment has M RSUs and N vehi-
cles where each vehicle has an intensive computational task
that needs to be completed by the vehicle itself or will
be offloaded to and executed by the VEC server or cloud
server. The computational task can be defined using a tuple
{ai, bi, ci}, where ai describes the total data size of the compu-
tational task that can be offloaded (i.e., code and parameters),
bi is the total data size for the result that comes back from the
server and ci denotes the total number of CPU cycles required
to accomplish the computational task. The values of ai, bi
and ci can be obtained through careful profiling of the task
execution [34], [35].

In this paper, we have considered that an orthogonal fre-
quency is used for multi-vehicle transmissions in the same
cell to mitigate the intracellular interference for uplink trans-
mission [36], [37]. Regarding the Shannon law, the uplink and
downlink data rate for the communication between vehicle i

1In this study, RSUs and VEC server are used interchangeably.
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FIGURE 1. System model.

and connected RSU j is given as:

rUi,j = BUi,jlog2(1+
pTi G

2

ωBUi,j
) (1)

rDi,j = BDi,jlog2(1+
pTj G

2

ωBDi,j
) (2)

where BUi,j and B
D
i,j denote the uplink and downlink channel

bandwidth, respectively, and pTi and pTj denote the transmis-
sion power of vehicle i and RSU j, respectively, whereas ω
and G denote the density of noise power and the correspond-
ing channel gain between the vehicle and the connected RSU,
respectively.

Subsequently, as mentioned above, the computational task
of vehicle i will be assigned for execution at the best place
depending on the vehicle location one of the edge servers or
the cloud server through the edge server with the maximum
uplink and downlink transmission data rate and then the result
will be returned. Based on that, where there is neither uplink
nor downlink for local execution, we can assign it as rUi,0 =
rDi,0 = ∞. In addition, the uplink and downlink for offloading
and executing the computational task at the cloud server can
be expressed as follows [40]:

rUi,M+1 = max
j∈M

rUi,j (3)

rDi,M+1 = max
j∈M

rDi,j (4)

Consequently, the total communication time and energy
for executing all the computational tasks of vehicle i can be
calculated as follows:

TCommi = TUi + T
D
i + νxi,M+1 (5)

ECommi = pTi T
U
i + p

R
i T

D
i (6)

where pRi and ν denote the reception power of vehicle i and
the propagation delay for transferring the computational task

between VEC nodes and the cloud server, respectively, which
is a predetermined value regardless of the number of vehicles.
TUi and TDi denote the time for uplink and downlink of the
computation task, respectively, which can be expressed as:

TUi =
M+1∑
j=0

ai
rUi,j

xi,j (7)

TDi =
M+1∑
j=0

bi
rDi,j

xi,j (8)

C. COMPUTATIONAL MODEL
In the computational model, our system has N vehicles con-
nected with M RSUs. We consider that each vehicle has an
intensive computational task that needs to be executed either
locally on the vehicle or remotely on one of the available VEC
servers or on the cloud server. As a consequence, the com-
putational time for local and remote execution are presented
within more detail in the following subsections.

1) LOCAL EXECUTION APPROACH
For local execution, we consider that different vehicles may
have different computational capabilities. In addition, all
vehicles execute the computational task locally.

Thus, the execution time and energy consumption for exe-
cuting all the computational tasks locally on each vehicle i
can be calculated as follows:

T li =
ci
f li

(9)

E li = ϑici (10)

where ϑi is a coefficient denoting the energy consumed per
CPU cycle and f li denotes the computational capability (CPU
cycles per second) of vehicle i.
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2) REMOTE EXECUTION APPROACH
For remote execution, the computational task of vehicle i
will be offloaded and executed at one of the connected VEC
servers via a wireless channel or be offloaded and executed
at the cloud server through one of the connected VEC servers
and the result will be returned. Thus, the execution time for
executing the computational task of vehicle i remotely at one
of the available VEC servers or at the cloud server can be
respectively expressed as follows:

T ei =
ci
f ei

(11)

T ci =
ci
f ci

(12)

where f ei and f ci denote the computational capability of the
VEC and cloud server assigned to vehicle i.

In this paper, we assume that the computational resources
of each VEC server are equally shared among all vehicles
that are connected. In addition, all VEC servers have equal
resources.

Consequently, based on Eqs.(9, 10, 11 and 12), the total
computational time and energy for executing all the compu-
tational tasks of vehicle i can be calculated as follows:

TCompi = T li xi,0 + T
e
i xi,M+1 +

M∑
j=1

T ei xi,j (13)

ECompi = E li xi,0 +
M+1∑
j=1

ηxi,j (14)

where η is a constant denoting the energy consumed by a
vehicle in an idle case (i.e., waiting for the results from the
remote server).

Regarding the previous subsections, where communication
and computational models are considered, the overall con-
sumption for processing the computational task of vehicle i
at server j can be calculated as follows:

Oi = wti (T
Comm
i + TCompi )+ wei (E

Comm
i + ECompi ) (15)

where wei and w
t
i ∈ [0, 1] denote the weighting parameters

of execution time and energy consumption for vehicle i’s
decision making, respectively. For example, if wei = 0 and
wti = 1, the running application is time-sensitive. Conse-
quently, different values of wei and wti are set for different
objectives.

D. PROBLEM FORMULATION
In this section, we consider the issue of achieving efficient
computational offloading for multilevel vehicular edge-cloud
computing networks. Regarding the above communication
and computational models, the computational offloading
problem is formulated as the following constrained optimiza-
tion formulation problem:

min
x

N∑
i=1

Oi

M+1∑
j=0

xi,j = 1, C1

xi,j ∈ {0, 1} C2 (16)

The objective function of the optimization problem aims to
minimize the weighted sum of system consumption in terms
of time and energy through the deployment of task offloading.
Constraint C1 guarantees that each computational task of
vehicle imust be executed only one time. Constraint C2 guar-
antees that the computational offloading decision variable is
binary.
The solution for this problem can be obtained by finding

the best values of the task offloading decision x∗. However,
because x is a binary variable, the feasible set and objective
function of the problem is not convex which is difficult to
solve, especially for a large number of vehicles because of the
well-known curse-of-dimensionality problem, where the size
of the problem grows exponentially with the number of vehi-
cles [38]–[40]. Therefore, the deep reinforcement learning
method is used to find the optimal values efficiently instead
of using conventional optimization methods.

IV. PROBLEM SOLUTION USING DEEP REINFORCEMENT
LEARNING
In this section, an introduction of reinforcement learning is
presented where the main key parts are formulated. Then,
the deep reinforcement learning method is presented in detail
to craft a computational offloading decision for multilevel
vehicular edge-cloud computing networks.

A. REINFORCEMENT LEARNING
Reinforcement learning is a computational approach in which
an agent interacts with an unknown dynamic environment
and takes different actions to maximize the total amount of
rewards, as shown in Fig. 2. More specifically, at each time
t , the agent observes a state st from the state space S, and
accordingly chooses an action at from the action space A that
maps the agent from current state st to a new state st+1 based
on the policy π (at |st ). This policy can be determined using a
Q-function in the Q-learning method or can be approximated
in the deep learning method. Afterward, the environment
transits to a new state st+1 based on state transition proba-
bility P(st+1|st ,at ) and the agent obtains a reward rt based on
the reward function R(s, a). Finally, this process is repeated
until the agent reaches the terminal state in which the main
goal is to maximize the expected cumulative rewards,

Rt =
[ ∞∑
k=0

γ krt+k
]

(17)

where γ ∈ [0, 1] is the discount factor.
Regarding the main key parts of reinforcement learn-

ing, we consider a vehicular edge-cloud computing network
in which the computational task’ requirements are used
to represent the state space S, which is defined as st =
{(ai, bi, ci)t }|i ∈ N . In addition, the binary computational
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FIGURE 2. Reinforcement learning for vehicular edge-cloud computing networks.

offloading xi,j is used to represent the action space A which
is defined as at = {(xi,j)t }|i ∈ N , j ∈ K . Furthermore, at each
time step t , the agent obtains a reward rt based on a certain
state st and after choosing an offloading action at following
a policy π (at |st ). This process continues with the increase
in the time index t = 0, 1, 2, . . . ,T . Moreover, the reward
function should be related to the objective function of our
optimization problem. Therefore, we aim to design a policy π
that can efficiently generate an offloading action at for each
system state st to minimize the expectation of the reward rt ,
as:

lim
T→∞

1
T

T∑
t=0

rt (18)

where rt denotes Oi in Eq. 15 which can be calculated using
st and at .

B. DISTRIBUTED DEEP-Q-LEARNING
Deep Q learning is an effective reinforcement learning algo-
rithm that combines reinforcement learning with deep neural
networks [41]. Specifically, deep Q learning replaces the
Q-table by a deep neural network (DNN) with parameter
θ which tries to approximate the Q-values where θ is used
to represent the trainable weights of the neural network.
In addition, the system state is given as the input and the
Q-value of all possible actions is generated as the output.
Distributed deep Q learning has n DNNs that can work in
parallel to find the optimal decision [42], [43], as shown
in Fig. 3.

In this study, we propose a distributed deep Q learning
algorithm to approximately minimize the expectation of the
total reward, which is presented in Eq.(18), in which D par-
allel DNNs are used to generate the binary computational
offloading decision. More specifically, at each time slot t ,
the algorithm takes the system state st as input and each DNN
generates an offloading action adt based on fθdt : st → adt ,
in which fθdt is a parameterized function representing the
d th DNN with parameters θdt and d ∈ D = {1, 2, . . . ,D}
is the index of the DNN. Then, the offloading action with
the lowest reward is selected as the output action using

Algorithm 1 Distributed Deep Q Learning Algorithm
1: Input: Requirements for computation task of vehicles st

2: Output:Computation offloading decision a∗t
3: Initialize all the DNNs with random weights θdt , d ∈ D.
4: Initialize replay memory Y with Size P
5: for t = 1, 2, . . . ,G do
6: Input the same state st to each DNN.
7: Generate an offloading action from the DNNs {adt } =

fθdt (st ).
8: Select the offloading action with the lowest reward

a∗t = argmin
d∈D

Q(st , adt ).

9: Save transition (st , a∗t ) into the memory Y
10: Extract a sample random mini-batch of transitions

from the memory Y .
11: Train the DNNs.
12: end for

a∗t = argmin
d∈D

Q(st , adt ). Algorithm 1 presents the process of

the distributed deep Q learning algorithm for the computa-
tional offloading of multilevel vehicular edge-cloud comput-
ing networks.

V. SIMULATION RESULTS AND DISCUSSION
In this section, the experimental setup for our simulation is
introduced. Afterwards, a discussion on the extensive simu-
lation results is provided to evaluate the performance of our
proposed model.

A. EXPERIMENTAL SETUP
In our simulation, we consider a 100 m one-way road where
there are five RSUs randomly distributed. Each RSU is con-
nected with a VEC server that can provide computational
capabilities. In addition, there are 10 arriving vehicles on
the road in which each vehicle has a computational task
that needs to be accomplished. Furthermore, there is a single
cloud server that is connected with the VEC servers through
a backbone router. The CPU frequencies of the cloud server,
VEC servers and vehicles are set to 1×1012 cycles/s, 10×109
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FIGURE 3. Distributed Deep-Q-Learning Architecture.

TABLE 1. Simulation parameters.

cycles/s and 0.6×109 cycles/s, respectively. The transmission
and reception power of all the vehicles is 24 dBm. The
system bandwidth of each RSU is 10 MHz. For each com-
putational task, the input data size is uniformly distributed
within the range (10, 20) MB, the output data size is set to
0.2 of the input data size, and the required number of CPU
cycles is set to 1900 cycles/byte. For the distributed deep
learning algorithm, the episode, memory and mini-batch size
are set to 20000, 1024 and 32, respectively. The learning
rate and discount factor are set to 0.01 and 0.99, respec-
tively. A Python-based simulator is used in our simulation,
in which the computer is equipped with an Intel R© Core(TM)
i7-4770 CPU with a 3.4 GHz frequency and 16 GB RAM
capacity running a Windows 10 Professional 64-bit platform.
Additionally, TensorFlow and NumPy libraries are used to
handle our algorithm in which two-hidden-layer DNNs are
used with 120 and 80 neurons, respectively [44]. In addition,

GEKKO Python-based package is used to solve our model
using the conventional-based method [45].The other simu-
lation parameters for communication and computation are
summarized in Table 1.

B. EXPERIMENTAL RESULTS
1) CONVERGENCE PERFORMANCE
In this subsection, we study the convergence performance
of our algorithm, in which different parameter values are
applied and the appropriate parameter is selected for the next
simulation. For better comparison, the reward ratio between
the result of our algorithm and the result of the optimal
approach2 is used.
In Fig. 4, we show the effects of different numbers of DNNs

on the convergence performance. It is observed from the fig-
ure that the convergence process of our algorithm accelerates
as the number of DNNs increases. In addition, the reward
ratio of only 3 DNNs can reach 0.96 after 2000 learning steps.
However, with a small number of DNNs (e.g., DNNs=1),
our algorithm falls into a local optimum and cannot converge
well. Therefore, the number of DNNs is set to 3 in the
following simulations.

In Fig. 5, we show the effects of different batch size values
on the convergence performance, where the batch size is
used to denote the number of experience samples that are
trained at each interval. From the figure, the convergence
rate for mini-batch size 32 is faster than 64, 128 and 512.
This is because that the gradient descent direction becomes
steeper as the mini-batch is smaller; therefore, the neural
network weight will be updated faster. Thus, in the following

2All the binary offloading decision combinations (2N (M+2)) are applied
and then the optimal solution is obtained
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FIGURE 4. Convergence performance under different number of DNNs.

FIGURE 5. Convergence performance under different values of batch size.

simulations we set the batch size to 32 which is the most
acceptable value.

In Fig. 6, we show the effects of different learning rate
values on the convergence performance, where the learning
rate can be used to adjust the weight update speed θ . From the
figure, the convergence process for the learning rate 0.01 is
shown to be faster than 0.001 and the convergence speed
increases as the learning rate value increases. Nevertheless,
the convergence process falls into a local optimum and cannot
converge well as the learning rate (e.g., Learning Rate=0.1)
becomes large. Thus, in the following simulations the learn-
ing rate value is set to 0.01 which is the most acceptable
value.

2) SYSTEM PERFORMANCE
In this subsection, we evaluate the performance of our pro-
posed model for multilevel vehicular edge-cloud computing
networks with three different policies:

FIGURE 6. Convergence performance under different values of learning
rate.

FIGURE 7. Total cost versus different number of vehicles.

• Local Execution: There is no offloading. The compu-
tational tasks of all the vehicles will be executed locally
on their resources, i.e., xi,0 = 1

• EdgeExecution:All the vehicles offload their computa-
tional tasks to the connected RSUs for remote execution,
i.e.,

∑M
j=1 xi,j = 1

• Cloud Execution:All the vehicles offload their compu-
tational tasks to the cloud server for remote execution,
xi,M+1 = 1

• Relaxation-Based Approach: The computational tasks
of all the vehicles will be executed either locally
or remotely at one of the connected RSUs or cloud
servers based on solving our optimization model using
a relaxation-based method.

The total cost of executing the computational tasks versus
a different number of arriving vehicles is shown in Fig. 7.
The five curves in the figure represent the total cost for our
proposed model with the addition of the other four policies
mentioned above. It is observed from the figure that the total
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FIGURE 8. Total cost versus different number of RSUs.

cost for our model outperforms the other policies. In addition,
we see that as the number of arriving vehicles increases(i.e.,
16), the total cost for the edge execution policy exceeds the
local execution policy. This is because the shared commu-
nication channels are overloaded, and the communication
time increases. Moreover, the computational capability of the
edge servers is not sufficient to serve too many vehicles,
so selecting the offloaded tasks is an important issue under
this scenario.

Finally, Fig. 8 presents the total cost for executing the
computational tasks versus a different number of RSUs. From
the figure, we can see that the local execution policy is
not affected by the number of RSUs, whereas the sum cost
for the other policies gradually decreases with increase in
RSUs. In addition, the proposed model can maintain a lower
cost in comparison with edge execution and relaxation-based
execution. This is because the execution time decreases as
the vehicles are allocated more resources, whereas the local
execution does not use the RSU resources.

VI. CONCLUSION
In this paper, we jointly considered the computational
offloading and resource allocation for a multilevel vehicu-
lar edge-cloud computing network in which an optimization
problem is formulated whose objective is to minimize the
vehicle’s consumption in terms of time and energy. In addi-
tion, to practically derive the optimal solution to the for-
mulated optimization problem, an equivalent reinforcement
learning form is generated. Furthermore, we proposed a dis-
tributed deep learning algorithm to find the near-optimal
computational offloading decisions in which a set of deep
neural networks are used in parallel. Simulation results show
that our algorithm can exhibit fast convergence and achieve
better performance than the other benchmark solutions.
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