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ABSTRACT We propose an ID Preserving Face Super-Resolution Generative Adversarial Networks
(IP-FSRGAN) to reconstruct realistic super-resolution face images from low-resolution ones. Inspired by
the success of generative adversarial networks (GAN), we introduce a novel ID preserving module to help
the generator learn to infer the facial details and synthesize more realistic super-resolution faces. Our method
produces satisfactory visual results and also quantitatively outperforms state-of-the-art super-resolution
methods on the face datasets including CASIA-Webface, CelebA, and LFW datasets under the metrics of
PSNR, SSIM, and cosine similarity. In addition, we propose a framework to apply IP-FSRGAN model to
address the face verification task on low-resolution face images. The synthesized 4× super-resolution faces
achieve a verification accuracy of 97.6%, improved from 92.8% of low resolution faces. We also prove
by experiments that the proposed IP-FSRGAN model demonstrates excellent robustness under different
downsample scaling factors and extensibility to various face verification models.

INDEX TERMS ID preserving, face super-resolution, generative adversarial networks, face verification.

I. INTRODUCTION
Recent advancements in deep neural networks and genera-
tive adversarial networks (GANs) have brought tremendous
successes in the super-resolution task, which reconstructs
high-resolution images from low-resolution images [1]. The
super-resolution task is one of the most challenging tasks
due to the information missing of the input low-resolution
images. In addition to the general image super-resolution
task, face super-resolution is much more challenging because
the tolerance of distortion for face images is much lower.

The existing techniques, especially those based on
GANs [2], [3], could already produce both visually and quan-
titatively plausible results. These super-resolution GANs are
proved to be effective in the reconstruction of low-resolution
images about general objects such as natural scenery and
city landscape. However, their performance is still limited on
low-resolution human faces. These super-resolution GANs
methods often produce distortion and unrealistic patterns.
Admittedly, slight distortion is acceptable for landscapes
synthesis, such as trees, buildings, etc. This kind of distortion
could even sometimes gives the image a sense of art and
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thus brings additional benefits and applications, such as the
style transfer task [4]. However, even slight distortion on
the human faces will make them unrecognizable and some-
times horrible. One of the major reasons is that the existing
super-resolution GANs don’t learn to preserve the identity of
the person. Instead, they only learn to build higher resolution
without properly inferring and synthesize the facial details of
the person, especially eyes and mouths.

In this paper, we propose an ID Preserving Face
Super-Resolution Generative Adversarial Networks
(IP-FSRGAN) to address the distortion problem and recon-
struct realistic high-resolution faces. We embed a pre-trained
face recognition network to the framework of conditional
GANs [5] and design an ID preserving loss to help the
generator learn to preserve the identity of the face during
the reconstruction, as shown in Fig. 1. While training the
GANs, the face recognition network extracts the represen-
tations of one pair of face images consisting of a synthesized
super-resolution image and a real high-resolution one. The
ID preserving loss is designed to minimize the distance
between the synthesized image and high-resolution image
if they belong to the same identity and otherwise maxi-
mize the distance. We conduct experiments to evaluate the
performance of IP-FSRGAN. When compared with several
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FIGURE 1. Overview of the ID Preserving Face Super-Resolution GANs (IP-FSRGAN). (a): low-resolution faces as inputs; (b):
super-resolution faces generated by IP-FSRGAN; (c): high-resolution faces as ground truth; (d) and (e): faces with the same or different
identities. IP-FSRGAN contains a super-resolution module and an ID preserving module. The super-resolution module contains a
framework of cGANs reconstructing (b) from (a). The ID preserving module contains an ID preserving network trained to minimize the
distance between positive pairs (b, d) while maximizing that of negative pairs (b, e).

state-of-the-art models, the proposed IP-FSRGAN could not
only produce visually satisfactory super-resolution faces but
also obtain the highest PSNR, SSIM, and cosine similarity on
CASIA-Webface [6], CelebA [7], and LFW [8] datasets.

We prove by experiments that the proposed IP-FSRGAN
could improve face verification on low-resolution face image.
The face verification model receives two face images and
judges whether they belong to the same identity. Existing
face verification methods could already verify the identi-
ties accurately and be widely used in industrial scenarios.
However, these face verification methods often fail to verify
low-resolution face images. In this paper, we propose a frame-
work to first increase the resolution of the low-resolution face
and then use the reconstructed super-resolution face images
for face verification. We apply the proposed framework to
the SphereFace [9], a face verification model that achieved
relatively high accuracy on the LFW dataset. We improve its
verification accuracy on low-resolution images from 92.8%
to 97.6%. IP-FSRGAN also shows good robustness for differ-
ent scaling factors and adaptation for various face verification
models.

Themain contributions of this paper are three folds: Firstly,
we propose IP-FSRGAN, the first to integrate id preserv-
ing loss to the setting of GANs, for face super-resolution
and design the corresponding training strategy. Secondly,
we design a framework to successfully apply the trained
IP-FSRGAN to improve the performance of face verifica-
tion task on a public dataset. Lastly, we publicly share 1

the source codes of the implementation of the proposed IP-
FSRGAN, interested readers may re-use the source codes for
their own face super-resolution tasks. The rest of this paper
is organized as follows: Section II reviews related works of

1 https://github.com/jinningli/IP-FSRGAN

super-resolution, identity preserving, and face verification.
Our proposed IP-FSRGAN for face super-resolution and its
application for face verification are presented in Section III.
Extensive experiments are conducted in Section IV and V to
verify the effectiveness of the proposed approaches. Lastly,
the conclusion is given in Section VI.

II. RELATED WORK
1) SUPER-RESOLUTION
SRCNN [1] is the pioneer to apply an end-to-end deep
convolutional neural network (DCNN) for super-resolution
task by minimizing mean square error (MSE) or maximiz-
ing PSNR between synthesized super-resolution (SR) image
and real high-resolution (HR) image. However, the gener-
ated SR images are still blurred and unsatisfactory enough.
The subsequent works have tried to improve the DCNN
architecture by applying residual blocks [2], Laplacian pyra-
mid structure [10], residual dense network [11], recursive
learning [12], [13], and deep back projection [14]. There
is another research direction to deal with super-resolution
with higher magnification (e.g. 8X) by using cascade strat-
egy [15], [16] or assisted by facial component heatmap and
attribute information [17], [18]. In [19], the author proposed
a perceptual loss to minimize the perceptual similarity [20]
between SR and HR images for image super-resolution,
which improve the visual effects of synthesized SR images.
SRGAN [2] trains the GANs architecture with both the
adversarial loss and perceptual loss, which proves that the
framework of GANs could improve the photo-realism of
synthesized SR images. In ESRGAN [3], the author improves
SRGAN by introducing a novel Residual-in-Residual Dense
Block (RRDB) network architecture, removing batch normal-
ization layers [21], and applying the relativistic GAN [22].
ESRGAN has produced realistic SR images on landscape
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images, however, its application on face super-resolution is
still limited.

A. IDENTITY PRESERVING
The idea of identity preserving has been used for various
tasks. There are mainly two kinds of identity preserving
methods. The first kind applies a pre-trained neural network
to extract the features from two faces and minimize their
distance, such as the IP-CGAN [23] for face aging task,
TP-GAN [24] for frontal view synthesis, and SICNN for
face hallucination [25]. The second kind uses a classifier
to classify the synthesized face to the correct category, like
the FaceID-GAN [26]. In this paper, we propose that the
face super-resolution task could also benefit from the idea of
identity preserving. Instead of using L1 or L2 loss between
the extracted features, we apply the cosine embedding loss
to minimize the distance for faces with the same identity
and simultaneously maximize the distance for faces with the
different identities.

B. FACE VERIFICATION
Face verification and recognition algorithms are already
widely used in the industry. Current face verification
and recognition techniques have achieved a high accuracy
close to human-level performance, such as DeepFace [27],
FaceNet [28], SphereFace [9] and LightCNN [29]. However,
the performance of these models on very low-resolution faces
is still limited. In this work, we prove by experiments that the
proposed IP-FSRGAN could not only generate realistic HR
faces but also improve the performance of face verification
and recognition.

III. THE PROPOSED IP-FSRGAN
GANs based techniques are already proved to be effective on
the general super-resolution task [2], [3]. However, the GANs
based models usually lead to blurring and distortion due to
information missing of the low-resolution faces. This lim-
its its application in some advanced facial tasks such as
face recognition. In this work, we propose IP-FSRGAN to
address the blurring and distortion problems. The framework
of IP-FSRGAN is shown in Fig. 1, which contains a
super-resolution module and an ID preserving module. The
super-resolution module is a conditional generative adver-
sarial network, which reconstructs super-resolution faces
with low-resolution faces while the ID preserving module
helps to supervise the generator to produce identity invariant
super-resolution faces.

Mathematically, we use x to denote one low-resolution
(LR) face image which is drawn from an underlying spaceX .
The ground truth - high-resolution (HR) face image is denoted
by y, which is drawn from an underlying space Y . The train-
ing data d ={(x1, y1), . . .,(xm, ym)} is drawn from the joint
spaceX ×Y . The objective of face super-resolution is to find
a mapping h ∈ H from X to Y , which agrees the mappings
in training dataset. Let L be a loss function between h(x) and
the target y. The mapping h(x) could be found by minimizing
the expected loss: minh E(x,y)∼Pxy(x,y)[L(h(x), y)].

In the setting of IP-FSRGAN, the loss function contains
four elements including adversarial loss Ladv, ID preserving
loss Lid , perceptual loss Lp, and pixel loss L1. The objective
of IP-FSRGAN is to find the optimal parameters of generator
G and discriminator D which satisfy:

Gloss = λLadv,G + γLid + ηLp + ξL1;

Dloss = Ladv,D, (1)

where λ, γ , η and ξ control to what extent each loss
contributes to the final one. In experiments, we empirically
determine the optimal λ, γ , η and ξ .

A. SUPER-RESOLUTION MODULE
The super-resolution module is a generative adversarial net-
work. It contains a generator G : X → Y which transforms
a LR face xi to a fake super-resolution (SR) face G(xi) and a
discriminator D : Y → {0, 1} which tries to differentiate the
synthesized SR faces from HR faces. We adopt the design of
relativistic discriminator [22]. Instead of predicting whether a
face image is real or fake, the relativistic discriminator tries to
figure out whether a face image is relatively more realistic or
not. Assume D̃(·) represents the output of discriminator net-
work before applying the sigmoid function σ . The relativistic
discriminator could be formulated by:

D 〈x1, x2〉 = σ (D̃(x1)− E[D̃(x2)]). (2)

Note that D 〈x1, x2〉 6= D 〈x2, x1〉. The goal of the generator
G is to reconstruct fake SR face G(xi) so that it is hard for
the discriminator to tell apart from the HR face yi. The loss
function for the generator can be formulated by:

Ladv,G = −E(x,y)∼Px,y(x,y)
[
1− log (D 〈y,G(x)〉)

]
−E(x,y)∼Px,y(x,y)

[
log (D 〈G(x), y〉)

]
. (3)

The discriminator, on the other hand, tries to separate the
HR faces from the fake ones. The loss function for the
discriminator can be formulated by:

Ladv,D = −E(x,y)∼Px,y(x,y)
[
log(D 〈y,G(x)〉)

]
−E(x,y)∼Px,y(x,y)

[
1− log(D 〈G(x), y)

]
. (4)

When the competitive training between the generator and
discriminator achieves an equilibrium, the generator will
learn to reconstruct relatively realistic SR faces.

B. IDENTITY PRESERVING MODULE
The idea of identity preserving module is based on an
assumption that the identity of the face should remain invari-
ant before and after the super-resolution transformation. This
assumption contains two phases. First, the distance between
positive samples (faces of the same ID) should be as close
as possible. Second, the distance between negative samples
(faces of different IDs) should be as far as possible.
To measure the distance, we introduce a pre-trained ID

preserving network F to extract the ID feature of faces and
then calculate the cosine similarity to further measure the
distance. Assume G(x) is the fake SR face reconstructed by
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FIGURE 2. Improve the performance of face verification with the proposed IP-FSRGAN. The general framework of face verification and
recognition including face detection, face alignment, face normalization, and feature extraction by recognition model. To improve face
verification, we could set a threshold of resolution for the detected faces and apply IP-FSRGAN to reconstruct the faces with low
resolution.

the generator and y is the reference face image. The cosine
similarity between their ID feature is cos(F(G(x)),F(y)).
We are going to maximize the similarity (minimize the dis-
tance) for the positive samples and minimize the similarity
otherwise.

In our experiments, we adapt LightCNN [29], a pre-trained
face recognition network, as the ID preserving network.
We use Ii,j to represent the ID function. Ii,j = 1 if the faces yi
and yj drawn from Y belong to the same identity, otherwise
Ii,j = 0. The ID preserving loss can be formulated as:

Lid = Ei,j[Ii,j · (1− cos(F(G(xi)),F(yj)))]

+Ei,j[(1− Ii,j) ·max(0, cos(F(G(xi)),F(yj))− m)],(5)

where m is the margin value. By minimize the ID preserving
loss, G will be optimized to keep the identity during trans-
formation. This technique forces G to infer the details which
are strongly related to identity such as the shape of eyes and
mouth from the LR face images. In this way, the generator
could synthesize much more realistic SR faces.

In addition to ID preserving loss, we also introduce the
perceptual loss [19], [30], [31] to stabilize the training of
GANs and improve the quality of reconstructed SR images.
The perceptual loss is calculated with a pre-trained convolu-
tional neural networks, usually the VGG network. We use φj
to denote the feature map obtained after the j-th convolutional
layer. The perceptual loss between the fake SR face G(x) and
HR face y:

Lp=
∑
j

E(x,y)∼Px,y(x,y)

[
1

CjHjWj
‖φj(G(x))−φj(y)‖22

]
, (6)

where Cj, Hj, and Wj denote the shape of the respective
feature maps after the j-th convolutional layer of VGG net-
work. The reconstruction loss is also used to force the gen-
erated SR image to be close to the real HR image, which is
defined by

L1 = E(x,y)∼Px,y(x,y) [‖y− G(x)‖1] . (7)

The L1-norm distance rather than L2-norm distance used here
encourages less blurring.

C. IMPROVING FACE VERIFICATION WITH IP-FSRGAN
Face super-resolution is an important task that could not
only reconstruct visually clearer facial images but also be
applied to improve the performance of many other com-
puter vision tasks such as face detection [32]. However, it is
much more challenging to improve face verification with
super-resolution because verification requires high-quality
faces and precise details. Few previous works have success-
fully applied super-resolution to face verification. Recently,
Ataer-Cansizoglu et al. [33] has tried to embed a deep
SR network before a recognition network and train directly
on the recognition criterion. However, this model cannot
produce reasonable SR face. This means their SR module
could only be used together with their proposed recognition
network. On the contrary, IP-FSRGAN is a universal face
super-resolutionmodel which could not only reconstruct real-
istic SR faces but also be applied to improve various existing
face recognition models.

As is shown in Fig 2, the original face verification receives
two face images. After applying a series of operations includ-
ing detection, alignment, normalization, and recognition net-
work, two facial features are extracted from the given face
images. Cosine similarity between the extracted face features
could be viewed as the probability that they are of the same
identity.

We propose a framework to improve face verification
(See Fig. 2). After face detection on the input image,
we filter the detected face images with a threshold of res-
olution. For those faces of low resolution, we first recon-
struct SR faces with a super-resolution technique and then
apply a face recognition network to extract features. For
those faces whose resolution is higher than the threshold,
we apply the face recognition network directly. Although
most super-resolution models also work on HR images, they
could not add more information to high-resolution images.
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FIGURE 3. Synthesized super-resolution faces on CASIA-Webface dataset. (a) high-resolution image as the objective target. (b) low-resolution image
downsampled from (a). The following columns are the synthesized faces by different models. The result of (c) SRCNN is relatively blur compared to the
GAN based models. (d) SRGAN and (e) ESRGAN produce some unreasonable distortions such as the mouth and the eyes. By training with the
id-preserving module, the proposed (f) IP-FSRGAN model could infer and synthesize much more realistic facial details. Please zoom in for better
comparison.

What’s worse, super-resolution models may produce some
noise to high-resolution images, which may obstruct the face
verification. By setting the threshold, the noise problem could
be avoided and the computational complexity is also reduced.

IV. EXPERIMENTS
A. DATASETS
For training, we mainly use the Large-scale CelebFaces
Attributes (CelebA) Dataset [7]. We randomly separate
CelebA into 162019 face images for training and 40580
face images for testing. We test these models on CelebA,
CASIA-Webface [6], and LFW [8]. Our model is trained in
RGB channels.

B. IMPLEMENTATION DETAILS
We have tried to train the network with local patches of size
128×128 randomly cropped from the whole image, which is
adopted in ESRGAN [3]. However, we find its performance
is quite limited on the face dataset since the patches do not
contain the whole face. In our experiments, we first detect the
faces with a square bounding box and then resize these faces
into 128 × 128 images. We do not apply to face alignment.
We use bicubic interpolation to downsample the faces with a
scaling factor of 4 and receive LR faces image of size 32×32.
As for the network architecture, we use the RRDB network
proposed in [3] and a VGG discriminator. During training,
we use a pre-trained LightCNN [29] as our ID-preserving
network. We do not pre-train the generator and discriminator.
The learning rate is initialized as 2 × 10−4 and decayed

as 70% every 2 × 105 iterations. We set λ, γ , η and ξ in
Eqn. 1 as 0.005, 10, 0.01, and 1.We use Adam optimizer with
β1 = 0.9, β2 = 0.999.

C. FACE SUPER-RESOLUTION
We compare the proposed IP-FSRGAN with several
state-of-the-art super-resolutionmodels including SRCNN [1],
SRGAN [2], and ESRGAN [3]. All these models are trained
on the CelebA dataset for 500000 mini-batches. The testing
results on CASIA-Webface, CelebA, and LFW are shown
in Fig. 3, Fig. 4, and Fig. 5. We prove by experiments
that the superiority of IP-FSRGAN is reflected in its strong
ability to infer from the low-resolution faces and synthesize
realistic facial details including eyes, noses, mouths, and
glasses. During this process, the identity before and after the
super-resolution synthesis remains invariant. We will further
discuss later that maintaining the facial details is critical
for applying face super-resolution to the face verification
task.

We report PSNR and SSIM metrics in Table 1 of each
method on CASIA-Webface, CelebA, and LFW. The pro-
posed IP-FSRGAN achieves the highest PSNR and SSIM,
which should be attributed to the correctly synthesized facial
details. We also notice that SRCNN obtains better PSNR and
SSIM values than SRGAN and ESRGAN. This is mainly due
to the fact that SRCNN is trained directly to optimize the
PSNRmetric. To further compare the performance, we report
the cosine similarity (See Table 2) between the synthe-
sized SR face and HR ground truth. We use a pre-trained
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FIGURE 4. Synthesized super-resolution faces on CelebA dataset. In the first row, the noise synthesized by SRGAN and ESRGAN looks a bit
unrealistic. In the second row, the shape of the eyes is changed by SRGAN and ESRGAN model. In the last row, the shape of the beard in the LR
image confuses SRCNN, SRGAN, and ESRGAN models, which results in a horizon line under the nose. On the contrary, the IP-FSRGAN model
could recognize and synthesize the beard correctly. Please zoom in for better comparison.

FIGURE 5. Synthesized super-resolution face images on LFW dataset. Line 1: ESRGAN model produces unrealistic mouth while the images
synthesized by SRCNN and SRGAN are relatively blurred. Line 2: SRGAN and ESRGAN produce sharp edges on the face and fail to synthesize
realistic eyes. Line 3: IP-FSRGAN is the only model to successfully infer and complement the glass. Please zoom in for better comparison.

LightCNN [29] network to extract the features. A larger
cosine similarity represents a higher confidence that the
SR face and HR face have the same identity. The proposed

IP-FSRGAN achieves the highest cosine similarity values as
compared to others. The performance of SRCNN is much
worse than other three methods in terms of the cosine

138378 VOLUME 8, 2020



J. Li et al.: ID Preserving Face Super-Resolution GANs

TABLE 1. The PSNR (dB) and SSIM of super-resolution models on CASIA-Webface, CelebA, and LFW datasets, the higher the better.

TABLE 2. Cosine similarity between SR and HR images on CASIA-Webface, CelebA, and LFW datasets. The larger the better.

FIGURE 6. Heatmap showing the pixel-wise difference compared with the target HR face in Figure ??. Refer to Table 4 for numerical comparisons.

similarity metric. This is because the cosine similarity is more
related to the visual effects, on which GANs based methods
have been proven to work better than CNNs based methods
in previous works [2], [3].

We further plot the heatmap in Figure 6 to show the
difference between the synthesized images and the initial HR
images in Figure 6a. The cool color represents a lower dif-
ference while the warm color represents a higher difference.
The difference value εi,j = maxc{|yi,j,c − xi,j,c|} is calculated
as the maximum pixel-wise difference under the three RGB
channels c. The difference between the result of IP-FSRGAN
in Figure 6f and the initial high resolution (Target) image
is the lowest, which means the result of IP-FSRGAN is the
closest to HR image, especially on the area of faces.

We report the MSE, PSNR, and SSIM values for each of
the generated images with respect to the initial HR image
in Table 4. From the table, we could find the result of LR
image leads to the largest difference with respect to the
HR face image, mainly due to the information loss during
Bicubic downsampling and interpolation process. In contrast,
SRCNN, SRGAN, and ESRGAN models produce much bet-
ter results compared with Bicubic LR images, this is because
the neural network of these models successfully infer partial
information from the LR face images as inputs. However,
their performance on the face area is still limited, especially
in the area of eyeglasses. On the contrary, IP-FSRGAN could
successfully infer the details, especially the facial details,
from the input LR images and synthesize much more reliable
super-resolution results.

V. FACE VERIFICATION IMPROVEMENT
SphereFace [9] is one of the state-of-the-art face verification
model. We use a pre-trained SphereFace network to extract
the features of SR faces. We follow the 10-fold evaluation
procedure of LFW dataset to calculate the accuracy.

TABLE 3. Average accuracy of face verification after applying different
downsampling factor to LR. Factor=1 represents not applying further
downsample for the LR images.

In addition, we find the performance of the face
super-resolution model varies significantly with the resolu-
tion of input LR images. In order to evaluate the performance
of face SR models under different resolutions of LR image,
we first further downsample all the LR images in the test set
by a downsample scaling factor α between 0 and 1. For each
α, we applied the super-resolution algorithm and evaluate
the synthesized SR image with a pre-trained face verification
model. For every α, we could calculate a corresponding
accuracy. We could draw the accuracy-α curve (See Fig. 7),
and observe how accuracy varies with α. We also report
the average accuracy upon different downsampling factors
(See Table 3).

From Fig. 7, we could observe that the curve of
IP-FSRGAN is above all the other models, which means
IP-FSRGAN achieves the highest verification accuracy under
different levels of blurring. Among the super-resolution mod-
els, the highest accuracy 97.6% is achieved by IP-FSRGAN,
which is quite close to the performance of HR images
(99.3%). Note that although IP-FSRGAN is trained using
LightCNN as the ID preserving network, it still generalizes
well to the SphereFace model, which proves that the ID
preserving capability is transferable.

For the real-world application, we use our industrial
partner’s face verification pipeline to detect and crop
human faces, the cropped face image is then used in
super-resolution, which works very well for most scenarios.
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TABLE 4. The MSE, PSNR (dB) and SSIM of super-resolution models on the face image shown in Figure 6. MSE: the lower the better. PSNR and SSIM: the
higher the better.

FIGURE 7. The accuracy-α curve. The y axis is the accuracy of verification
and the x axis is downsampling factor.

The only requirement has to be assured is the training and
testing data have to use the same cropping method. In addi-
tion, evaluating the effective resolution of one given image
may further help improve the result of face verification,
we leave it for our future research work.

VI. CONCLUSION
In this work, we address the challenge of information missing
for super-resolution face generation by introducing a novel
ID preserving module to help the generator learn to infer
the facial details. The induced IP-FSRGAN model produces
more realistic face images as compared to state-of-the-art
super-resolution methods and improves the accuracy and
robustness for the face verification task on low-resolution
face images. Experimental results have demonstrated that the
proposed IP-FSRGAN has excellent robustness for different
downsample scaling factors and extensibility to various face
verification models.
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