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ABSTRACT Nested named entity recognition (NER) is a special case of structured prediction in which
annotated sequences can be contained inside each other. It is a challenging and significant problem
in natural language processing. In this paper, we propose a novel framework for nested named entity
recognition tasks. Our approach is based on a deep learning model which can be called in an iterative way,
expanding the set of predicted entity mentions with each subsequent iteration. The proposed framework
combines two such models trained to identify named entities in different directions: from general to specific
(outside-in), and from specific to general (inside-out). The predictions of both models are then aggregated by
a selection policy. We propose and evaluate several selection policies which can be used with our algorithm.
Ourmethod does not impose any restrictions on the length of entitymentions, number of entity classes, depth,
or structure of the predicted output. The framework has been validated experimentally on four well-known
nested named entity recognition datasets: GENIA, NNE, PolEval, and GermEval. The datasets differ in terms
of domain (biomedical, news, mixed), language (English, Polish, German), and the structure of nesting
(simple, complex). Through extensive tests, we prove that the approach we have proposed outperforms
existing methods for nested named entity recognition.

INDEX TERMS Information extraction, natural language processing, nested named entity recognition.

I. INTRODUCTION
Named entity recognition (NER) is a well-established tech-
nique in natural language processing (NLP) which involves
finding and classifying named entities in text. These tasks
have been widely applied in various domains for identifica-
tion of names of people, organizations, temporal expressions,
geographic locations, or specialized entities in scientific doc-
uments [1]. From a practical point of view, finding named
entities or, more generally, entitymentions is useful in solving
more complex problems such as information retrieval, knowl-
edge base population, or natural language understanding
(NLU). From a supervised learning perspective, named entity
recognition is an example of structured prediction, that is,
the prediction of structured objects from the data rather than
simple categories (classification) or numeric values (regres-
sion). In NER, those structures are defined as single words or
phrases which refer to named entities. Typically, the task is
simplified by the assumption that named entity mentions can-
not overlap. In practice, however, named entities frequently
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contain names of other entities, and many applications could
benefit from the ability to identify hierarchical structures
of mentions. In Figure 1, we demonstrate an example of a
sentence from the NNE [2] corpus annotated with a set of
overlapping tags.

FIGURE 1. An example of a sentence annotated with nested named entity
tags with up to five levels of nesting. This sentence is sourced from the
NNE dataset [2].

The problem of nested named entity recognition has often
been ignored, mostly because of the computational complex-
ity involved and other technical limitations. Only in recent
years has it gained recognition, as an effect of rapid devel-
opment in the field of machine learning, specifically deep
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learning techniques. As a result, several neural models for
achieving nested named entity recognition have been devel-
oped in recent years.

In this paper, we present a novel algorithm for nested
named entity recognition. The algorithm utilizes a neural
architecture consisting of a character-based language model,
bidirectional long short-termmemory (LSTM) [3] layers, and
an inference layer consisting of linear-chain conditional ran-
dom fields (CRFs) [4]. The distinctive feature of our model
is the ability to generate predictions in an iterative way. The
same sequence of words can be passed to the model several
times along with the set of previously generated named entity
annotations, and the model outputs a new set of predictions
in each iteration. This simple approach can easily adapt to
many nested named entity recognition tasks with various
output structures and depth of nesting. We offer the following
contributions in this work:
1) We propose an effective neural architecture for nested

named entity recognition. Our model works iteratively
and does not impose any restrictions on the length
of entity mention, number of entity classes, depth,
or structure of the predicted output.

2) We introduce a bidirectional algorithm for nested
named entity recognition which combines two iterative
models trained independently: one in the outside-in and
the other in the inside-out direction. The predictions of
both models are merged into a single coherent set of
entity mentions, using the pre-defined selection func-
tion, policy. We propose several selection policies that
can be used with our algorithm.

3) We evaluate our approach on four well-known nested
NER datasets, each of which operates in different
languages and domains. On each dataset, our algo-
rithm outperforms other recently introduced methods
for nested named entity recognition. We demonstrate
how applying different selection policies affects the
characteristics of the generated output and by exten-
sion, the performance of our method.

II. RELATED WORK
Early approaches to nested named entity recognition started
to appear following the release of GENIA corpus, a biomedi-
cal dataset wherein some of the annotated entities are embed-
ded inside other entities [5]. At that time,most studies ignored
this fact, and focused on detecting outer entities only. The
first solutions that attempted to predict nested structures used
a combination of Hidden Markov Models (HMM) to detect
subsets of named entities, and handcrafted rules to expand
these subsets. [6]–[8]. Support vector machines (SVM) have
also been used - Zhou [9] combined such a model with
a rule-based approach, while Gu [10] used two separate
SVM models to detect the innermost and outermost enti-
ties. From these beginnings, we now recognize methods
based on conditional random fields (CRF), hypergraphs, and
neural networks in the literature of nested named entity
recognition.

A. CRF-BASED METHODS
One publication in particular by Alex et al. [11] proved to
be important when addressing the problem of nested named
entity recognition. They proposed a number of techniques
based on CRF, namely layering, cascading, and joined label
tagging. In layering, several CRF models are trained to detect
subsequent levels of named entities. In addition to word-level
attributes, all models except the first use the predictions of
the previous model as features. Layering can be implemented
in one of two directions: inside-out layering starts with the
identification of the innermost entities and detects the outer
entities in the subsequent layers; whereas outside-in layering
begins with the outermost entities and detects the inner enti-
ties next. Cascading works by training separate CRF models
to identify separate types of named entity. As with layering,
the models have a specified order, and each model can use
the predictions of the previous model as an input. A major
drawback of cascading is that it cannot detect nested enti-
ties of the same type for the reason that type-specific CRF
models generate flat predictions. The final method, joined
label tagging, trains a single CRF model, but expands the set
of all possible labels by joining nested tags from all levels
into a single label. Two years later, Finkel and Manning [12]
formulated the task of nested NER as a parsing problem, and
proposed a CRF-based algorithmwithO(n3) time complexity
for solving it.

B. HYPERGRAPH-BASED METHODS
Another group of methods models the representation of entity
mentions in a sentence as a hypergraph. Such a hypergraph
consists of various types of node that represent specific men-
tion properties, such as its left and right boundaries, labels,
or words that are included in the mention. This approach was
first proposed for nested NER by Lu and Roth [13]. The
construction of an optimal mention hypergraph was solved
using log linear modeling based on a number of handcrafted
features. This work was later improved by Muis and Lu [14],
who introduced a novel encoding scheme for nested men-
tions that assigns labels to the gaps between words.
Wang and Lu [15] proposed a modified hypergraph
representation that did not suffer from structural ambi-
guity, and included representation generated by bidirec-
tional LSTM for span, word, and character-level features.
Katiyar and Cardie [16] proposed a method for building
entity mention hypergraphs which varied from the previ-
ous approaches inspired by Lu and Roth [13]. They used
a multi-layer encoder-decoder style neural network with
bidirectional LSTM layers. Their decoder layer constructs a
simple hypergraph based on the BILOU (beginning-inside-
last-outside-unary) tagging scheme. Hypergraph-based
approaches are flexible and capable of modeling many types
of nested structure. However, their computational complexity
is affected by some of dataset-specific properties such as
sequence length, maximum length, depth of entity mention,
and the number of possible entity labels. As a result, they
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can quickly become computationally inefficient for larger
datasets with complex entity structures.

C. NEURAL METHODS
In recent years, several neural architectures for nested named
entity recognition have been developed. Due to the variety
of neural approaches, they cannot be fully categorized. How-
ever, we wish to highlight a few popular methodologies.

Exhaustive methods, enumerating all subsequences up to
a certain length, have been investigated. Xu et al. [17] built
a feedforward neural network classifier that examines all
possible entity candidates, and tags them with an appro-
priate entity label. A similarly exhaustive approach is pre-
sented in the research of Sohrab and Miwa [18], in which an
LSTM encoder is used to build word and sequence represen-
tations, and the output layer predicts a label for each possible
sequence.

The idea of combining several models into one nested
named entity recognition system is often exploited.
Lin et al. [19] train two neural models - one for identifying the
anchor words of a mention, and the other for detecting word
regions around those anchors. A framework composed of two
neural models has also been proposed by Xia et al. [20]. The
first model, detector is responsible for identifyingwhichword
segments are named entity mentions: the second, classifier is
responsible for assigning categories to those mentions. The
notion of separating boundary detection and named entity
classification is also utilized in Chen et al. [21]. The first
of their two models is used for identifying entity boundaries
which are the assembled into entity candidates using greedy
matching. The second model assigns a label to each entity
candidate, based on its right and left context as input features.

Another popular approach involves the use of transition-
based parsing. Wang et al. [22] combine this method with
a neural model to predict a set of nested entity tags repre-
sented as a forest where each outermost entity is a root of a
tree, and nested entities are its children. The forest is con-
structed sequentially, where in each step the system decides
which of the possible transition actions to execute, given
its current state. Transition based parsing is also utilized by
Marinho et al. [23], but with a different set of parser actions
and predicted representation.

Methods not falling into any of the above categories are
usually based on complex, multilayer neural architectures.
A model constructed by Ju et al. [24] detects nested entities
in the inside-out order with a stack of LSTM layers. Each
layer has a CRF output generating predictions for the current
level of nesting, and its hidden states are passed to the next
layer until no new entities are detected. Zheng et al. [25]
have trained an LSTM-basedmultitaskmodel to jointly detect
the boundaries of named entities and classify them. Recent
research has started to utilize transformer [26] architecture.
For example, Sun et al. [27] encoded sentences using two uni-
directional transformers followed by a convolutional layer.
Features representing word spans, generated by convolu-
tion, are then transformed into a fixed-length vector with

a specialized pooling operation. Finally, a fully connected
layer with a softmax activation assigns an entity label
to each such vector. Shibuya and Hovy [28] employed a
BiLSTM-CRF architecture with contextual word representa-
tions from a pre-trained BERT [29] model. The main contri-
bution of their work is the modification of a Viterbi decoding
algorithm in the CRF layer to recursively identify nested
entities in the outside-in manner.

III. RESEARCH METHODOLOGY
In this section, we describe our approach to nested named
entity recognition. First, we introduce a neural iterative
model which can be used for solving sequence tagging prob-
lems with nested structures. Next, we present a bidirectional
algorithm which utilizes two instances of that model and a
selection policy component. We then describe six selection
policies we have implemented in our work.

A. NEURAL ITERATIVE MODEL
In a typical sequence tagging model, data is processed
sequentially, in which a single input represents a sentence
from a text corpus. In our case, a sentence of length n is
defined as a sequence of words:

x = [x1, x2, . . . , xn−1, xn] (1)

Let m be the predicted entity mention of length k , defined
as a triplet consisting of k consecutive words from the input
sequence x, the entity label l, and the confidence score of the
mention c(m):

m = ([xi, xi+1, . . . , xi+k−1], l, c(m)) (2)

The goal of an entity recognition model is to find and cor-
rectly classify all entity mentions in a sentence. Our method
achieves this goal through multiple inference steps, each of
which identifies a new subset of entity mentions.

Let S denote the set of all predicted unique entity mentions
in the sentence x. We wish to learn a function f that, given
an input sequence x and a set of previously found entity
mentions S, outputs a sequence of entity labels y:

f : (x, S)→ y (3)

The iterative prediction works as follows. Before the first
iteration, S is initialized to be an empty set. After each
iteration, we add all entity mentions from the output of the
model to S. The process is repeated until no new mentions
are found. After the final iteration, S represents the final pre-
dictions of the model. This process is similar to the layering
technique described inAlex et al. [11], but with two important
distinctions. First, in layering each iteration is handled by
a separate model, so the number of models that need to be
trained is equal to the maximum depth of entity nesting in the
dataset. In our case, only one model needs to be trained, and
it is used to handle all iterations. Unlike in Alex et al. [11]
and many other nested named entity solutions, the maximum
depth of nesting does not affect the architecture of our model,

VOLUME 8, 2020 135093



S. Dadas, J. Protasiewicz: Bidirectional Iterative Algorithm for NER

and does not need to act as a pre-defined hyperparameter.
In practice, our model exploits the structure of a training set,
including the depth of nesting. In our experiments our model
never exceeded the number of iterations needed to detect the
deepest mentions found in the data. Secondly, in the classic
layering approach, only predictions from the previous model
are passed as inputs to the next model. We assumed that it
would be reasonable to take into account all of the predictions
from preceding iterations, so the set S is used as an input,
which includes all entity mentions identified so far.

Figure 2 illustrates the simplified architecture of our
model. From the sequence of words, we construct an
intermediate vectorized representation. Each word includes
three components: a contextual representation from a
character-based language model; a word embedding vector;
and a multi-hot vector encoding the set of named entity labels
predicted for that word in past iterations. The input to the
model is a concatenation of these three vectors. The dimen-
sionality of a single sequence element is therefore equal to
the sum of the dimensions of the respective vectors.

FIGURE 2. The architecture of our iterative neural model. The
intermediate representation of a word is constructed by concatenating
the output of a character-based language model (red color), static word
embedding (blue color), and a vector of encoded predictions for that
word from previous iterations (green color). This representation is then
used as an input for a stack of BiLSTM layers and the CRF inference layer,
which generates predicted word annotations for the current iteration.

The multi-hot encoded representation is a binary vector
with dimensionality equal to the number of labels plus 1,
in which each position corresponds to a specific label, and
the extra bit is used to mark the initial iteration. The value
at index i is equal to 1 only if the i-th label has been
predicted for that word in previous iterations, or otherwise
equals zero. For instance, let us assume we have a set of
four labels - three for entity types, and one for outside words
{PER,GEO,ORG,O}. At the first iteration, the multi-hot
vector for each word is equal to [0, 0, 0, 0, 1], with the extra

bit set to 1, indicating that no predictions have yet been
generated. If a word was tagged with the PER label, its vector
for the second iteration would be equal to [1, 0, 0, 0, 0].
From this moment, each new prediction for that word would
activate additional bits in the vector for subsequent iterations.
Note that for simplicity, we assumed that labels directly corre-
sponded to entity types. In practice, manymodern approaches
to named entity recognition utilize tagging schemes, such
as BIO (beginning-inside-outside) or BILOU (beginning-
inside-last-outside-unary), to be able to differentiate the inner
and boundary words of an entity mention. In this work,
we used the BIO scheme for encoding entity types. Therefore
the dimensionality of multi-hot vector and the number of
labels was three times the number of entity types.

The three-component intermediate word representation is
used as an input to two bidirectional LSTM (BiLSTM) lay-
ers that compute context-dependent hidden states. Finally,
the output of the last BiLSTM is sent to a CRF inference layer,
which is responsible for predicting a sequence of labels y
which maximizes the conditional probability P(y|x, S) for the
current iteration. The confidence score of the mention c(m) of
type l from Equation 2 is defined as the arithmetic mean of
probabilities of its individual words belonging to class l:

c(m) =

∑i+k−1
j=i P(yj = l|x, S)

k
(4)

B. TRAINING PROCEDURE
The training procedure is similar to that of flat NER models
which employ BiLSTM-CRF architecture, and their modern
variants which use pre-trained language models. In our case,
we split each nested NER example into several inside-out
and outside-in layers, and each layer is treated as a separate
training sample. The model can be trained either with an
inside-out or outside-in split, as is outlined in the classic
layering approach [11].

In some cases, the order of entity mentions can be
ambiguous, for example, the DATE and MONTH labels in
the sentence from Figure 1. In these situations, we collect
the frequency of parent-child relationships between the two
labels from all unambiguous examples in the training set,
and order the labels in accordance with the more frequently
occurring relation of the two. A single training example
consists of two input sequences: the sequence of words,
and the sequence of vectors representing the predictions of
previous iterations. At the training stage, the sequence of
previous predictions is created synthetically based on the
gold labels in the training set, as if it were generated by a
perfect classifier. We use the real predictions of the model
only at the stage of inference. By following this process,
the samples are independent of each other during training,
and the process need not be altered to fit the iterative nature
of the model. This training procedure, also known as teacher
forcing [30], has been successfully applied in the past for
generating other complex structures, such as images [31] or
audio [32]. Since we use a CRF output layer with Viterbi
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FIGURE 3. A high-level overview of a bidirectional iterative algorithm for nested named entity recognition. Two neural models are trained on the
same dataset to identify entity mentions in the inside-out and the outside-in orders. After all named entities for a specific sequence of words have
been detected, a model is expected to repeat the last prediction in subsequent iterations. The outputs of both models are combined using a
selection policy that constructs the final set of predictions of the algorithm.

decoding, the loss function is the sentence level negative log
likelihood.

C. BIDIRECTIONAL ITERATIVE ALGORITHM
We have described the neural model for iterative detection
of nested entity mentions. In this subsection, we propose an
algorithm that utilizes two such models, and combines their
outputs to generate the final set of entity mentions. Both mod-
els are trained on the same dataset, but their goals are to detect
named entities in opposite directions: using the inside-out
and outside-in approach. Although it is possible to use a
standalone iterative model, our hypothesis is that combining
two views of the same output structure identifies nesting pat-
terns that a single model would be unable to detect. Figure 3
demonstrates the core concept of our algorithm. Please note
that while both nested structures are always divided into the
same number of iterations for the same sentence, they are not
simply reversed versions of each other, as the model is trained
to detect entity mentions in the earliest iteration possible.
The algorithm works as follows: both models produce their
outputs independently, using the approach described in the
previous subsection. The predictions of the inside-out (Sin)
and outside-in (Sout ) models are then processed by function
g, which we have named the selection policy. g takes two sets
of entity mentions and produces a filtered set, S, that includes
zero or more elements from Sin and Sout :

g : (Sin, Sout )→ S (5)

In this study, we evaluated the following six selection
policies:

1) Outside-in model only - This is a baseline policy in
which only entity mentions from the outside-in model
are selected. Applying this policy is equivalent to using
a standalone outside-in model.

2) Inside-outmodel only - This is another baseline policy
analogous to the one above, but accounting only for the
predictions from the inside-out model.

3) Model intersection - In this policy, an entity mention is
included in the resulting set, S if and only if it is present
both in Sin and Sout .

4) Model union – In this policy, an entity mention is
included in the resulting set, S if it is present in any
of the sets, Sin and Sout .

5) Probability-based selection - This is a simple policy
that accounts for the confidence score of a mention,
c(m). In this policy, the mention, m is accepted if and
only if its confidence score, c(m) is greater than or
equal to a specified threshold hyperparameter. We use
separate threshold values for sets, Sin and Sout . Those
hyperparameters are found using a linear search to
maximize the F1-score on the validation set.

6) Linear classifier selection - This policy uses an addi-
tional logistic regression model which decides whether
to accept or reject a mention,m. Themodel is trained on
a list of features extracted from the sets of predictions,
Sin and Sout generated from the training data. For a spe-
cific mention,m, those features include: the confidence
scores of m in Sin and Sout (or 0 if m is not present
in the set), the label of m in Sin and Sout (or null if m
is not present in the set), the label of a parent entity
mention in Sin and Sout (or null ifm is not present in the
set or has no parent entity), the confidence of a parent
entity mention in Sin and Sout (or 0 if m is not present
in the set or has no parent entity), the minimum and
maximum confidence of mention m found in the sets
Sin and Sout . Let s(x) denote the sigmoid function of this
logistic regression model. As with probability-based
selection policy, we accept only those mentions for
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which s(x) is greater or equal to a specified threshold
hyperparameter. The threshold is set to maximize the
F1-score on the validation set.

Algorithm 1 A Bidirectional Iterative Algorithm
function BidirectionalIterativeAlg(x)

fout ← outside-in NER model
fin← inside-out NER model
g← selection policy function
Sout ← IterativePrediction(fout , x)
Sin← IterativePrediction(fin, x)
S ← g(Sout , Sin)
return S

end function

function IterativePrediction(f , x)
S0← ∅, i← 0
repeat

i← i+ 1
y← f (x, Si−1)
Si← Si−1 ∪ y

until {Si \ Si−1} = ∅
return Si

end function

A summary of our approach is demonstrated in
Algorithm 1, in which IterativePrediction is a prediction
method for the single model, f described in the previous
subsection, and BidirectionalIterativeAlg is a function com-
bining predictions of both models to produce the set of entity
mentions, S.

IV. EXPERIMENTS
Our experiments were conducted on four nested named
entity recognition datasets: GENIA [5] (biomedical domain),
NNE [2] (news domain), PolEval [33] (mixed texts, a Polish
corpus), and GermEval [34] (news and Wikipedia, a German
corpus). Each dataset was split into three parts: training,
validation, and test sets. Where possible, we used the offi-
cial splits provided by the authors of the datasets, or the
most common splits from existing literature. The model is
trained using the training set. The validation set is utilized
for hyperparameter selection, early stopping, and finding the
optimal threshold parameters for probability-based and linear
classifier selection policies. The test set is used only for the
final evaluation, and for reporting the results of themodel. For
each of the four datasets, we repeated the training and evalua-
tion procedure three times. The reported precision, recall, and
F1-score values are averaged over three runs. We did this to
counter the effect of randomness on the training procedure.
Since random initialization of the network’s weights and
shuffling of batches during training affects the final results
of the model, reporting a single result might misrepresent
the actual performance of our approach. We compared the
results of our algorithm with other neural and non-neural
methods, using scores provided by their authors or, in the case

of NNE dataset, our own evaluation based on the released
source code of the models.

The models were trained with the mini-batch gradient
descent algorithm and a batch size of 32. We employed a
training scheduler with a decreasing learning rate and early
stopping, based on the validation set performance. More
specifically, the initial learning rate was set to 0.1, and halved
after three consecutive epochs with no improvement in vali-
dation loss. The trainingwas stopped after reaching a learning
rate of 0.0001, and the best model checkpoint (that with the
lowest validation loss) was selected as the final model for
evaluation.

A. HYPERPARAMETER SELECTION
In this subsection, we discuss the process of hyperparame-
ter selection for our model. We consider the choice of the
number of BiLSTM layers, the hidden size of a BiLSTM
layer and a contextual word representation among the most
commonly used pre-trained languagemodels: Flair [35], [36],
ELMo [37], and BERT [29]. In the case of traditional flat
NER problems, the Flair model proposed by Akbik et al. [35]
proved to be particularly effective, setting new state-of-
the-art results on several popular named entity recognition
datasets, such as CoNLL-2003 [38], OntoNotes [39], and
WNUT 2017, as well as the CoNLL datasets for the
German andDutch languages. The initial configuration of our
inside-out and outside-in models followed, where applica-
ble, the hyperparameters of the best performing architecture
from Akbik et al. [35]. The reason for this decision was
that detecting nested entities with a single iterative model is
comparable to applying multiple flat NER steps on the same
input. Therefore, the optimal hyperparameters for an iterative
model should not be different from the those of a traditional
NER model. Each model by default had two bidirectional
LSTM layers with a hidden size of 256. During training,
we used word-level dropout with a probability of 0.05, and
variational dropout [40] with a probability of 0.5 before each
BiLSTM layer.

To validate our assumptions, we conducted a series of pre-
tests. In those experiments, we trained separate inside-out
and outside-in iterative models with different hyperparam-
eter values. We used the NNE dataset, which is the largest
English language nested named entity recognition dataset
with a deep and complex structure of nested entities. Only the
training and validation splits were utilized in this experiment -
we trained the models with the training part of the data,
and assessed the results on the validation part. As with the
other experiments, we repeated the procedure three times
and reported the average F1-scores. We tested three different
word representations, four LSTM hidden sizes (from 128 to
512 neurons), and architectures from one to four stacked
BiLSTM layers. We consider only one hyperparameter at a
time. In each experiment, the initial values have been used
for the remaining hyperparameters.

The results of the hyperparameter selection are shown
in Table 1. We provide the F1-scores for both the inside-out
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TABLE 1. The results of inside-out and outside-in iterative models
trained with different hyperparameters. We examine the effect of the
word representation used, the number of LSTM layers and the
hidden size of a single LSTM cell.

and outside-in models. For suboptimal hyperparameter val-
ues, we additionally include an absolute difference to the
best result. In the word representation experiment, we used
the output of the final layer of each model as input features.
The pre-trained models employed in the evaluation included
the large English language ELMo model [37], the large
BERT cased model [29], and Flair embeddings trained on
a news corpus [36]. With our neural iterative model, Flair
proved to be the most effective representation. The results are
therefore consistent with studies on flat NER. The advantage
of Flair in named entity recognition is often explained by
the fact that it is a fully character-based language model,
unlike ELMo and BERT. The importance of character level
features in NER has been highlighted in several previous
publications [41]–[43]. In the case of LSTM hidden size,
we can observe a clear performance drop for the lowest
value (128), which indicates an underparametrized model.
The model achieves the best results with a hidden size of 256,
but the drop in performance for higher dimensionalities is not
as substantial as for the lower value. The number of BiLSTM
layers affects the model in a similar manner, although using
a single BiLSTM layer has a lesser impact on the model than
reducing the hidden size. The performance of the outside-in
model also appears to be more sensitive to the number of
layers than that of the inside-out model.

We use the selected hyperparameters for all experiments
described in this section, with the exception of the PolEval
dataset, for which Dadas [44] have performed a comprehen-
sive hyperparameter analysis. To make a direct comparison
with their state-of-the art model, we apply the same hid-
den size, number of layers, and word representations. More
details can be found in the PolEval subsection.

B. GENIA
GENIA is one of the most popular benchmarks for nested
named entity recognition methods. The corpus contains
2000 abstracts from MEDLINE/PubMed, a biological and
medical bibliographic database. Texts are annotated with
entities coming from the biomedical domain, such as names

of substances, tissues, cell types, or viruses. The dataset
includes 51 546 outer named entities, of which 4895 (9.5%)
contain nested entities. Themaximum level of nesting is equal
to 4. To make a fair comparison with other publications,
we pre-processed the corpus following the guidance of Finkel
and Manning [12]. Their procedure, which involved splitting
the dataset and reducing the number of entity types, was
reused by most of the studies included in our comparison.
The remainder of this paragraph describes the precise proce-
dure we applied to the corpus. The dataset was split in the
following way: the first 90% of the corpus was selected for
training, and the remaining 10% for evaluation. We divided
the first part of the corpus again, and used 90% of it as a
training set and 10% as a validation set. We also reduced
the number of classes by collapsing all DNA subtypes into
DNA; all RNA subtypes into RNA; and all protein subtypes
into protein. We maintained the cell line and cell type classes,
and removed all other entities. Only five possible entity types
remained of the original 36.

For this experiment, we used domain-specific pre-trained
word representations. As a word embedding layer, we used
400-dimensional Word2Vec [45] trained on biomedical
abstracts from MEDLINE/PubMed library. We also utilized
contextual string embeddings [35] had been trained on the
same data source.

Table 2 demonstrates the performance of our algorithm
using different selection policies, in comparison with other
methods. We can observe that the selection function based on
logistic regression achieves the highest F1-score while also
being the most balanced in terms of precision-recall tradeoff.
In specific practical cases, it could be beneficial to use an

TABLE 2. Results on GENIA dataset.
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intersection or union policy which maintains an acceptable
F1-score, but maximizes either the precision or recall of the
algorithm. In the case of this dataset, there are no significant
differences in F1-score between evaluated policies. This may
be due to the fact that in this dataset relatively few entities
are nested, and the performance is primarily dependent on
the effectiveness of flat rather than nested entity recogni-
tion. Of other approaches, only the deep exhaustive model
by Sohrab and Miwa [18] and recursive Viterbi-decoding
approach by Shibuya and Hovy [28] offer comparable results.

In addition to standard evaluation, we conducted an abla-
tion study for GENIA, the results of which are shown
in Table 3. The first three positions correspond to the best
performing selection policy from Table 2, a single outside-in
model and a single inside-out model. We also demonstrate
the effect of running the algorithm in a non-iterative manner
(No iteration). In this case, we run both models only once to
predict a set of the innermost and outermost flat entity men-
tions, and combine those predictions using linear classifier
selection policy. It is evident from the results that disabling
iteration has a minor effect on the F1-score. We also studied
the effect of replacing our neural models with simpler base-
lines which do not include contextual word representations
from the language model (No pre-trained language model).
The baseline was derived from a well-known BiLSTM-CRF
architecture by Lample et al. [41], in which word repre-
sentation is constructed from static word embeddings and
a BiLSTM character-level encoder. Finally, to ensure a fair
comparison with all the methods from Table 2, we retrained
our model without using any domain-specific word represen-
tations (No biomedical word representation). In this experi-
ment, we replaced the language model and word embeddings
trained on the MEDLINE/PubMed corpus with original
character-level LM by Akbik et al. [35] trained on the
news corpus, and 300-dimensional GloVe embeddings by
Pennington et al. [46]. To the best of our knowledge,
Sohrab and Miwa [18], Zheng et al. [25], Sun et al. [27] and
Shibuya andHovy [28] used biomedical word representations
in their work. Without domain pre-training, our algorithm
performs 1.77% worse in terms of F1-score. However, com-
paring our approach only to those methods that do not use
biomedical embeddings, it still achieves the highest F1-score
of 75.6%.

TABLE 3. Ablation study for GENIA dataset.

C. NNE
The Nested Named Entity (NNE) corpus is a large dataset
explicitly targeted for the evaluation of nested named entity

recognition methods. It contains annotations of the Wall
Street Journal portion of the Penn Treebank (PTB). The total
number of named entities is 279 795, of which 118 525 are
outer entities. Over 60% of the outer entities contain nesting,
with a maximum depth of six levels. The dataset uses a
rich, fine-grained ontology of 112 entity types. The most
commonly occurring entity types are typical for news-related
NER datasets, and include classes such as names of
people, organizations, geographical objects, dates, or
cardinals.

For this experiment, we used contextual string
embeddings [35] trained on the news corpus, and
300-dimensional GloVe embeddings trained on Wikipedia
and the Gigaword corpus [46]. We also used the original
train, test, and validation splits suggested by the authors of
the dataset.

The NNE dataset was introduced recently in a study by
Ringland et al. [2] which also included the evaluation of three
baseline models, in addition to a transition-based model by
Wang et al. [22], and a hypergraph based model byWang and
Lu [15]. We compare our algorithm with these approaches
in Table 4. The three baselines shown in the table are based on
the BiLSTM-CRF neural architecture [41], and were trained
to detect only the outermost or innermost entity mentions.
Baselines (a) and (b) are simple flat NER models detecting
the outermost and innermost entities respectively. Baseline
(c) is a concatenation of predictions from the first two
models. In addition, we have retrained and performed an
evaluation of other recentmethods, implementations of which
are publicly available: Zheng et al. [25], Ju et al. [24], and
Shibuya and Hovy [28]. We can see that the linear classifier
policy is again the best performing one, achieving an F1-score
of 94.1%, an improvement of 0.6% compared to the work of

TABLE 4. Results on NNE dataset. Ringland et al. [2] evaluated three
variants of baseline model based on BiLSTM-CRF architecture: (a) a flat
NER model detecting only the outermost entities; (b) a flat NER model
detecting only the innermost entities; and (c) a combination of
predictions of those two models. Our comparison also includes other
known methods, retrained and evaluated using publicly available source
codes. † denotes methods evaluated by Ringland et al. [2], ‡ denotes
methods which we evaluated.
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Shibuya and Hovy [28], and a significant increase over all
other methods.

As in the case of GENIA, we conducted an ablation study
of our model on NNE, the results of which are presented
in Table 5. The list of compared approaches is the same as
in the previous study, except for the last model, which is not
applicable here. It is worth noting that, unlike for GENIA,
there is a significant difference in F1-score between the full
model and the non-iterative version. This suggests that the
best performing flat NER models would not be able to reach
the level of nested NER methods for this dataset. In cases
which the predicted structures are complex, iterativeness
becomes a crucial feature of the algorithm. As for the other
variants of our model, even after the drop in F1-score, they
still outperform the methods evaluated in Ringland et al. [2]
by 2% or more.

TABLE 5. Ablation study for NNE dataset.

D. PolEval (2018)
PolEval is a competition for natural language processing in
Polish language inspired by SemEval.1 It is a regular event
in which a variety NLP challenges are held. PolEval 2018,
which lasted from June to August, included an evaluation of
named entity recognition methods [33]. The task was based
on two datasets: NKJP (The National Corpus of Polish [50]),
which was used as a training corpus, and an additional eval-
uation corpus created specifically for the challenge. Both
datasets were manually annotated using the same guidelines
with 14 entity types. Of these entity types, some can appear
both as top-level and as nested entities, and some are defined
as subtypes, and therefore can appear only as nested entities.
The combination of training and evaluation sets contains 121
707 sentences annotatedwith 127 937 named entitymentions.
Approximately 42% of outer entities contain nesting, and the
maximum depth of nested entities is 6. The maximum length
of a named entity is 16 words. The corpus consists of various
types of text, including literature (contemporary and histor-
ical), reportage, press releases, scientific texts, legal texts,
internet discussions, and transcriptions of speech. The types
of entities include names of real and fictional people, names
of organizations, names of geographical andman-made struc-
tures, geopolitical names, dates, and times.

Since there was no official validation set for this task,
we decided to use 10% of the training corpus for validation.
For this experiment, we utilized pre-trained word represen-
tations for Polish language: the ELMo language model and

1https://en.wikipedia.org/wiki/SemEval

100-dimensional Word2Vec embeddings from Dadas [44].
We also changed the number of LSTM layers to three and
the hidden representation size to 100, in accordance with the
optimal hyperparameters used in their study.

Table 6 highlights the results of our method in com-
parison with the three best solutions from the PolEval
competition [47]–[49], and two variants of the model intro-
duced in Dadas [44]: one with static and one with contextual
word representation. In the case of PolEval, we used the offi-
cial metrics proposed by the organizers rather than precision,
recall, and F1-score. The metrics are as follows: exact match
score (ES), which is based on a standard F1-score measure;
overlap score (OS), based on an F1-score computed for partial
matches of entity mentions; and final score (FS), which is
a weighted average of the two aforementioned measures,
in which the weight is equal to 0.2 for exact and 0.8 for over-
lap score. We can observe that for this dataset, the differences
between the individual selection policies are minor, with
the exception of the model union, for which the final score
is noticeably worse. Model intersection, probability-based
selection, and linear classifier selection all perform equally
well. Comparing our iterative approach with other methods,
we can observe only a slight increase in overlap score over the
best performing model (0.2%), but a significant improvement
in exact match score (2.5%). This may be due to the fact that
the other approaches evaluated on this task could only detect
nested entities to a limited extent, usually up to a certain level
of nesting. Our method can handle a set of deeply nested
entities that were undetectable with simpler models.

TABLE 6. Results on the PolEval dataset. Unlike in the case of other tasks,
we have not compared methods using precision, recall, and F1-score.
We report official metrics from the PolEval competition instead, produced
using a script provided by the organizers. The metrics are: the exact
match score (ES), the overlap score (OS), and the final score (FINAL). The
final score is based on a combination of the exact and overlap scores.
Final score = 0.8 * Overlap score + 0.2 * Exact match score.

E. GermEval (2014)
GermEval is a series of natural language processing
challenges inGerman language. A nested named entity recog-
nition task formed part of the series in 2014. For this pur-
pose, a dataset consisting of 31 297 sentences annotated with
12 named entity types was created [34]. From the point of
view of the nested NER, this is a fairly simple dataset, as there

VOLUME 8, 2020 135099



S. Dadas, J. Protasiewicz: Bidirectional Iterative Algorithm for NER

FIGURE 4. Statistical significance of differences between selection policies for each of the evaluated tasks.

are only two levels of nesting. Of the 37 832 outer entity men-
tions, only 3173 contain nested entities (approximately 8%).
The maximum length of a named entity is 20 words. The
corpus is composed of text from theGerman language version
ofWikipedia and German online news. The set of entity types
is typical for news corpora, and includes names of locations,
organizations, people, and other entities.

For word representations in this experiment, we used Ger-
man contextual string embeddings from Akbik et al. [35],
and German FastText word embeddings [53]. We also used
the same train, test and validation dataset splits as in the
GermEval 2014 competition.

The results of our evaluation are shown in Table 7.
We compare our approach with the top three models from
the GermEval competition: ExB Group [51], UKP [52], and
MoSTNER, as well as recent nested named entity recog-
nition methods: Sohrab and Miwa [18], Ju et al. [24], and
Zheng et al. [25]. We can see that in the case of this dataset,
our model achieves the best F1-score by a significant margin.
However, due to the fact that this is not a challenging task in
the context of nested NER, we cannot attribute this advantage
to the architecture of our framework. This is most likely the
effect of utilizing the German language model pre-trained
by Akbik et al. [35], as all other methods use either static

TABLE 7. Results on GermEval dataset.

word embeddings or handcrafted features as their word
representations.

F. DISCUSSION
Each of the experiments performed in this study was repeated
three times. When comparing our model to other approaches,
we reported average precision, recall, and micro F1-scores.
We also conducted a series of unpaired Student’s t-tests to
compare the selection policies proposed in this study, and
check if the reported differences in results were statistically
significant. The statistical significance, α of all tests indicated
is judged at the 0.05 significance level. Figure 4 offers a
summary of those tests for the datasets evaluated. Each row
in the grid represents a comparison between a particular
selection policy and all other policies. Green color indicates
that the mean F1-score (with the exception of PolEval, for
which a custom task-specific score is reported) for the current
policy (row) was higher than the compared policy (column,)
and the result was statistically significant. Red color indicates
that the score was lower. Gray color indicates that the null
hypothesis could not be rejected. The number in each cell is
equal to the p-value for that specific test.

Based on the evaluation results on all four datasets we
can conclude that linear classifier policy works well in most
cases, and is an appropriate default choice for our algorithm.
In 15 out of 20 cases, it was found to be significantly better
than in other selection methods. It was also the only selection
policy which outperformed the previous approaches on all
four datasets, including GENIA in which the performance
of our method was the closest to the results of previous
state-of-the-art methods. Among the other selection policies,
fixed probability policy had a comparable performance on
three of the tasks, but was slightly worse for GENIA. The
performance gap increased in favour of our method in cases
of more demanding datasets with complex nested structures,
and a large number of entity classes, such as NNE or PolEval.
In these cases, at least four of the six policies evaluated
proved to be better than other the approaches. These results,
in addition to those of ablation studies, suggest that the
iterative approach is especially effective for deeply nested
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entities. This may be due to the fact that the predictions of
subsequent layers of named entities are explicitly conditioned
on previous layers. This allows our model to learn both
the horizontal (between words in the sentence) and vertical
(between iterations) relationships.

It is also worth noting that performance differences
between outside-in and inside-out models are task-specific
- for some problems one works better: for others the other.
We also wish to highlight that from a practical point of view,
the ability to choose a selection policy for a particular appli-
cation is an advantage of our algorithm. For example, in some
cases it could be useful to choose intersection or union policy
if the precision or recall of the solution is more important
than a balanced F1-score. For many other known models,
there is no easy method of controlling the precision/recall
balance.

V. CONCLUSION
In this paper, we have proposed an iterative deep learning
model for nested named entity recognition in which the rep-
resentation of words is constructed from the character and
word-level features, and a vector of encoded entity types
identified in the previous iterations. We then proposed a
bidirectional algorithm that combines the predictions of two
iterative models using a pre-defined selection policy.We have
presented several selection policies that can be used with
the algorithm. Since the performance of specific selection
policies appears to be dependent on the features of the dataset,
an interesting direction for further development would be to
identify these features, and automatically recommend the best
selection policy for a particular dataset type. We conducted
experiments on four datasets sourced from different domains
and differing in terms of frequency and structure of nested
mentions. The evaluation of our method shows that it is
competitive for tasks involving mostly flat mentions with
occasional nesting, as well as tasks with a large number of
complex nested structures.
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