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ABSTRACT The mutual information (MI) is used as the target function to jointly optimize the space
trajectory and radiated power of the airborne MIMO radar. By adjusting the space position of the radar and
radiating energy in real time, the detection efficiency of theMIMO radar is improved. Firstly, the cooperative
detection model of aviation swarm MIMO radar is constructed to quantitatively describe the relationship
between radar position and radiated power parameters and echo. Therefore, the MI between the transmitted
signal and the received signal at the same time is derived, and the MI of the radar echo at the current time and
the next time is derived. Maximizing the amount of MI sent and received signals can improve the amount
of information detected, and minimizing the amount of MI at adjacent moments can improve the quality
of information. This paper designs a time-sharing optimization algorithm, and improves the Artificial Bee
Colony algorithm (ABC) to optimize the above two MI to achieve real-time adjustment of radar position
and power. Through simulation verification and algorithm comparison, the advantages of this algorithm are
reflected.

INDEX TERMS Mutual information, airborne MIMO radar, space trajectory, radiated power, artificial bee
colony algorithm.

I. INTRODUCTION
Multiple Input Multiple Output (MIMO) radar refers to
radar systems which use multiple antennas for trans-
mitting independent waveforms and multiple receivers
for receiving target echoes [1]–[6]. Using this feature,
the radar system can significantly improve the target
detection, tracking, identification and parameter estima-
tion capabilities, and achieve a good perception of the air
situation.

In order to further improve the detection perfor-
mance of MIMO radar, scholars have conducted intensive
research. The algorithm performance of beamforming tech-
nology [7], [8] and space-time adaptive algorithm [9], [10]
has been improved, and the detection capability of MIMO
has been improved from the signal processing level. At
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the same time, scholars use or design certain criteria to
improve radar detection accuracy by adjusting the parame-
ters of radar radiated power, polarization mode and signal
bandwidth, or jointly adjusting multi-dimensional param-
eters. Reference [11] established the relationship between
MIMO radar transmitter power and Cramer-Rao lower bound
(CRLB) to achieve localization minimum estimation mean-
square error (MSE). The methods of minimizing radiated
power for a given MSE and the method of minimizing
MSE at a given power are studied separately. Reference [12]
uses CRLB as the optimization objective function to realize
the optimization of radar scheduling and radiated power of
MIMO radar. Reference [13] through the optimization of
power and time width, the total posterior Cramer-Rao lower
bound (PCRLB) of all targets is minimized. Reference [14]
uses CRLB as an evaluation index to achieve joint opti-
mization of radiated power and signal bandwidth, to achieve
more accurate detection of multiple targets. Reference [15]
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on this basis, deduced the predicted PCRLB in the worst. The
modified particle swarm optimization is used to optimize the
power and bandwidth allocation strategy, which makes the
detection efficiency closer to PCRLB. Reference [16] derived
the Bayesian CRLB for multi-target tracking based on the
Bayesian information matrix. Using this as an indicator,
a joint beam selection and power allocation (JBSPA) strat-
egy was constructed. Reference [17] proposed a distributed
fusion architecture that uses covariance intersection (CI)
fusion to reduce the uncertainty of system information, and
derives the Bayesian CRB under this architecture. Realize
joint beam and power scheduling (JBPS) through optimiza-
tion. In reference [18], the measurement error was used as
the optimization goal, and a joint optimization method of
antenna subset selection and optimal power allocation was
constructed to improve the positioning accuracy of the target.
Reference [19] used the prior knowledge predicted from
the tracking recursion cycle to construct the relationship
between radiated power and the Bayesian CRLB. By opti-
mizing power distribution, the ability to recognize multiple
targets in a clutter environment is improved. Reference [20]
combines priority statistic information of targets to construct
the optimality condition decomposition (OCD)-based and the
alternating direction method of multipliers based algorithms.
Based on that, a strategy for minimizing radiated power under
a givenMSE is derived. Reference [21] based on game theory,
by optimizing the radiated power, improved the signal-to-
interference-plus-noise ratio (SINR) under Nash equilibrium
conditions. Reference [22] studied separately in the context
of a strategic non-cooperative game and Stackelberg game,
by optimizing beamforming and resource allocation, to meet
the detection needs. Reference [23] considers radar and
jamming as a two-player zero-sum (TPZS) game. By adjust-
ing the polarization mode of the radar signal, the SINR of
the radar is improved, and the purpose of weakening the
interference effect is achieved. Reference [24] constructed
a robust chance constrained power allocation (RCC-PA)
method according to the target radar cross section (RCS)
fluctuation model under different conditions to achieve the
required detection accuracy with minimizedmulti-beam radi-
ation power. Reference [25] derived the predicted condi-
tional CRLB (PC-CRLB) in a cluttered environment, and
designed a closed-loop feedback scheme, through joint sub-
array selection and power allocation (JSSPA) strategy to
achieve the best PC-CRLB. Reference [26] under the condi-
tion of peak-to-average ratio (PAR) constraint, through joint
optimization of transmit waveform and receive filter. The
SINR and integrated sidelobe level of the receiving end are
improved, thereby improving the detection capability. Ref-
erences [27] and [28] based on information theory, by con-
structing the Bayesian Fisher information matrix generated
by radar sequential filtering and collaborative detection, and
using the Shapley value in the cooperative game to optimize
it, to achieve the combination of the spatial position of the
radar and the radiation strategy optimization. References [29]
and [30] used compressed sensing methods to design radar

waveforms and adjust radiated power, respectively to opti-
mize the coherence between the target returns from different
search cells, and minimize the coherence value of the sensing
matrix, improving radar detection efficacy. References [30]
and [31] studied the optimization of the radiation strategy
that can achieve the target detection requirements under low
interception requirements. While reducing the possibility of
signal interception, it also reduces the energy consumption of
the system.

The above-mentioned literature improves the detection
efficiency of radar by adjusting parameters such as radar
radiation strategy and signal bandwidth. The performance of
MIMO radar is closely related to the spatial configuration of
the receiver [33]. At the same time, with the development
and maturity of MIMO radar technology, the realization of
airborne MIMO radar is an important trend of future radar
development [34]–[37]. The obvious advantage of airborne
MIMO radar compared to ground MIMO is that it can adjust
the position to achieve better detection, that is, improve the
detection performance by optimizing the spatial position.
The radar can improve the detection capability through a
more flexible spatial structure. But there are two important
premises for this performance improvement. One is that the
airborne MIMO radar is affected by kinematic constraints.
The position adjustment of the MIMO radar must be based
on the kinematic model of the aircraft, and the position of the
MIMO radar must be continuously changing, and no jumps
in position can occur. Another requirement is higher require-
ments for real-time performance. The computing resources
carried by the aircraft itself are very limited. During the
detection process of the airborne MIMO radar, it is necessary
to not only process the MIMO radar signal, but also optimize
the scheduling strategy of the airborne detection resources.
This also has a strong demand for the real-time nature of the
algorithm.

Therefore, this paper takes the airborne MIMO radar as
the research object, and improves the detection efficiency of
the radar by jointly optimizing the aircraft track and radiated
power. From the perspective of information theory, this article
regards improving radar detection capability as a problem to
obtain more information about the target. Using the theory
of mutual information (MI), the MI between the transmit-
ted signal and the received signal is maximized, thereby
increasing the amount of information for acquiring target
information. At the same time, the MI of the echo signal
at the adjacent time is minimized to reduce the amount of
repeated and useless information. The optimization process
of simultaneous and time-sharing is designed. Qualitative
analysis and simulation verify that time-sharing optimization
is more effective. The problem to be solved is converted into
a continuous time series optimization problem. Using the
Artificial Bee Colony algorithm (ABC) algorithm, combined
with the characteristics of the algorithm and the biological
characteristics of the bee to improve it, it realizes the opti-
mization of the collaborative optimization of MIMO radar
detection resources.
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The remainder of this paper is organized as follows. Con-
struct a collaborative detectionmodel in Section II. Derive the
MI of different signals in Section III. Design the optimization
objective function and analyze it in Section IV. Improve the
ABC (IABC) algorithm in Section V. The optimization pro-
cess ofMIMO radar detection resources based on IABC algo-
rithm is designed in Section VI, simulation verification and
algorithm comparison in Section VII. Conclusion is drawn in
Section VIII.

II. MATHEMATICAL MODEL OF COOPERATIVE
DETECTION FOR AIRBORNE MIMO RADAR
In the cooperative detection of aviation clusters, the optimal
configuration of the spatial position and radiated power of
each node can improve the detection efficiency to a greater
extent, so as to more accurately perceive the battlefield situa-
tion in a complex dynamic environment. How to achieve rapid
node configuration and radiation control is the core factor
restricting the performance improvement of airborne MIMO
radar.

Suppose that there are M aircraft carrying MIMO radar
to coordinate detection of U targets. The signals emitted by
the radar are orthogonal to each other. Suppose at time t ,

the coordinate of the m-th aircraft is Ptpm =
[
x tpm, y

t
pm

]T
,

the speed is vtpm =
[
vtxpm, v

t
ypm

]T
, m = 1, 2, . . . ,M . Then

the position and speed of our aircraft can be expressed as
Ptp =

[
Ptp1,P

t
p2, . . . ,P

t
pM

]
and vtp =

[
vtp1, v

t
p2, . . . , v

t
pM

]
.

Suppose the coordinate of the u-th target is Ttu =
[
x tTu, y

t
Tu

]T ,
the speed is vtTu =

[
vtxTu, v

t
yTu

]T
, u = 1, 2, . . . ,U .

The corresponding position and speed can be expressed as
TtU =

[
TtT1,T

t
T2, . . . ,T

t
TU

]
and vtU =

[
vtT1, v

t
T2, . . . , v

t
TU

]
.

In order to show clarity, the transmission and reception are
divided into two figures. The schematic diagram of MIMO
radar detection of multiple targets is shown in the fig-
ure below:

As can be seen from Figure 1, under the framework of
MIMO radar, the detection signal transmitted by each aircraft
can detect each aircraft of the other party, and the corre-
sponding echo signal can be received by any of our aircraft.
As a result, signal-level information interaction is achieved.
Compared with traditional airborne radar, the detection range
is wider and the situation awareness is more accurate.

To further study the system status, the i-th aircraft was
selected to transmit signals to detect the u-th aircraft, and
the echoes received by the j-th aircraft were analyzed. The
specific state is shown in Figure 2.

According to the distance formula, the distance d tiu
between the i-th transmitter and the u-th aircraft is:

d tiu =

√(
x tpi − x

t
Tu

)2
+

(
ytpi − y

t
Tu

)2
(1)

Similarly, the distance d tuj between the u-th aircraft and the
j-th receiver can be calculated. Then the corresponding signal

FIGURE 1. Schematic diagram of MIMO radar detecting multiple targets.

FIGURE 2. Schematic diagram of MIMO radar detection.

delay τ tuj is:

τ tij =
d tiu + d

t
uj

c
(2)

where c is the speed of light, it is assumed that the detection
power of all aircrafts has a power upper limit P0. At time t ,
the energy of the i-th aircraft detecting the u-th aircraft is Ptiu,
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then it should satisfy:

U∑
u=1

Ptiu < P0 (3)

That is, the total energy used for detection cannot exceed
the upper limit of its own power P0. Then the echo power Ptuj
received by the j-th receiver is:

Ptuj = QR
PtiuG

t
iuG

t
ujσ

t
ij(

4πd tiud
t
uj

)2 (4)

where Gtiu is the antenna gain of the transmitter in the iu
direction, Gtuj for the same reason. σ tij is the radar cross-
sectional area of the target. QR is a substitute for system
loss and space attenuation, etc. We won’t introduce too much
about it here. For internal specific parameters and meanings,
we can refer to the radar manual. This article will treat it as a
constant later. Then the signal ytij received by the j-th receiver
can be expressed as:

ytij (t) =
√
Ptujs

t
ij

(
t − τ tij

)
+ ntij (5)

stij is the transmitted signal of the radar, and ntij is the
white noise of the Gaussian distribution received by the
receiver. Then the signal received by the j-th receiver can be
expressed as:

ytj =
M∑
i=1

htijx
t
ij + n

t
ij (6)

where ytj ∈ CK×1, C represents the complex domain. K =
Kτ + Ks. Kτ represents the column to be filled with 0 due to
delay, and Ks is the length of the signal, where htij is,

htij =
√
Ptuj =

√
QRPtiuG

t
iuG

t
ujσ

t
ij

4πd tiud
t
uj

(7)

The signal received by the airborne MIMO radar system
for multi-target detection can be expressed as:

Y = XH+W (8)

where Y=[y1, y2,. . . , yM ]∈CK×M and X=[x1, x2, . . . , xM ]∈
CK×M represent the received and transmitted signal matrix
ofM radars. H =

[
hij
]
M×M ∈ C

M×M is the system response
matrix. W ∈ CK×M is the noise received by the system.
Through the above derivation and discussion, the relation-

ship between the signals received and sent at time t of the
MIMO radar system can be constructed.

III. OPTIMIZATION OBJECTIVE FUNCTION BASED ON MI
When using information theory to design radar waveforms,
scholars found that the greater the MI between the radar
echo and the original signal, the stronger the radar’s ability
to estimate and describe the target parameters. The smaller
the MI of the echoes at two adjacent moments, the more
information about the target will be obtained. Therefore, this

section uses the results derived from the previous section
to construct the MI of the radar echo and the transmitted
signal at time t , and the MI of the radar echo at time t and
t + 1, respectively. Construct the corresponding optimization
objective function.

A. MI BETWEEN THE TRANSMITTER AND THE RECEIVER
Calculate the MI between the transmitted signal and the
received signal at time t . According to the definition of MI,
the MI is obtained as follows:

I (Yt ;Ht |Xt) = h (Yt |Xt)− h (Yt |Ht ;Xt)

= h (Yt |Xt)− h (W) (9)

where I (Yt ; Ht | Xt ) represents the amount of information
between the transmitter and the receiver. h(Yt | Xt ) is the
conditional entropy, which refers to the amount of informa-
tion transmitted by the transmitting end to the receiving end
during the process of transmitting theXt signal and receiving
the Yt at the receiving end. It can be expressed as:

h (Yt |Xt) =

∫
−p (Yt |Xt) ln [p (Yt |Xt)] dYt (10)

where p(Yt |Xt ) represents the conditional probability density
function that Yt is subject to under Xt conditions, which can
be expressed as:

p (Yt |Xt) =

M∏
m=1

p (ymt |Xt)

=

M∏
m=1

1

πK det
(
XH
t RHtXt + RWt

)
× exp

[
−yHmt

(
XH
t RHtXt + RWt

)−1
ymt

]
=

1

πMK
[
det

(
XH
t RHtXt + RWt

)]M
× exp

{
−tr

[
XH
t RHtXt + RWt

]−1
YH
t Yt

}
(11)

where RHt and RWt represent the covariance matrix of Ht
and Wt , respectively:{

RHt = E
{
HH
t Ht

}
RWt = E

{
WH

t Wt
} (12)

Then we can get h(Yt | Xt ) as:

h (Yt |Xt) = MK ln (π)+MK

+M ln
[
det

(
XH
t RHtXt + RWt

)]
(13)

Similarly, h(Wt ) is:

h (Wt) = MK ln (π)+MK +M ln
[
det

(
RWt

)]
(14)

Taking formulas (13) and (14) into formula (9), we can get:

I (Yt ;Ht |Xt) = M ln

(
det

(
XH
t RHtXt + RWt

)
det

(
RWt

) )
(15)
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I (Yt ; Ht | Xt ) is a measure of the amount of information
transmitted between the transmitter and the receiver. The
greater theMI, the greater the amount of information obtained
from the target and the more accurate the detection. There-
fore, in order to improve the detection ability of the target,
it is necessary to make MI reach the maximum value. Thus
the first optimization objective function is:

F1 = max I (Yt ;Ht |Xt) (16)

It can be seen from formula (15) that when the number of
MIMO radars and the signal form are determined, and the
environmental noise is basically unchanged, the main factor
affecting the objective function F1 is RHt .
Combined with formula (7), it can be seen that the factors

that we control and can affect Ht are the position of our
aircraft Pm =

[
x tpm, y

t
pm

]
, and the energy Ptiu used by each

transmitter to detect each aircraft. At the same time, the trans-
mitter needs to satisfy formula (3), which is the condition of
energy constraint, and rewrite it into the matrix form as:

tr
[
XH
t Xt

]
≤ P0 (17)

Therefore, the position of our aircraft and the correspond-
ing radiated power can be adjusted at all times to maximize
the amount ofMI between the received echo and the transmit-
ted signal, thereby improving the overall detection efficiency
of the MIMO radar.

B. MI OF SIGNAL ECHOES AT ADJACENT TIME
Radar detection is actually a process of acquiring and accu-
mulating information. If the radar gains more information
about the target at the next moment, the detection effect
will be significantly improved. If the information obtained
by the two detection is the same, that is, there is almost
no information gain (IG), the second detection has little
effect.

In order to obtain a larger information increment, as much
as possible, the acquired new information is orthogonal to the
original information, and the independence of the two detec-
tion signals is improved, so that the amount of information
acquired is extremely large. If the correlation of information
is low during the two detections, it can be considered that
the information orthogonality of the two detections is good.
The lower theMI, the smaller the correlation between the two
radar detections is. Therefore, this paper hopes that in the two
consecutive detection processes, that is, the MI obtained by
detection at time t and t + 1 is the smallest, so as to achieve
a good detection effect.

According to the formula of MI, the MI of radar echo at
time t and t + 1 can be expressed as:

I (Yt ,Yt+1) = h (Yt |Xt)+ h (Yt+1|Xt+1)

− h (YtYt+1|XtXt+1) (18)

where h(Yt | Xt ) is shown in the previous formula (13). Sim-
ilarly, h(Yt+1| Xt+1) can be expressed as:

h (Yt+1|Xt+1)

= MK ln (π)+MK

+M ln
[
det

(
XH
t+1RHt+1Xt+1 + RWt+1

)]
(19)

h (YtYt+1|XtXt+1)

= 2MK ln (π)+ 2MK

+M ln
[
det

(
XH
t RHtXt + RWt

)]
+M ln

[
det

(
XH
t+1RHt+1Xt+1 + RWt+1

)]
+M ln

{
det

{
IN×N −

[
D(t,t+1)

]2}}
(20)

where IN×N is theN×Ndimensional identity matrix.D(t,t+1)

is the diagonal matrix obtained by singular value decomposi-
tion (SVD) of the covariance matrix R_

Yt
_
Yt+1

, expressed as:

R_
Yt
_
Yt+1
= E

{
_

Y
H

t
_

Yt+1

}
= E

{(
Yt

√
R−1Yt

)H

Yt+1

√
R−1Yt+1

}

=

(√
R−1Yt

)H

RYtYt+1

√
R−1Yt+1

(21)

where,

RYtYt+1 = E
{
YH
t Yt+1

}
(22)

According to the above process, the result of formula (18)
can be calculated as:

I (Yt ,Yt+1) = −M ln
{
det

{
IN×N −

[
D(t,t+1)

]2}}
= −M

N∑
n=1

ln
{
det

{
1−

[
d (t,t+1)n

]2}}
(23)

where d (t,t+1)n are the diagonal elements of the matrixD(t,t+1)

arranged in the descending order. Thus, the MI at time t
and t + 1 can be quantified. To make the detection at time
t + 1 obtain more information gain based on the time t .
It is necessary to ensure that the MI of the two detections
is the smallest, to ensure that more information increment is
obtained at time t + 1. Then the objective function is:

F2 = min I (Yt ,Yt+1) (24)

In order to minimize the formula (24), it can be seen in
combination with the formula (7) and the above discussion.
When the signal pattern and environmental noise are basically
unchanged, the objective function F2 can be minimized by
adjusting the position and radiated power of our aircraft at
time t and t + 1. According to the position and radiated
power of our aircraft at time t , the position and power of the
next time are optimized. And when optimizing the position
of the next moment, we need to consider the speed and angle
constraints of our aircraft.
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FIGURE 3. Schematic diagram on flight constraints.

C. FLIGHT CONSTRAINTS AND ENERGY CONSTRAINTS
During the optimization process, the relationship between the
aircraft’s track points is shown in Figure 3.

Suppose at time t , the position of our aircraft Ptpm =[
x tpm, y

t
pm

]T
is shown by the red dot in the figure, and the

speed is vtpm =
[
vtxpm, v

t
ypm

]T
. Through optimization, the

position at the next moment is Pt+1pm =

[
x t+1pm , y

t+1
pm

]T
,

as shown by the blue dot in the figure. Then the speed
constraint needs to be satisfied first, assuming that the time
interval between the twomoments is1t . Then it should meet:{

Pt+1pm = Ptpm + vtpm1t∥∥∥Pt+1pm − Ptpm
∥∥∥
2
≤

∥∥∥vtpm∥∥∥21t (25)

‖‖2 means take the 2 norm. The distance between the two
points should not be greater than the maximum distance the
aircraft can fly in 1t . The speed at the this moment is vtpm,
which can be expressed as:

vtpm = vt−1pm +1vtpm (26)

Then the constraints that formula (26) needs to satisfy are:
∥∥∥1vtpm

∥∥∥
2
≤ 1vmax

vmin ≤

∥∥∥vtpm∥∥∥2 ≤ vmax
(27)

That is, the speed
∥∥∥1vtpm

∥∥∥
2
of the aircraft adjustment

should not exceed the maximum adjustable range1vmax. The
adjusted speed

∥∥∥vtpm∥∥∥2 cannot exceed its own speed range.
The course of an aircraft can be represented by a speed

vector, as shown by the red arrow in the figure. The displace-
ment of the aircraft within1t can be obtained by subtracting
two points, as shown by the blue straight line in the figure.
The angle1θ tm between the two straight lines is calculated by
the angle between the vectors. Assuming that the maximum
heading angle 1θmax that the aircraft can adjust is, the angle
constraint is: ∣∣1θ tm∣∣ ≤ 1θmax (28)

where || means take the absolute value, the above-mentioned
flight constraints are the limiting conditions in the optimiza-
tion process. At the same time, the limiting conditions also
include the energy limiting condition of formula (17).

D. TARGET STATE ESTIMATION BASED ON TRACK
EXTRAPOLATION
In the above derivation and optimization of the target func-
tion, the core parameters RHt and RHt+1 are not only related
to the position and energy of our aircraft, but also to the

position Ttu =
[
x tTu, y

t
Tu

]T and Tt+1u =

[
x t+1Tu , y

t+1
Tu

]T
at

the time t and t + 1 of the target aircraft. But obviously,
it is impossible to obtain the position of the target before
transmitting the signal. That is, when optimizing at time t ,
the position of the target Ttu =

[
x tTu, y

t
Tu

]T is unknown, and

at the same time, the target position Tt+1u =

[
x t+1Tu , y

t+1
Tu

]T
at

time t + 1 cannot be obtained based on the echo at time t .
The MIMO radar can use the previous measured values

and use Kalman filtering to predict the trajectory to obtain
the target’s estimated value T̃tu =

[
x̃ tTu, ỹ

t
Tu

]T and T̃t+1u =[
x̃ t+1Tu , ỹ

t+1
Tu

]T
. This technology is relatively mature in radar

and will not be described here. After obtaining the estimated
value of the target, the estimated RH̃t

and RH̃t+1
can be

calculated. Approximately replace RHt and RHt+1 , and then
optimize the position and radiated power at the next moment.

IV. OPTIMIZATION OBJECTIVE FUNCTION
In the above process, it involves maximizing the F1 at time
t , and minimizing the MI F2 at the adjacent time. On the
whole, although both of them are related to the position and
power of our aircraft, considering the algorithm efficiency
and computing speed, when optimizing its two objective
functions, the two objective functions F1 and F2 can be time-
shared Optimize or optimize at the same time.

A. TIME-SHARING OPTIMIZATION METHOD
The process of the time-sharing optimization method is that
after obtaining the position Ptp =

[
Ptp1,P

t
p2, . . . ,P

t
pM

]
of our aircraft and the estimated target position T̃tU =[
T̃tT1, T̃

t
T2, . . . ,

QTtTU
]
at time t , F1 is optimized at that time.

The optimization goals and constraints at this time are:

F1 = max I (Yt ;Ht |Xt)

s.t. tr
[
XH
t Xt

]
≤ P0 (29)

Using the position of our aircraft as a known quantity,
we only optimize the power of each transmitter of our MIMO
radar at time t , so that the MI between the transmitter and the
receiver is the largest.
After optimizing to obtain the radiated power Ptiu,opt allo-

cated to each target by each transmitter at time t , use it as
a known quantity, and combine the measured target position
TtU =

[
TtT1,T

t
T2, . . . ,T

t
TU

]
at time t with the position infor-

mation of our aircraft. According to the objective function
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F2, optimize the position of our aircraft. The corresponding
optimization and constraints are:

F2 = min I (Yt ,Yt+1)

s.t.



∥∥∥Pt+1pm,opt − Ptpm
∥∥∥
2
≤

∥∥∥vtpm∥∥∥21t∥∥∥1vtpm,opt
∥∥∥
2
≤ 1vmax

vmin ≤

∥∥∥vtpm∥∥∥2 ≤ vmax∣∣1θ tm∣∣ ≤ 1θmax

(30)

By optimizing the above objective function, the position of
our aircraft can be obtained, and by using the corresponding
relationship between position and speed in formula (25),
the speed adjustment can be obtained to determine whether
the above constraint conditions are met, and the decision is
executed if it is satisfied. Thereby we can obtain the position
Pt+1p,opt =

[
Pt+1p1,opt ,P

t+1
p2,opt , . . . ,P

t+1
pM ,opt

]
of our plane at time

t + 1.
After obtaining the position of our aircraft at time t + 1,

iterative iterations are implemented to achieve continuous
optimization. The corresponding time-sharing optimization
process is shown in Figure 4.

The process is relatively intuitive and clear. Combining the
above and the flowchart can achieve a time-sharing optimiza-
tion for the allocation of detection resources, which will not
be discussed in detail here.

The purpose of the initial state let t = 2 is to obtain the
rough information of the target before further planning. The
final termination condition is to judge whether the termina-
tion time te is reached.

FIGURE 4. Flow chart of time-sharing optimization algorithm.

B. SIMULTANEOUS OPTIMIZATION METHOD
Simultaneous optimization method is to obtain the position
information of our side and the target at time t , our radi-
ation strategy, and to obtain the target position T̃t+1U =

[
T̃t+1T1 , T̃

t+1
T2 , . . . , T̃

t+1
TU

]
after one-step prediction, to opti-

mize the radiation strategy and corresponding spatial position
of our aircraft at time t + 1. The corresponding optimization
and constraints are:

F = max (F1 − F2)

s.t.



tr
[
XH
t+1Xt+1

]
≤ P0∥∥∥Pt+1pm,opt − Ptpm
∥∥∥
2
≤

∥∥∥vtpm∥∥∥21t∥∥∥1vtpm,opt
∥∥∥
2
≤ 1vmax

vmin ≤

∥∥∥vtpm∥∥∥2 ≤ vmax∣∣1θ tm∣∣ ≤ 1θmax

(31)

Combining the above objective function and constraints,
we can complete the joint optimization of our radar position
and radiated power at time t + 1. After loop iteration, contin-
uous planning can be achieved. The specific process is shown
in Figure 5.

FIGURE 5. Flow chart of simultaneous optimization algorithm.

Through the above process, simultaneous optimization
method for the allocation of radar detection resources can be
completed.

It can be seen by comparing the time-sharing and simul-
taneous optimization algorithms that both of them depend
on the original parameters by one-step prediction to obtain
the target’s possible position at the next moment. It is equiv-
alent to relying on less accurate information for optimiza-
tion. According to Figures 4 and 5, it can be seen that the
time-sharing optimization algorithm optimizes the M × T
radiated power matrix at time t . After the target is detected,
more accurate target information is obtained, and then the
coordinate matrix of M × 2 at time t + 1 is optimized.
While simultaneous optimization method is based on fuzzy
information and jointly optimizes the radiated power and
the coordinate matrix, which is equivalent to optimizing the
M × (T + 2) dimension matrix.
Although the simultaneous optimization method can

achieve joint optimization of energy and position, through
the above discussion, the detection efficiency may be weaker
than the time-sharing optimization method. And the target
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dimensions to be optimized by the two areM×T andM×T+
M×2, respectively. For multivariable optimization problems,
adding one parameter for optimization will exponentially
increase the amount of calculation. Therefore, the calculation
amount of the simultaneous optimization algorithm is higher
than that of the time-sharing optimization algorithm.

In summary, this paper uses the time-sharing optimization
algorithm to optimize theMIMO radar parameters. In the sub-
sequent simulation part, a comparison of the two optimization
methods will also be given, proving that the performance and
speed of the time-sharing optimization algorithm are better
than the simultaneous optimization algorithm.

C. OPTIMIZATION OF CONTINUOUS TIME SERIES
It can be seen from the above discussion and observations
in Figure 4 and 5 that the optimization of the radiated power
and position status of the MIMO radar is a continuous time
series optimization problem. That is, the optimization result
at time t is the initial state of optimization at time t + 1.
What this article wants to solve is a continuous time series

optimization problem. If the value of the time interval 1t
between the two times is small, although the initial states at t
and t + 1 are different, the difference is small. Therefore, the
optimization result at time t may be similar to the optimiza-
tion result at time t + 1.

That is, if the optimization parameters at time t + 1 are
initialized based on the optimization results at time t, good
results may be achieved and a large amount of calculation
time may be reduced. This is also an aspect of the follow-up
article to improve the optimization algorithm. That is, the next
optimization is to search near the optimization result, so as to
realize the optimization of MIMO radar detection resources
more quickly.

At the same time, considering the practical application
background of this paper, this paper is a many-to-many coop-
erative air detection. Both parties are moving at high speed.
Therefore, the real-time requirements of the algorithm are
obviously stronger than the accuracy. In the case of limited
airborne computing resources, the algorithm in this paper
needs a feasible solution or a local optimal solution more
than a global optimal solution. That is, according to the actual
situation, the algorithm of this paper does not have high
requirements for the accuracy of the results, but has higher
requirements for the real-time performance of the algorithm.
This also confirms that the article in the previous section
prefers to use a time-sharing optimization algorithm with less
calculation.

In summary, this paper needs an algorithm that can opti-
mize the last optimization result as the initial state and has a
faster speed. Therefore, this paper improves the applicability
of the ABC algorithm to meet the algorithm’s demand for the
algorithm as much as possible.

V. IMPROVED ABC ALGORITHM
This section first introduces the principle and basic math-
ematical model of the ABC algorithm. Afterwards, based

on the existing literature on improving ABC, this article
perfects the improvement methods of previous scholars and
builds amore complete search strategy, thereby enhancing the
effectiveness of the ABC algorithm. Finally, for the allocation
of MIMO radar detection resources, combined with the bio-
logical principle of the ABC algorithm, the ABC algorithm is
adaptively improved to make it more suitable for solving the
problems in this article.

A. ABC ALGORITHM
Artificial bee colony algorithm is a swarm intelligence
algorithm proposed to simulate the behavior of honeybees.
In ABC, there are three groups of bees constituting the
whole colony—employed bees, onlookers, and scouts. First,
employed bees search for honey sources and pass the infor-
mation to onlookers. Then, onlookermade a selection of high-
quality honey sources based on the information for further
search. If the quality of the honey source does not improve
after a certain period of search, the employed bees are con-
verted to scout and a new honey source is searched again.

The corresponding algorithm flow can be described as
follows:

Step 1: Initialize the population. Generate the first gen-
eration population of BN×D dimension. Where BN is the
number of populations and D is the dimension of the search
space. 

x11,1 x11,2 · · · x11,D
x12,1 x12,2 · · · x12,D
...

...
. . .

...

x1BN ,1 x1BN ,2 · · · x1BN ,D

 (32)

For the initial parameters of the i-th solution X1
i =[

x1i,1 x
1
i,2 · · · x

1
i,D

]
, each of xi,j is generated by formula (33).

x1i,j = x1min,j + r
(
x1max,j − x

1
min,j

)
(33)

where i = 1, 2, . . . ,BN , j = 1, 2, . . . ,D, x1max,j and x
1
min,j

are the lower and upper bounds of the j-th dimension. r is a
random number with uniform distribution between (0,1).

Step 2: The employed bees started searching. Use formula
(34) to search and obtain the candidate solution vn+1i,j of the
(n+ 1)-th iteration.

vn+1i,j = xni,j + φ
(
xni,j − x

n
k,j

)
(34)

where n and n + 1 represent the number of iterations, n =
1, 2, . . . ,N , k is the positive integer with uniform random
values in [1, BN], φ is a random number with uniform distri-
bution between (−1, 1). Use Vn+1

i =

[
vn+1i,1 vn+1i,2 · · · v

n+1
i,D

]
and Xn

i to calculate the corresponding fitness function

F
(
Vn+1
i

)
and F

(
Xn
i

)
. Keep the better of the two and the

corresponding parameters for the next iteration.
Step 3: Onlooker chooses honey source. Onlooker uses

roulette to select honey sources for further exploration. The
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way of roulette is:

Pni =
F
(
Xn
i

)
BN∑
i=1

F
(
Xn
i

) (35)

where Pni is the probability that onlooker will chooseX
n
i after

the n-th search. Obviously, the better the fitness function,
the greater the corresponding probability, so that it is easier
to concentrate the advantageous resources to search near the
point and obtain better optimization results.

Step 4: The employed bee is converted to scout. If after the
set number of searches, the fitness of the i-th employed bee
search result has not improved. Then convert the employed
bee to scout. Starting again from Step 1, a new solution is
randomly produced by the scout to replace the old one.

The above process is the core step of the ABC algorithm.
The algorithm has strong search performance, and because of
its few parameters and easy implementation, it is widely used
in many fields. But the ABC algorithm itself still has room
for improvement. Therefore, the next two sections of this
article will improve the ABC algorithm level to improve the
efficiency of the algorithm. And the adaptive improvement
combined with the problems required in this paper makes
it more suitable for solving the problem of MIMO radar
detection resource allocation constructed in this paper.

B. ABC ALGORITHM IMPROVEMENT
In order to improve the performance of the ABC algorithm,
this section improves the ABC algorithm in terms of improv-
ing the search direction and constructing a three-level search
strategy.

1) IMPROVE SEARCH DIRECTION
Observing formula (34) and Step 2, we can see that due to the
positive and negative randomness of φ, the search direction
has randomness. It is very likely that the newly generated
candidate solution vn+1i,j has poor performance. If the trans-
formation direction of the function can be changed in the
direction of improving the fitness function, more computing
resources will be saved, thereby improving the efficiency
of the algorithm. Therefore, the literature [38] rewrites the
formula (34) as:

vn+1i,j = xni,j + σ
n
i,j

∣∣∣φni,j∣∣∣ ∣∣∣xni,j − xnk,j∣∣∣ (36)

where σ ni,j and
∣∣∣φni,j∣∣∣ represent the search direction and search

step respectively, so that the search direction can be directly
controlled by controlling the sign of σ ni,j. This method is to
make σ ni,j take a random value only between +1 and −1 two
values, and calculate vn+1i,j after the random value. If the

fitness function f
(
vn+1i,j

)
corresponding to vn+1i,j is better than

f
(
xni,j
)
, it is considered that the search direction is better and

the subsequent calculation is continued. If the performance
function is worse than f

(
xni,j
)
, let σ ni,j take the opposite

number and perform subsequent operations.

Through the improvement of [38], the algorithm efficiency
can be significantly improved. However, in the two cases
of finding near the maximum value or the initial value the
minimum value, the effect of this strategy may be limited.
For a more detailed explanation, this paper selects the

function of formula (37) in the interval [0, 10], and the
corresponding function curve is shown in Figure 6.

y = −0.1x3 + 0.5x2 + 0.3x + 5 (37)

FIGURE 6. Example function curve.

Suppose x is an independent variable and y is a fitness
function. The red curve in Figure 6 is the curve corresponding
to formula (37), and the green curve is the−y curve. The pink
point on the red curve is the maximum value of the fitness
function y value in this area (x = 3.6, y = 7.894). That is,
the optimization process at this time reaches the local best.
At this time, according to the method of [38], no matter how
σ ni,j is taken, the fitness function will decrease, and the next
search will return to this point. This repeated search has no
effect. Therefore, when the maximum value is searched, it is
impossible to calculate only one direction. Similarly, when
the search is near the local best point and the next search step
is large, the above situation will also occur. This situation
is relatively common, so the algorithm of [38] needs to be
improved.

The improvement method for the above situation is not
to calculate only one direction, but to calculate the two
directions and compare. If the performance is degraded in
both directions, it means that it is likely that the extreme
advantage has been searched at this time. After narrowing
the search step, search is performed. If the fitness function is
still not improved after continuously reducing the step size,
let σ ni,j = 0, that is, stop searching. If the performance is
improved in both directions, it means that it may be near the
poor point at this time. At this time, compare the degree of
improvement in both directions. Select the direction with the
better improvement to search.

Thus, the completion of the method of [38] is completed.

2) CONSTRUCT A THREE-LEVEL SEARCH STRATEGY
Observing formula (34), we can see that the search strategy of
the classic ABC algorithm is relatively random, which is also
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the main reason why the ABC algorithm is often evaluated as
aimless and inefficient [39], [40], and it is also the main point
for scholars to improve the ABC algorithm.

Reference [41] was inspired by an improved particle
swarm optimization algorithm and designed an elite search
strategy. That is, in the search process, consider the influence
of the best point of the global in history and the best point of
the current. Two search methods were designed, namely:

vn+1i,j = xnr,j + λ
(
xni,j − x

n
r,j

)
+ µ

(
xbest,j − xnr,j

)
(38)

vn+1i,j = xbest,j + pn
(
xni,j − xbest,j

)
+ α

(
xr,j − xbest,j

)
(39)

xnr,j represents the j-th dimension of historical optimal
solution of the bee. xbest,j represents the j-th dimension of
the current global optimal answer. pi denotes the possibility
that the current n-th employed bee will be selected by the
onlooker, α, λ and µ represent the corresponding random
coefficients.

This method generates new search points near the global
best point, and then search in the direction of the global
history best point, which has a better search efficiency than
the classic ABC method. However, if only the influence of
the global best is considered, the possibility of falling into
the local optimum is increased.

For a more detailed explanation, this paper selects the
function of formula (40) in the interval [0, 20], and the
corresponding function curve is shown in Figure 7.

y = x sin(2πx) (40)

FIGURE 7. Example function curve.

Suppose the initial state is shown in the blue circle in the
figure. Use the method of [41] to find the optimal value of this
function. Then the global best advantage found at this time
is the point corresponding to the black ∗ in the figure. If we
search according to formulas (38) and (39), all the blue circles
will move toward the black point and eventually converge to
that point. But obviously, the best advantage of this function
is in the position corresponding to the blue ∗ on the right side
of the figure. That is, if it has been moving in the direction of
the black dot, the possibility of the algorithm converging to
the local best has increased.

Therefore, it is necessary for bees to conduct random
searches. But continuous random search will waste a lot of

computing resources. A compromise method can be used
to allow bees to conduct random searches early to increase
the diversity of the population and reduce the possibility of
falling into a local optimum.

Inspired by reference [41], elite strategies can be con-
structed to search, thereby improving the efficiency of the
algorithm. And the elite can be composed of a global optimal
solution and multiple local optimal solutions, which together
affect the search. That is, group the bees, and in the search
process, add the influence of the current optimal solution
xnlbest and the historical optimal solution xlbest in each group
to improve the search effect.

This paper uses system clustering method to group bees,
make the bees that are closer to be divided into a group, and
search a certain area together. System clustering is mature
in theory and has stable source code in MATLAB. Here is
not too much introduction to the principle of the algorithm.
However, the system clustering method needs to define the
number of groups. In this paper, the number of groups is the
same as the number of local elites. In the following text, the
number of elites is d0.05BNe, that is, 5% of the population,
and bees can be grouped, where de represents the arithmetic
method of rounding up. Assuming that there are 50 bees in
the population, the result is 3, that is, 50 bees are divided into
three groups.

Therefore, the improved search strategy of this article is:

vn+1i,j

=



xni,j + φ1
(
xni,j − x

n
k,j

)
0 < n < 0.2BN

xni,j +
n
BN

[
φ2

(
xni,j − x

n
lbest

)
+ φ3

(
xni,j − xlbest

)]
0.2BN ≤ n < 0.7BN

xni,j +
n
BN

[
φ4

(
xni,j − x

n
gbest

)
+ φ5

(
xni,j − xgbest

)]
0.7BN ≤ n ≤ BN

(41)

where xngbest and xgbest represent the current global optimal
solution and historical optimal solution. The φ1 has been dis-
cussed in the previous section. φ2 to φ5 are random numbers
that obey uniform distribution within (0,1).

In a total of BN searches, the bees within the first 0.2BN
searches performed an improved random search strategy to
expand the diversity of the bee colony.

In the middle of the search, the bees are grouped, and the
bees in each group are affected by the optimal solution in the
group. As the search proceeds, the local best may change, and
the performance is getting better and better, and the impact
should be greater and greater. Therefore, the coefficient n/BN
is constructed to describe this effect. At the same time, in the
middle of this step, that is, when (0.2BN+0.7BN)/2=0.45BN
times are searched, in order to prevent the bees from being far
away due to movement, the system clustering method is used
to regroup the bees to continue the search.
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In the final stage of the search, the bees have conducted a
more comprehensive and accurate search of the space. At this
time, it is convenient to use the global best to guide the bees
to search near the global best to obtain good search results.

Through the above improvements, the search efficiency of
the ABC algorithm can be improved.

C. APPLICABILITY IMPROVEMENT FOR MIMO RADAR
DETECTION RESOURCE ALLOCATION
The core purpose of this article is to improve the detection
efficiency of MIMO radar. In addition to improving the effi-
ciency of the algorithm, we can also adjust the algorithm
in accordance with the problem, we want to make it more
suitable for the problem to be optimized and get a better
optimization result.

Therefore, this article adapts ABC from the following three
aspects.

1) INITIALIZE THE NEXT GENERATION POPULATION BASED
ON THE RESULTS OF THIS OPTIMIZATION
The allocation of MIMO radar detection resources is a con-
tinuous time series planning problem. If the time interval 1t
between the two time series is small. Considering the motion
constraints of both aircrafts, it is likely that the states of our
aircrafts and targets have not changed significantly at t and
t + 1t . That is to say, the parameters to be optimized are
different between t and t + 1t , but the gap is small. It is
likely that the results of optimization at these two moments
are relatively similar.

Therefore, in the search process, the optimization result at
time t can be used as the initial state of the t +1t bee colony
to start optimizing, thereby improving the efficiency of the
algorithm.

At the same time, the idea was also inspired by the bio-
logical characteristics of bees, that is, bees will search for
new honey sources based on the previous honey sources.
Compared with the previous search, the new search has a
similar initial state and optimization goal. This allows we to
optimize based on previous search results.

This is reflected in the algorithm that after completing
the optimization at time t , the bee will obtain the historical
optimal solutions xlbestk of K groups during the optimization
process at time t , k = 1, 2, . . . ,K , and at the same time
will obtain the global historical optimal solution xgbest . In the
following, xlbestk and xgbest will be expressed uniformly as
xbest . Then the formula (33) of ABC algorithm Step 1 can be
adjusted to:

x1i,j = xbest,j + γ
(
xbestmax,j − x

best
min,j

)
(42)

where γ is a random number that is uniformly distributed
between (−0.1, 0.1), xbestmax,j and x

best
min,j represent the maximum

and minimum values of the j-th attribute in xbest . Formula
(42) indicates that a historical optimal solution is randomly
selected in xbest , and the next generation initial bee colony is
generated near this optimal solution.

At the same time, the real-time requirements of the algo-
rithm are considered, and this article hopes to get a feasible
solution. Therefore, in the subsequent search, only bees with
a population of 0.2BN are generated using formula (42).
Combining the generated results with the optimal solution
xbest , the new initial population can be obtained as:

x11,1 x11,2 · · · x11,D
x12,1 x12,2 · · · x12,D
...

...
. . .

...

x10.2BN ,1 x10.2BN ,2 · · · x10.2BN ,D
x1lbest1,1 x1lbest1,2 · · · x1lbest1,D
x1lbest2,1 x1lbest2,2 · · · x1lbest2,D
...

...
. . .

...

x1gbest,1 x1gbest,2 · · · x1gbest,D


(43)

Through the above method, the inherited optimization
result can be realized, thereby improving the search speed and
efficiency of the algorithm.
However, it is obvious that if the above method falls into

the local best when performing the global search for the first
time, all subsequent optimization results are likely to fall into
the local best. At the same time, in order to improve the real-
time performance of the algorithm, the number of populations
has been greatly reduce, resulting in subsequent optimization
results may not be accurate. The use of the above method will
cause this inaccuracy to accumulate gradually, and eventually
degenerate from a better solution to a feasible solution or even
no search results.
In order to avoid the above-mentioned problems, after

a certain time of continuous planning, all parameters need
to be emptied, and the algorithm re-planned to regenerate
the optimal solution. This reduces the possibility of gradual
performance degradation.

2) TERMINATION OF EMPLOYED BEE
In Step 4 of the ABC algorithm, if an employed bee searches
multiple times and the performance of the search results does
not improve, it is converted to scout.
In order to improve the real-time performance of the algo-

rithm, this paper improves the process.
If the search efficiency of the employed bee is not

improved, the subsequent optimization of the employed bee is
directly stopped. And record the parameter setXc and optimal
solution F(Xc) corresponding to the employed bee. If the
search for other employed bee finds a better solution, just
discard F(Xc). However, if no better results appear until the
end of all bee searches, it is judgedwhetherF(Xc) is a feasible
solution. If it is a feasible solution, it is directly used as the
optimization result. Otherwise, use formula (42) and (43) to
regenerate the population and search again.
This is because the subsequent search is based on the

optimal solution at the previous moment. The employed
bee search effect has not been improved, indicating that it
has converged to the local optimal solution, and the search
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performance is difficult to improve. If it is converted into a
scout according to the ABC algorithm, it is likely that in the
subsequent search process, the scout may not be able to obtain
better results than it is now. This increases the complexity
of the algorithm, and at the same time does not significantly
improve performance.

The requirement of the algorithm in this paper is to be able
to quickly optimize a better feasible solution. However, this
paper does not need to consume a large amount of comput-
ing resources to obtain a global optimal solution. Therefore,
the process of converting employed bee to scout contradicts
the needs of this article. In order to optimize the MIMO
radar resource allocation problem, this article directly stops
the search for the employed bee and performs the subsequent
operations described above.

3) IMPROVING POPULATION PARAMETERS AFTER
DETERIORATING HONEY SOURCE
The optimization of the MIMO radar position is carried out
by extrapolating the track to predict the position T̃tU =[
T̃tT1, T̃

t
T2, . . . , T̃

t
TU

]
of the target. However, if a certain air-

craft or a few aircrafts in the target group adjust themovement
state, such as steering or acceleration, the predicted result
will deviate greatly from the real result. Then, the prediction
results with larger errors are used to perform optimization
operations, which ultimately lead to a decrease in the perfor-
mance of the optimization results.

When a large error occurs, first let 1t be half of the
original. That is, the sampling frequency is increased to obtain
more track points per unit time, which is convenient for pre-
diction. At the same time, it can be seen from Figure 4 above
that the time interval between prediction and actual detection
is very short, and the error between the two can be obtained
in real time.

Suppose that uc targets among U targets have changed
state. The algorithm needs to adjust γ in formula (42),
as shown in formula (44).

γN = γ

(
1+

10uc
U

)
(44)

That is to allow bees to search in a larger area near the last
optimal solution, thereby enhancing the population diversity
of bees. At the same time, formula (42) is improved to gen-
erate new populations. The new population NBN is:

NBN = 0.2BN + 2
uc
U
BN (45)

That is, on the basis of the original, the population is
supplemented according to the proportion to conduct a more
accurate search.

Although there is an error, the error will not be large due
to the target’s own motion constraints. Therefore, the opti-
mization results of the previous moment can still be used.
By increasing the population diversity and population num-
ber, the ABC algorithm can conduct a more extensive search,
and it can still find a better feasible solution. After multiple

moments of optimization, the detection performance will
return to optimal.

After the error between the prediction error and the
detected value recovers to the allowable range, 1t is recov-
ered.

VI. OPTIMIZATION PROCESS OF MIMO RADAR
DETECTION RESOURCES BASED ON IABC
Combining with the improvement process of ABC above,
the optimization process of MIMO radar detection resources
based on the IABC algorithm is shown in Figure 8.

The process of Figure 8 can be summarized as the follow-
ing steps.

Step 1: Initially obtain target state information at t = 1 and
2 and initial MIMO radar state parameters at t = 3.
Step 2: Obtain the position of the MIMO radar at this

moment and predict the position of the target.
Step 3: Initialize the ABC initial parameters according to

the optimization times. If it is the first time or the honey
source is deteriorated, a random BN×D or NBN×D dimen-
sion first generation population is generated. Otherwise,
the initial population of (0.2BN+K+1) ×D dimension is
generated according to the previous optimization results and
formulas (42).

FIGURE 8. MIMO radar detection resource optimization flow chart based
on IABC algorithm.

Step 4: Use IABC to optimize formula (29) to get the radar
radiation strategy at this moment, and detect themeasurement
position of the target.
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Step 5: Calculate the error between the measured position
and the predicted position. If it is higher than the error thresh-
old, that is, the prediction effect is poor, and some targets
change the motion state, Step 6 is executed. Otherwise, go to
Step 7.

Step 6: Adjust the measurement interval and ABC param-
eters according to the method of improving the population
parameters after the honey source deteriorates.

Step 7: Use IABC to optimize formula (30) to obtain the
optimal position of the radar at the next moment, and increase
the counting parameter t by 1.
Step 8: Determine whether the specified end time te is

reached, that is, whether the detection task ends. If not, return
to Step 2. Otherwise, the detection optimization ends.

Through the above process, IABC can be used to dynam-
ically optimize the allocation of MIMO radar detection
resources.

VII. SIMULATION VERIFICATION
In this section, through three sets of Monte Carlo experi-
ments, the effectiveness of this algorithm and the advantages
of this model are compared and verified.

The first group is to compare the simultaneous opti-
mization algorithm and the time-sharing optimization algo-
rithm under the same initial parameters to verify that the
time-sharing optimization algorithm has better advantages.
The second group compares the time-sharing optimization
algorithm designed in this paper with the algorithms corre-
sponding to literature [15], [21], [30], respectively, to show
that the model can improve the detection efficiency of radar.
The third group is to compare the IABC in this article with
the original ABC algorithm, the improved ABC algorithm
corresponding to the literature [38] and [41], to optimize the
MIMO radar parameters.

A. COMPARISON OF TWO OPTIMIZATION METHODS
In order to verify the advantages and feasibility of the pro-
posedmethod, the proposedmethod is simulated and verified.

Suppose there are 3 targets in the space, namely Target1,
Target2 and Target3. Suppose that the three targets fly from
(50,76), (67,74) and (78,56) along a straight line to (30,56),
(58,46), (100,36) at a uniform speed. There are 20 optimiza-
tion points. The amplitude ratio of signal to noise is 0 dB.
The three aircraft used for collaborative detection taking off
from (0,0), (20,0) and (40,0), respectively, combined with
flightability and energy constraints, to optimize the above
objective function. The detection trajectories obtained by
time-sharing optimization and simultaneous optimization are
shown in Figure 9 and 10.

It can be seen from the comparison between Figure 9 and
10 that the trajectories of R1 and R3 are similar in the above
two figures, and the corresponding power distributions are
relatively similar, while the trajectory of R2 is different. The
smaller the distance between our aircraft and the target group,
the better the detection effect of our radar is. Comparing
Figure 9 and 10, it can be seen that in the middle of the

FIGURE 9. Time-sharing optimization algorithm.

FIGURE 10. Simultaneous optimization algorithm.

flight, the slope of the black trajectory in Figure 9 is greater
than that in Figure 10, R2 in Figure 9 approaches the target
group faster, and the distance between the two sides decreases
faster. In the final stage of detection, the R2 trajectory in
Figure 9 points to Target3, while Figure 10 points to Target2.
It can be seen from the figure that the distance between R2
and Target2 is already small, while the distance between
R3 and Target3 is significantly increased. Therefore, in the
final stage of detection, R2 uses part of the detection power to
detect Target3, andmoves toward Target3, which is beneficial
to improve the overall detection efficiency. Therefore, it can
be qualitatively determined that the time-sharing optimiza-
tion method is superior to the simultaneous optimization
method.

To further compare the performance of the two optimiza-
tion methods, 30 Monte Carlo simulation experiments were
performed on both methods, and the positioning of the Mean
Squared Error (MSE) after each joint track and power opti-
mization in the 30 simulations was recorded. As shown
in Figure 11. At the same time, record the time for the
two algorithms to complete a joint optimization, as shown
in Figure 12.

It can be seen from Figure 11 that the positioning accuracy
of the time-sharing optimization algorithm is better than that
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FIGURE 11. Comparison of errors.

FIGURE 12. Comparison of optimization time.

of the simultaneous optimization algorithm. This is because
in the initial stage, the distance between our aircraft and the
target group is far, and the positioning error is large. This
directly leads to a larger position error in predicting the target
group at the next moment. The time-sharing optimization
algorithm only needs to predict the position of the target
at the current time, while the optimization algorithm needs
to predict the position of the target at the current and next
time, and the error will accumulate as the prediction step
increases. That is, the initial error amount of the simultaneous
optimization algorithm is always higher than the error amount
of time-sharing optimization. Therefore, its positioning effect
is weaker than the simultaneous optimization algorithm.
Although this error will gradually decrease as the detec-
tion progresses, this is also the reason why the error of the
simultaneous optimization algorithm in Figure 11 gradually
decreases. However, due to the error of the initial parameters,
the performance of the simultaneous optimization algorithm
cannot always exceed the time-sharing optimization algo-
rithm.

At the same time, it can be seen from Figure 12 that the
time-sharing optimization algorithm has a faster algorithm
speed. This is because for the optimization problem, the
calculation amount and the parameter of the parameter to
be optimized are not linearly related. It is usually a mul-
tiple or exponential relationship. Therefore, although time-

sharing optimization has the same parameters as the simul-
taneous optimization method, time-sharing optimization can
significantly reduce the amount of calculation and improve
the efficiency of the algorithm.

In summary, the time-sharing optimization algorithm is
superior to the simultaneous optimization in both algorithm
accuracy and speed, which verifies the previous discussion.
Subsequent time-sharing optimization is used to allocate
MIMO radar detection resources.

B. COMPARISON OF DETECTION MODELS
To further compare the performance of the algorithm in this
paper with other related algorithms, the algorithm in this
paper is compared with the algorithms in [15], [21] and [30].
Since the algorithm in the literature does not involve the
optimization of the spatial topology, this article assumes that
the three aircraft are all flying at the same speed in the same
direction, and their space trajectories are shown in Figure 13.

According to the spatial position shown in Figure 13,
the algorithms in [15], [21] and [30] are used to optimize
the radiated power and other related parameters to improve
the detection efficiency of the corresponding airborne MIMO
radar.

FIGURE 13. Fixed formation track.

In order to quantitatively compare the performance of the
algorithm, the method of this paper and the above three algo-
rithms were carried out in order 30 Monte Carlo simulation
experiments. UsingMSE as an evaluation index, compare the
performance of the algorithm in this paper with the literature
[15], [30]. The results are shown in Figure 14.

It can be seen from Figure 14 that the algorithm in this
paper is superior to the algorithms in [15] and [30]. This is
because compared with the algorithms in [15] and [30], this
paper optimizes the spatial position of the radar, which makes
the radar more flexible to adjust its position and improve the
detection efficiency.

The reason why the algorithm in this paper is superior
to the algorithm in [15] is because the objective function in
[15] is posterior Cramer-Rao lower bound (PCRLB) in the
worst case. Based on PCRLB, the allocation of radar radiation
power and bandwidth is optimized. This method can obvi-
ously improve the lower limit of radar detection capability,
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FIGURE 14. MSE comparison chart.

but it has a limited role in improving the radar detection capa-
bility under normal circumstances. It is like the government
has adjusted the welfare policy to increase the income of the
lowest income group. But for people with regular income,
help is limited. At the same time, reference [15] designed
the detector based onNeyman-Pearson criterion. The detector
is not designed in combination with the predictor, and the
detection efficiency is also limited. And the reference [15]
is the PCRLB obtained under the condition of high signal-
to-noise ratio, and this paper is verified under the condition
of 0dB signal-to-noise ratio. Therefore, the performance of
the algorithm in this paper is better than the algorithm in [15].

The reason why this paper is superior to literature [30] is
that the algorithm in this paper minimizes the MI between
the two received signals, and literature [30] also hopes to
reduce the correlation between different radar perceptions to
improve CS-based detection techniques. The goals of the two
methods are similar. This article not only reduces the amount
of MI, but also increases the MI between the transmitted and
received signals. Compared with literature [30], more factors
are considered, so the performance is better. And when the
number of radars is small, the correlation between different
radar echoes is not high. Therefore, the method of [30] is
adopted under the simulation conditions in this paper, and the
degree of improving radar detection capability is limited.

The optimization goal of [21] is to minimize the total
power under the certain of signal-to-interference-plus-noise
ratio (SINR) requirement. Therefore, in this paper, the SINR
is set to 0dB, and 30 Monte Carlo experiments are recorded.
Each track point corresponds to the average value of the total
power. Compare the power allocation between the algorithm
and the literature [21]. As shown in Figure 15.

It can be seen by comparing the two curves in Figure 15.
In the initial stage, the method of [21] has obvious advan-
tages. However, with the movement of our aircraft, the total
power required by the method in this paper is obviously
decreasing, and the follow-up is obviously less than the
method in [21]. This is mainly due to two reasons. The
first is that the radiated power is highly related to the dis-
tance between the two parties. The algorithm in this paper
can significantly reduce the distance difference between the

FIGURE 15. Comparison of the average power of each track point.

two sides by adjusting the position, thereby reducing the
energy demand. The other reason is that this paper strives
to maximize the MI between sending and receiving, so in
the optimization process, it will try to reduce the impact of
noise correlation, thereby reducing the demand for power.
Although minimizing the MI at adjacent moments also has
this effect, the effect is not obvious and should not be dis-
cussed as an important point. Therefore, the algorithm in this
paper is superior to the algorithm in [21].

C. COMPARISON OF OPTIMIZATION ALGORITHMS
In order to compare the performance of the improved ABC
algorithm in this paper, this section compares the improved
ABC algorithm with the classic ABC, the improved ABC
algorithm in literature [38] and literature [41]. The population
number BN=100. The relevant parameters of the correspond-
ing algorithm are the same as the values in the literature,
and 30 Monte Carlo experiments are performed to obtain the
error chart and algorithm time-consuming curve of different
algorithms, as shown in Figure 16 and Figure 17. At the same
time, in 30Monte Carlo simulation experiments, a simulation
curve is randomly selected, as shown by the solid black line
in the figure.

FIGURE 16. MES comparison chart.

It can be seen from the above comparison that from the
perspective of MSE, the improved ABC algorithm in this
paper is superior to other algorithms in both accuracy and

136292 VOLUME 8, 2020



X. Fan et al.: Joint Optimization Method of Airborne MIMO Radar Track and Radiated Power Based on MI

FIGURE 17. Comparison of the average time consumption of the
algorithm.

speed. The improvement in accuracy is because this article
is based on the classic ABC algorithm, drawing on the main
ideas of [38] and [41] and improving it, optimizing the search
direction and constructing a three-level search strategy to
make the search range larger and the search alsomore precise.
The improvement in speed is due to the improved applica-
bility of the algorithm in this article. Make the first search a
more time-consuming and laborious global search to obtain
an excellent initial state. It can be seen from the figure that
the search time of the improved ABC algorithm for the first
time is significantly higher than the time of other algorithms,
and the subsequent time-consuming is significantly less than
other algorithms. This is because this article uses the current
optimized solution constructed as the initial state of the next
search, the method of reducing the number of bees and termi-
nating part of the bee search directly improves the speed of
subsequent searches.

The statistical characteristics of the algorithm in this paper
are obviously superior to other algorithms, but the statistical
characteristics weaken the characteristics of many algorithms
themselves. Therefore, this paper supplements the error and
time-consuming curve of an optional optimization in Fig-
ure 16 and 17.

In Figure 16, since there is an error in each measurement,
the error accumulation leads to an increase in track prediction
error. When the error gradually accumulates and reaches the
state where the honey source deteriorates, the algorithm will
give up the previous results and perform a new search. That is,
the error of the black curve in Figure 16 suddenly decreases,
and the algorithm in Figure 17 significantly increases in time,
as shown by the 11th track point in the figure. As the algo-
rithm continues, the re-search may occur again, that is, there
may be a sudden drop in the black error curve in Figure 16 and
a spike in the black time-consuming curve in Figure 17 again.
As shown in the 14th track point. Because this kind of re-
searching situation may happen at any time, while when
calculating the average error and the time-consuming of the
algorithm, the characteristics of this mutation are processed
uniformly, which is difficult to reflect in statistical character-
istics. Therefore, in Figure 16 and 17, the single error or time

consuming at most time points is better than the average.
It is because when calculating the average value, this abrupt
characteristic is diluted. But from a holistic point of view,
the performance of single optimization is still better than the
other three methods.

Due to the randomness of re-planning, in the comparison
and subsequent application of the algorithm, it is necessary to
consider both its statistical characteristics and its own random
characteristics in order to better use the algorithm in this
paper.

VIII. CONCLUSION
Based on the MI criterion, this paper jointly optimizes the
spatial position and radiated power of the airborne MIMO
radar. Radar detection efficiency has been improved.

By constructing the MIMO radar cooperative detection
model of the aviation cluster, the effects of radar position
and radiation strategy on detection are derived. The MI of
the radar transmitted and received signals and the MI of the
echoes at neighboring moments are derived, and the relation-
ship between the radar position and radiated power and these
two information volumes is constructed. Maximizing the
amount of MI between the transmitted and received signals
can obtain more information about the detected target. Min-
imizing the amount of MI at adjacent moments can improve
the independence of detection and the quality of the detection
signal. In view of the shortcomings of the ABC method, it
is improved from the search method of algorithm level and
algorithm adaptability. Using the IABC algorithm combined
with time-sharing optimization strategy, combined with air-
craft feasibility and energy constraints, the above two objec-
tive functions are optimized to achieve joint optimization of
MIMO radar spatial position and radiated power. Through
simulation comparison, it is shown that the algorithm of this
paper is superior to the mainstream MIMO radar resource
allocation algorithm and other improved ABC algorithm.
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